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THE NEUMANN PROBLEM FOR QUASILINEAR
DIFFERENTIAL EQUATIONS

TIZIANA CARDINALI, NIKOLAOS S. PAPAGEORGIOU AND RAFFAELLA SERVADEI

ABSTRACT. In this note we prove the existence of extremal solutions of the
quasilinear Neumann problem 7(\:2/(25)\7’_2:1:/ (t))/ = f(t,a:(t),x/(t)), a.e. on
T, m/(O) =q (b) =0, 2 < p < oo in the order interval [, ¢], where ¢ and ¢
are respectively a lower and an upper solution of the Neumann problem.

1. INTRODUCTION

Recently several authors studied quasilinear ordinary differential equations of
second order. People mainly studied the Dirichlet and the periodic problem using
a variety of methods. We refer to the works of Boccardo-Drabek-Giachetti-Kucera
[1], Drébek [4], Del Pino-Elgueta-Manasevich [3], Guo [9], O’Regan [13] and Wang-
Jiang [16]. Of all these works only Guo in 1993 considers a Neumann problem,
but he assumes that his vector fields f is independent of the derivative. Moreover,
he establishes only the existence of solutions for the Neumann boundary value
problem and his approach is different from ours: it is based on degree theoretic
techniques. In contrast here we allow f to depend on the derivative and we use
the method of upper and lower solutions coupled with the theory of nonlinear
operators of monotone type. Assuming the existence of an upper solution ¢ and
a lower solution % such that ¥ < ¢, we obtain the existence of a solution, be-
longing to C*(T'), of the quasilinear Neumann problem in the order interval [¢), o]
as a consequence of a fixed point result called the nonlinear alternative of Leray-
Schauder. Then we also show the existence of extremal solutions in [, ¢], i.e. of
solutions z, and z* in [, ¢] such that any other solution z in [, ¢] of the bound-
ary value problem satisfies z, < z < z*. The upper and lower solutions method
was also used by Wang-Jiang in [16] and, in the context of semilinear second order
periodic boundary value problems, by Gao-Wang in [6] and, for multivalued semi-
linear Sturm-Liouville problems, by Halidias-Papageorgiou in [10]. The existence
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of extremal solutions in [, ¢]| was addressed only by Halidias-Papageorgiou, using
different approach.

2. PRELIMINARIES

If T = [0,b], let W'P(T) = {2 € LP(T) | 2" € LP(T)} be the function space
equipped with the norm [|z|| = ([|=||} + ||:z:,||g)%: the space WP(T') is a separable,
reflexive Banach space for all 1 < p < co. It is well known that W1P(T) embeds
continuously into C(T), i.e. every element in W1P(T) has a unique representative
into C(T"). Moreover W1P(T) < LP(T) compactly for all 1 < p < cc.

Let X a reflexive Banach space and X* its topological dual. In what follows by
(.,.) we denote the duality brackets of the pair (X, X*). Amap A : X — X* is said
to be ‘monotone’, if for all z1,z2 € X, we have (A(z2) — A(x1), 22 —x1) > 0. A(")
is said to be ‘strictly monotone’ if it is monotone and (A(x2) — A(z1),22—21) = 0
implies zo = 1. We say that A(-) is maximal monotone, if its graph is maximal
monotone with respect to inclusion among the graphs of all monotone maps from X
into X*. It follows from this definition that A(-) is maximal monotone if and only
if A is monotone and (v* — A(x),v —x) > 0 for all z € X, implies v* = A(v). An
operator A : X — X ™ is said to be ‘demicontinuous’ at € X, if for every {xy, }nen
with z, — z in X, we have A(x,,) N A(z) in X*. A monotone demicontinuous
everywhere defined operator is maximal monotone (see Hu-Papageorgiou [11]). A
map A : X — X* is said to be ‘pseudomonotone’, if for all x € X and for every
sequence {2, }neny € X such that x, —  in X and limsup(A(z,,), z, —2) < 0, we
have that (A(x),z—y) <liminf(A(x,),2z, —y) forally € X. Amap A: X — X*
is said to be ‘coercive’ if % — o0 as ||z|| — oo. A pseudomonotone map
which is also coercive is surjective. A single valued operator A : X — X* is said
to be ‘compact’ if it is continuous and maps bounded sets into relatively compact
sets.

3. EXISTENCE RESULT

Let T = [0,b] C R. The problem under consideration is the following:

’

(1) { (' (B2 (1)) = f(ta(0),2 () aeonT }

2 (0) =z (b) =0 2<p< o

Let us start by introducing the hypotheses on the right hand side function
f(t,z,y).

H(f): f: T xR xR — R is a function such that

(i) for all (z,y) € R xR, t — f(t,x,y) is measurable;
(i) for almost all t € T', (z,y) — f(t, x,y) is continuous;
(iii) for almost all t € T, all z € [¢(¢), ¢(t)] and all y € R, we have

[tz y)] < at) +cly~!
WithaeLq(T),c>Oand%+%:1.



THE NEUMANN PROBLEM FOR QUASILINEAR DIFFERENTIAL EQUATIONS 323

Definition 1. By a solution of (1) we mean a function z € C(T) such that
|x/(-)|p_2x/(-) € WhH4(T) and it satisfies (1).

As we already mentioned we shall employ the method of upper and lower solu-
tions. So let us introduce these two concepts:

Definition 2. By an "upper solution’ of (1) we mean a function ¢ € C*(T) such
that | (-)[P~2¢ (-) € WH4(T) and it satisfies

~(l¢' OP20 (1)) = f(t, (1), (1) ae.onT
? { £ (0) <0< '(b) }

Definition 3. By a ’lower solution’ of (1) we mean a function ¢» € C(T') such
that |¢' (-)[P~2¢'(-) € WH9(T) and it satisfies

(W OP20 () < ftv@),¢ (1) ae.onT
?) { ' (b) <0 <9 (0) }

We will assume the existence of an upper solution ¢ and a lower solution .
More precisely we make the following hypothesis:

Hy: There exist an upper solution ¢ and a lower solution ¢ of problem (1) such
that ¥(t) < p(t) for all t € T

We introduce the operator A : WHP(T) — WLP(T)* defined by

b
A = [ I OF 2 0y 0 de
0
for all y € WhP(T).
Proposition 1. A: WYP(T) — WLP(T)* is mazimal monotone.

Proof. It suffices to show that A is monotone, demicontinuous.
First we show the monotonicity of A. For all z,y € WYP(T') we have

(A(z) — A(y),x —y) =

b ’ _ ’ ’ _ ’ ’
Jo(z @22 (t) — ly (OF 2y () (@ (t) —y (t))dt >0
from the well-known inequality (see Hu-Papageorgiou [11], p. 303).

’

Next we show the demicontinuity of A. To this end, let z, — x in W1P(T) as
n — oo. By passing to a subsequence if necessary, we may assume that x,, (t) —
z (t) a.e. on T and there exists k € LP(T) such that |z, ()] < k(t) a.e. on T for
all n € N. Thus we deduce that |z, [P~2z], — |2'|P~2z" in LI(T) as n — oo. So
for every y € WP(T) we have

’

b
(Alzn) — Az),y) :/0 (J2 (8P, (8) = | (B) P22 (1)) (t)dt — 0
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as n — o0.
We conclude that A(z,) — A(z) in WhP(T)*, i.e. A is demicontinuous.
Because A is monotone and demicontinuous, A is maximal monotone. ([l

Let Ay : Dy C LP(T) — L%UT) be defined by A;(z) = A(x) for all €
Dy = {ye Whr(T) | A(y) € LT)}.

Proposition 2. A, : Dy C LP(T) — L%(T) is mazimal monotone.

Proof. Let J : LP(T) — L4(T) be defined by J(z)(-) = |x(-)[P~2x(-). To establish
the result of the proposition, it suffices to show that R(A; + J) = LY(T'). Indeed,
let this surjectivity condition be true and let v € Dy, v* € L(T) be such that

(4) (Ai(z) ="z = v)py 2 0
for all x € D;. Since we have assumed that R(A; + J) = L9(T), we can find
xo € D1 such that
Ay (o) + J(x0) =0 + J(v)
Using this in (4) above, we obtain

(J(w) = T(@0), v — 20)pq > 0.

But J(-) is strictly monotone. Hence it follows that zo = v and so A1 (zg) = v*.
This proves the maximality of A;(-). To show the previous range condition, we
proceed as follows. Let J=io Jywe(ry where i is the embedding operator and
Jwis(ry is the restriction of J on WHP(T). Then J : W'"2(T) — Whe(T)*
is continuous, monotone, D(.J) = WP(T), hence maximal monotone (see Hu-
Papageorgiou [11], Corollary II1.1.35, p. 309). So from this fact together with
Proposition 1 and Theorem I11.3.3, p. 334 of Hu-Papageorgiou [11], we have that
A+ J: Whp(T) — WHP(T)* is maximal monotone. Moreover, we have

(A(@) + J (@), 2) = (@), 2) + (J(@), 2)pg = ||l + 2llf = llF .

Thus A+.J (+) is coercive. But a maximal monotone coercive operator is surjective
(see, for example, Corollary II1.2.19, p. 332 of Hu-Papageorgiou [11]). Hence
R(A + J) = WHP(T)*. Therefore given g € LI(T) we can find z € W'?(T) such
that A(z) + J(z) = g. So A(z) = g — J(z) € LY(T) and then A(z) = A, ().
Hence A;(z) + J(x) = g. Because g € L%(T) was arbitrary, we conclude that
R(A; +J) = LY(T). O

In the next proposition we describe the range of A; by means of a boundary

value problem.

Proposition 3. If g € R(A1) then, for every x € Dy such that Ai(x) = g, we
have

(5) { —(l& (P2 (1) = g(t)  ae. onT }

/

z(0) =z (b) =0
and x € CY(T) with |2'(-)|P~2z'(-) € WH(T).
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Proof. For every ¢ € C§°((0,b)) we have

(Al(x)a‘#’)pq = (9790)1711
that is

b b
) |1 @p @ = [ gwe
0 0
So from the definition of the distributional derivative we infer that
—(|z' P 22) =g and |z P2 € WhY(T).

Recall that W14(T) is embedded continuously in C(T). So |z (-)[?~2z'(-) € C(T).
Let h: R — R be defined by h(r) = |r|P~2r. This is continuous, strictly monotone
and so A~! : R — R is well-defined and it is easily seen to be continuous. Hence
R=Y(|2' () |P~22" () = 2 (-) € C(T). Using Green’s formula (integration by parts),
for every y € WHP(T'), we have

’

(7) / a(t)y(t)dt = - / (I (0)P=2 (1) () dt

/O & (%2 () (8) dt —|a ()P B)y(b) + | ()" (0)y(0).

So, by equality (6), we have

8) 2" (b)[P~22 (b)y(b) = |2 (0)[P~22 (0)y(0).

Let y € WHP(T') be such that y(0) = y(b) = 1 (for example take y(t) = 1 for all
t € T). We have

2" (b)[P~22 (b) = |2 (0)]P~22(0).
Hence
h= (2 (D) P22 (b)) = ™ (| (0)|P~22(0))

and so z (b) = 2'(0). Using this in (8) and because y € W'P(T) is arbitrary, we
conclude that z' (b) = ' (0) = 0. O

Our application of the upper and lower solutions method will proceed via
truncation and penalization techniques. So we introduce the truncation map

7: WHP(T) — WHP(T) be defined by

p(t) if o(t) < z(t)
T(@)(t) = {=(t) i () <x(t) < o(t)
P@) it () <P(t)
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It is clear that 7(-) is continuous.
We observe that 7(z) € LP(T) being

o(t) if o(t)

| < (1)
T(z) (t) = w'/(t) it 4(t) < a(t) < o(t)
P(t) it a(t) < o).
The penalty function v : T' X R — R is defined by
(=)=t i o)

<z
u(t,z) =<0 it Pt) <z <pt)
(@) -2t i e < ().
It is clear that u(-,-) is a Carathéodory function such that

lu(t,z)| < ai(t) +ci|z|P~t ae on T

and
b
/ u(t, z(t))x(t) dt > ||5UH;I; — CQHJ]”g_l for all = € LP(T)
0

with a1 € LY(T) and ¢, c2 > 0. Using 7(-) and u(-, ), we introduce the following
auxiliary problem:

—(l" @®)|P22' (1)) = ft, 7(2)(t), 7(x) (t)) — @ u(t,z(t)) ae onT
©) {x/(O):x/(b)zo 2§p<oo}
where a > 0. In what follows let K = [¢,¢] = {z € CYT) | ¥(t) < z(t) <
o(t) for all t € T'}.

Proposition 4. If hypotheses Hy and H(f) hold, then problem (1) has a solution
x in K = [, ]

Proof. First we establish the existence of solutions for problem (9) and then we
show that every such solution belongs in K. Hence from the definition of the
truncation map 7(-) and the penalty function wu(-,-), we can conclude that these
are also solutions of problem (1). From the proof of Proposition 2 we know that
G=A+J: Dy C LP(T) — LYT) is surjective and strictly monotone. So
G~ : LYT) — D is well defined.

Claim 1: G™! is strongly continuous from L%(T) to WHP(T) (see Zeidler [17],
p-597; remark that strong continuity implies compactness and strong continuity is
also referred to as complete continuity).

We need to show that if y,, = y in Lq(T) then G~ 1(y,) — G~ 1(y) in WLP(T).
Let 2, = G~ 1(y,), n € Nand 2 = G~ !(y). We have
Ai(xn) + J(xn) = yn -
and so
(Al (‘rn)a l‘n)pq + (J(.’L‘n), xn)pq = (yna -Tn)pq
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By definition of A; and J, we obtain
2l + lznlly < Millznll,
where ||yn|lq < M; for all n € N. Then we conclude that
[zl < Mo

for some My > 0 and all n € N. Thus, by passing to a subsequence if necessary, we
may assume z,, — & in WHP(T) and x,, — & in LP(T') (since WP(T') is embedded
compactly in LP(T)). So we have
(Ar(zn) + J(@n), &n — &)pg = (Yn, Tn — &)pg — 0

as n — oo. Since J(zp) — J(&) in LIY(T), being J : LP(T) — L(T') continuous,
we have

limsup(A1(xn), Tn — &)pg = limsup(A(z,), z, — &) =0.
But from Proposition 1 we know that A(-) is maximal monotone and D(A4) =
WLP(T), hence A(:) is pseudomonotone. So we have

<A(ajn), xn) - <A(§3)7 j>
and so
Znllp = 12 [Ip -

Since we also have that z,, — & in LP(T) and the space LP(T) has the Kadec-
Klee property (being uniformly convex), we have that :17;1 — 2 in LP(T) and then
xp — & in WHP(T). So we have

Azy) + J(2n) = A(Z) + J(2) in WHP(T)*

asn — oo. Hence A(2)+J(Z) = y and then A (Z)+J(&) = y. Because (A1 +J)(")
is strictly monotone, we infer that £ = x. Therefore we conclude that z,, — x in
WLP(T), which proves the claim.

Next let H, : WYP(T) — L%(T) be defined by
Ho(2)() = [, (@) (), 7(2) () = @ ul,2() + T (@) ().

By virtue of hypotheses H(f), the properties of 7(-) and u(:,-), we infer that H,
is bounded and continuous.

Now using Proposition 3, we see that the solvability of problem (9) is equivalent
to solving the fixed point problem

(10) r=G 'Hy(x).

Since G~! H,, is compact, to solve problem (10), we shall use the Leray-Schauder
principle. This require to show that the set

S, = {x e WYP(T) | 2 = A\G™ ' H,(z) for some 0 < X < 1}

is bounded.

Claim 2: S, € W12(T) is bounded for some o > 0.
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Ifz e Sa, we have

for some A €]0,1[ and so

By deﬁnition of G and H,, we obtain

/‘ pr ) /‘— (T:c(t)dt

/ftr (@) (8)z(t) dt

o [ uta@peya s [ or-mna

Using hypotheses H (f)(iii), the properties of 7(-) and u(-,-) and Young’s inequal-
ity, we have

(1[5 + ll2[I7)

Ap—1
~ — ! p— p—
< llallgllzlly + éllall, + &l I3~ lall, — allel +a callall™ +
~ C ’ Eﬁp _
< (lal+&)lelly + Gl + (- =t 1)l + a ezl

- c ceP _
< (lally + el + -l + (T ot 1)l + o colally”

where ¢, ¢, co, € > 0. So we obtain

1 c - ceP _
(1) (551 = oo Il < lallg + Dl + (% = o+ 1) 2l + a callof”

Now, choosing € > 0 such that

1 c
T g
and a > 0 such that
ceP
a>—+1,
b
we can conclude, by using the inequality (11), that S, is bounded in W?(T) and
this proves Claim 2.

Claims 1 and 2 allow us to apply the Leray-Schauder principle and obtain
x € Dy such that © = G~ H,(z). Then G(z) = H,(z) and so A;(z) = Ha(z) €
LY(T), where Hy (z)(-) = f(-,7(z)(-), 7(z) (-)) = u(-, z(-)). So by virtue of Propo-
sition 3, we have that z is a solution of the auxiliary problem (9), with « > % +1,

where ¢ > 0 and € > 0 are such that )\p - — > 0.

qe"
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Next we show that x € K = [¢, ¢|. Fixed « as above, we have
Ay (x) = Ho(x).
and so
@41(x)v(¢"'$)+)pq::(l{a(z)a(ﬁ"'z)+)pq-
By definition of A; and I:Ia, we obtain

b

(12) | o' (£)P22 () () — ) ) () dt
b b

= | fT@)E), (@) (1)) — )T () dt — a/ u(t, z(t)) (¥ — )" (t)dt.

0 0
Also since ¥(+) is a lower solution, by definition we have

b
(13) / 5 20 O - 0 O dt < [ 0.9 @0 - o 0.

From (12) and (13), we obtain

/ (|2 (@O ~22" (1) — [ (P29 (6) (% — ) (£)dt
{w2a}

b
(14) > [t r) . @) 0) = £ 0.0 O =) 0 d
b
—a [ uttal) -0 @ dr.

Note that
1) [ OO - O )@ - o) d <0

{yp>ax}
and

b
/0 (F(t, (@) (1), 7(@) (1)) = £, (), (£) (% — 2) T (¢) dt
(16) = [ . @) - S v () - o) Od =0,
{y>z}
Using (15) and (16) in (14) we obtain
b
- a/o u(t,z(t)) (¢ — )t (t)dt <0.
By definition of the penalty function, we have

b
[ @=ar e -o @i <o
0
and so
(¥ —2)*|p <0.
Then since ) — x € C(T), we have ¥(t) < x(t) for all t € T
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In a similar fashion we show that © < ¢. So z € K = [, ¢]. Therefore z is a
solution of problem (1) in K. O

Next we establish the existence of extremal solutions in the order interval K =
[, ¢]

Theorem 1. If hypotheses Hy and H(f) hold then problem (1) has extremal so-
lutions in K.

Proof. Let S be the set of solutions of problem (1) in the order interval K = [4, ¢].
We show that (5, <) is directed, i.e. for all z1,z2 € S there exists x3 € S such that
r1 < x3 and xo < x3. For this purpose, fixed x1,x2 € S, we consider the function
y=x1V T2.

For each € > 0, let £ € Lip(R) be defined by

0 if t<0
E(t)=q% if 0<t<e
1 if e<t.

Note that & — x>0y as € | 0. Let 6 € C5°((0,0)), € > 0 and set
0] =1 —&(xa—21))0 and 65 =¢E (v —x1)0.
Evidently 605, 65 > 0 and, from the chain rule for Sobolev functions, we have

(05) =0 — € (x2 —a1)(x2 — 1) 0 — Ec(22 — 21)0

and

/

(05) = &(wa — m1) (w2 — 71) 0 + Ec(wa — 21)0 .
Since by hypothesis 21,25 € § we have
(Ai(21),65)pq = (f(21),65)pg
and
(A1 (22),05)pq = (f(22),05)pq
with f(y(-)) = F(-,y(-),y () for all y € WLP(T). We have
(A1(21),01)pqg + (A1(22),03)pq

’

b
= / (Jza (0P 22y (t) — |2y ()P~ 22y ()& (w2 — 21) () (22 — 21) (£)O(t) dt

/

b !’ !’ ’ !’
4 / (&) P22 (t) — |2, ()P, (0)Ec (22 — 1) (2)6 () dit
Ob / / ,
4 / (I, (&) P22 (1)6 (2) d.

Note that f;(l‘g —21)0 > 0 and
(g (8) [P~ 225 (8) — |2y ()P 22y () (22 — 21) (£) > 0.
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Hence

(A1(21),07)pg + (A1(22),05)pq

ZAU%®W%N%MNW%MmMm—mWW®ﬁ

’

b
+ [ eior2a w0 o de.
0
Passing to the limit as € | 0, we obtain

lim inf[(A; (1), 05)pg + (A1 (22),605)pg]

> [ B OF O ey (00 )
/wl ()X oazary (D6 (1)
- Jﬁ W (P2 (06 (£) dt = (A1 (1), O)pg

Also we have
(f(21),00)pq + (f(22),05)pg — (f(¥),0)pq
as € | 0. Thus finally in the limit as ¢ | 0, we obtain

(A1(y),0)pq < (f(y), 0)pq »
for all € C§°((0,b)),0 > 0. Then

/w P2y ﬁ</f,y ()6(t) dt

and so, by Green’s identity, since 3 (0) =y (b) = 0, we have

b , , , b ,
/0—(|y P2y (1) 9(t)dt§/0 fty(t),y (1))6(t) dt .

Then, since § € C5°((0,b)), 6 > 0 is arbitrary, we infer that the function y = 1 Vs
satisfies the following properties

—(ly OFP~2' @) < f(t,yt),y' (t)) ae onT
(" { y'(b) =0=1y(0) }

and y is a continuous function such that |y (-)|?~2y'(-) € WY4(T). Therefore
(we observe that in order to prove the existence of a function 3 is not necessary
y € CYT)), as in the proof of Proposition 4, we can find z3 € S such that
y < x5 < . Hence (S, <) is directed.

Next let C' be a chain of S. Let x = supC. Using Corollary 7, p.336 of
Dunford-Schwartz [5], we can find {2, }neny € C non decreasing such that z,, — x
in LP(T'). We have

A(ajn) = Jg(ajn)
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and so

(A(In); zn)pq = (f(zn); zn)pq :
Using hypothesis H(f)(iii), we obtain

’ / —
I < Mllallg + ellz,l;™)

where M > 0. Then {z,}nen € WHP(T) is bounded. So we may assume that
T, % x in WHP(T). Also we have

Hm(A(2n), Tn)pg = i (f(zn), Zn)pg =0

and so, being A pseudomonotone, we can say

[l — [l [|, -
Hence, by the Kadec-Klee property, z, — z in W1P(T). So in the limit as n — oo,
we have A(x) = f(z) a.e. on T and so, by Proposition 3,

(18) { —(l P22 (1) = f(t,x(t), 2" (1)) ae onT }
z(0)=x(b)=0
ie.xzeld.

Apply Zorn’s lemma to obtain a maximal element z* of (S, <). Since (S, <)
is directed, z* is unique and it is the maximal solution of problem (1) in K. On
the other hand, S is directed with respect to >, i.e. for all x1,x2 € S there exists
x3 € S such that x; > x5 and x5 > x3 (see Peressini [15], p.3). Similarly we
prove the existence of a maximal element x, of (S,>). Therefore x, is the unique
minimal solution of problem (1) in K. O
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