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ON THE CONVERGENCE ALMOST EVERYWHERE OF
DOUBLE SERIES WITH RESPECT TO DIAGONAL
BLOCK-ORTHONORMAL SYSTEMS

GIVI NADIBAIDZE

ABSTRACT. The diagonal double block-orthonormal system is introduced.
The two-dimensional generalization of Menshov-Rademacher’s and V.F.
Gaposhkin’s theorems on the almost everywhere convergence of series with
respect to block-orthonormal systems is proved.

Block-orthonormal systems were introduced by Gaposhkin [2]. He proved,
that the Menshov-Rademacher’s theorem [1] and the strong law of large num-
bers are valid for such systems in certain conditions. In [3] were obtained
some results on convergence and summability of series with respect to block-
orthonormal systems. In particular, Menshov-Rademacher’s and Gaposhkin’s
theorems were generalized and the exact Weyl multipliers for the conver-
gence and summability almost everywhere of series with respect to block-
orthogonal systems were established in the cases, when Menshov-Rademacher’s
and Gaposhkin’s theorems are not true.

The two-dimensional analog of Menshov-Rademacher’s theorem was ob-
tained in [4]. In [5] was considered the almost everywhere convergence of
multiple orthogonal series.

In the present paper it will be introduced a diagonal block-orthonormal
systems and it will be considered the almost everywhere convergence of double
series with respect to diagonal block-orthonormal systems.

Definition 1. Let { M} and{ N} be the increasing sequences of natural num-
bers and Ay = ([1, Myy1] X [1, N D\ ([1, Mi] x [1, Ni]), (k> 1). Let {©mn}
be a system of functions from L2((0,1)?). The system {@,.,+ will be called a
diagonal Ay-orthonormal system (A,-ONS) if:

L |@mnlls =1, m=1,2,....,n=1,2,...;
2. (Wijﬂ%q) = 07 fOI' <Z7j> ) (p7 q) € Ak7 (Zaj) 7£ (p7 Q)v (k 2 1)
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Let the sequences { M}, {Ni} be fixed and {¢;.,} be a diagonal A,-ONS.
Let the double series

m,n=1
Is given, where 3 _, a?, < oo.

Under the convergence of the series (1) it is understood the convergence in
Pringscame’s sense, that is the existence of the limit

M N
8 i3S )

m=1 n=1

as M and N independently approaches infinity.

Definition 2. Let {w(m,n)} be a sequence of positive numbers, for which
w(m,n) <w(m,n+1)and w(m,n) <w(m+1,n) (mn=12,...). The se-
quence {w (m,n)} will be called the Weyl multiplier for the convergence almost
everywhere (a. e.) of series (1) with respect to diagonal Ag-ONS {¢y,,, } if the

convergence of the series Zm L a2,w(m,n) < oo guarantees the existence of

the limit (2) a. e. on (0,1)".
In this paper, the logarithms are to the base 2.

Theorem. Let the sequences { My}, { Ny} be fized and {w1(m)}, {wa(n)} be the
nondecreasing sequences of positive numbers. In order that a double sequence
{wi(m)ws(n)} be the Weyl multiplier for the convergence a. e. of series (1)
with respect to all diagonal Ag-ONS {@mn}, it is necessary and sufficient that
the following two conditions be fulfilled:

[e.e]

1
¥ p,qz—l w1 (Mp)w2(Ng) =
(4) log®m = O(w;(m)), i=1,2, (m — o).

Below we shall use the following lemma, which is the two-dimensional analog
of well-known lemma: (see [1, Lemma 2.3.1], [4, lemma 1]).

Lemma 1. Let {@mn} be a orthonormal system from L*((0,1)). Then for all
numbers {amn to<p<nro<nen 0 fulfilled:

max
0<m<M

0<n<N

n

Qi Pij (% 3/) dzr dy

1:0] 0

M N
< clog?(M + 2)log?(N + 2) ZZG?J

i=0 j=0
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1 1 m N N
max E a; T E a;
/0 /0 0<m<M #0i(%Y) v

1=0 ]:0 =0
1 1
max
0 0<n<N

For (5), (6) and (7) we have generalizations of Kantorovich ([1, p. 89)]):

Z Z az](pz] x y

1=0 j

2
drdy < clog®(M + 2)

M:

N
Il

o
<.

2

3

M N
dz dy < clog®(N + 2) ZZ@%.

=0 7=0

Clij%j(x, Z/)

M:

=0 5=0

1
®) / ) o, dvdy

0<n<N

M N
< CZ Za?j log?(i + 2)log®(j + 2),

i=0 j=0

2

dxdy < cZZawlog (14 2),

=0 j=0

m

N
Z aij i (€, y)

=0 j7=0

11
9) / max
o Jo 0<m<M

(10) / /
0<n<N

Proof of Theorem. Sufficiency. Let for sequence {w;(m)ws(n)} the conditions
(3), (4) are fulfilled and let for sequence {a,,} have:

2

drdy < cZZaU log?(i + 2).

i=0 7=0

3

aijij(T,y)
i= ] =0

Z a2, w1 (m)wy(n) < oo.

m,n=1

Let {¢mn} be arbitrary diagonal A,-ONS. In first we shall prove that the
limit

(11) lim Sy, ~,(7,y) Zp anmngamn (x,y)

P,q—00
m=1n=1

exists almost everywhere on (0, 1)2.
Without loss of generality it can be assumed that My = Ny = 0 and w;(0) =
wz(0) = 1. Then
‘SMP-FSqu-H" (x’ y) - SMIHNQ (x’ y) ‘

Mp+s  Ngr Mp  Ngir

= Z Z amngomn(:(:, y) + Z Z amngpmn(xv y)

m=Mp+1 n=1 m=1n=Ng+1
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00 00 Mt Njt1
< ZZ Z D (@, y)
i=p j=0 =M;+1n=N;+1

7,+1 j+l

ZZ S0 (@ )| = Tw,y) + Iy, y).

Jj=q \m=M;+1n=N;+1
We shall prove that the double series

00 Miqq Njt1

(12) Z Z Z o Pron (T, Y)

1,j=0 |[m=M;+1 n=N;+1

converges a. e. on (0,1)%. Indeed, we have

z+1 Njt1

1,j=0 mM+1n N;+1

H»l ]+1

i) // > tmnmn(n,y)| drdy

m=M;+1n=N;+1

IN

1

i JZ <c (Z afmwl(m)wQ(n)) < 00

0 \m=M;+1n=N;+1 i,j=1

N|—=

.

I
.Mg

5]

Hence Levi’s theorem implies, that series (12) converges a. e. on (0,1). Then
almost everywhere on (0,1)* we have

lim L,(z,y) =0 and lim J,(z,y) = 0.
pP—00 q—00
Therefore the limit (11) exists almost everywhere on (0,1)%.
Let k, [ be the natural numbers, for which
M, <k <My, Ng<l<Ng.
We have

w103 [Ski(@y) = S, (2.9)
Ng<I<Ngt1

< max E E a x + max E E a x
= NN, mn@mn( 7?/) My<h<M41 mn@mn( >y)
m=1n=Ng+1 m=Mp+1 n=1

SV 1D DI DICE)
p<ksMp
Ng<I<Ngy1 |m=Mp+ln=Ng+1
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M1 Io
< E sup > > " i Prn ()
Nq<l1<l2<oo m=M;+1 n=l,+1
ko J+1

—1-2 sup Z Z Ui Prmn (T, Y)

Mp<k1<k2<oo m=k1+1n=N;+1

k

+ |, max . E § AmnPmn (T, Y)
P = P
Ny<I<Ngi1 m=Mp+1n=Ng+1

= Z Oé;-](.fC, y) + Z ﬂjp(xa y) + 527#1(3:7 3/)
i=0 j=0
It’s clear, that the sequences

Za z,y) and By(x,y) = Zﬂpxy

are increasing sequences. Show that a. e. on (0, 1)2
lim o,(z,y) =0 and lim S,(x,y) = 0.
q—00 p—00

Indeed, using lemma we have:

Z// xydxdy<z<// dxdy)é

'L+1
//N sup | Y Z AP (T, Y)
q

<l1<l2<oo m=M;+1 n=Ng+1

’L+1

- ¥ Z G () [Pz dy) 2

m=M;+1 n=Ng+1

gci /1/lsup Zﬂ Z U Pmn (7, y)| d dy
i=0 \”0

0 No<l| —M;+1n=Ng+1

N

2 3

Sci / / ZH f Qo Prmn (T, Y) dz dy

]qu—i—ln N;+1

Jun

1 1 = z+1
/0 /{) ZNjglng)\f{jH Z Z amngpmn X y) dxdy
J=q

=M;+1n=N;+1
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z+l ]+1

<3 Z// S (g dedy

=0 m=M;+1n=N;+1

> 1 1 1+1
* ;/0 /0 Njgllgj}\fcj+1 Z Z amn@mn X y) dx dy

=M;+1n=N;+1

1

oo 7,+1 ]+1 7,+1

HI)ADID I

1=q m= M;rln Nj+1
oo 0o My Njt1
(23X Y w)atnam

i=0 i=¢ \ m=M;+1n=N;+1

7,+1 _]+1

XY Y Yo

=0 i1=q m=M;+1 n= N+1

<c Z Z o wi(m)ws(n) |

m=1n=Ngz+1
1l
lim/ / ay(z,y)drdy = 0.
q—o0 0 0

Then by Fatou’s theorem

2 log?(n 4 2)w: (M)

(ST

hence

(13) lim oy (x,y) = 0 a. e. on (0,1)°.

q— o0

Similarly we obtain

(14) lim B,(z,y) =0 a. e. on (0,1)°.
p—00
Now we prove that
(15) lim 0,4(z,y) =0 a. e on (0,1)°.
pP,q—00

Indeed, using inequality (8) we get

ZZ// a:ydxdy

p=0 ¢=0
o oo Mpy Ng+1
<ed Y. 2.

p=0 q=0 m=M,+1n=Ny+1

ST

D=

Njt1

H Y Yo

t=q m=M;+1 n= N+1

log

a2, log*(m + 2)log®(n + 2)

N

(n+2)

N
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o0

<c Z a2, wi(m)wsy(n) < oo,

m,n=1

hence 3 7 67 (z,y) < oo almost everywhere on (0, 1)>. Then we obtain

(15). Therefore taking into account (13), (14) and (15) we get
Mp<k§MpIﬂfl}1§/q<l§Nq+1 | Ski(@,y) = Sar,n, (2, y)| =0

almost everywhere on (0,1)°. Finally taking into account (11) we finished

proof of sufficiency.
Necessity. a) Let

= 1

=00.
MZ:1 w1 (Mj)wa(Ng)
Without loss of generality it can be assumed that

[e.9]

1
Z Wl(Mp) -

p=1

Then there exist numbers ¢, > 0 such that

chl <ooanchp

pg=1
Take ay, N, = ¢, (P =1,2,...), Gppn = 0, ((m, n) # (M,,N1), me N, n €
N, p € N). Let ¢p,n(z,y) =1, (p = 1,2,...), (x,y) € (0,1)* and choose
as other functions an arbitrary ONS orthogonal to 1. The system {@,}is
diagonal Ax-ONS | for which

Z i P (T, Y) Zcp € (0,1)%

m,n=1
Though
Z a2 wi(m)wy(n) = Zcﬁ w1 (M,)w2(Ny) < o0
m,n=1 p=1

b) Let condition (4) is not fulfilled. Without loss of generality it can be
assumed that the condition log?m = O(wi(m)), (m — o00) is not fulfilled.
Then there exist (see [3, Theorem 1.]), numbers b, and (M, M,1]-ONS {¢;, }
such that

(16) St en(m) < oo,

though

(17) Z b om ()
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diverges a. e. on (0, 1).

Take a1 = by, (M =1,2,...), @pmn =0, (m € Nyn > 2). Let {¢,,} be an
ONS from L%*(0,1) such that ¢4 (y) = 1, y € (0,1). The system @,,,(z,y) =
om (), (y) is a diagonal Ag-orthonormal system. Then taking into account

(16), (17) we have

i aZ, wi(m)wy(n) = ws(1 Z b2 wi(m )

m,n=1

though the series

Z amn@mn X, y me(ﬂm

m,n=1
diverges a. e. on (0,1)°. O

Corollary. If we take wi(m) = wy(m) = log® m then we obtain the following
theorem:

a) If
(18) > ! < oo
pa=1 IOgQ(Mp) logQ(Nq) 7
then for every diagonal Ag-ONS {omn} the condition
Z a2, log® mlog®n < oo
m,n=1

guarantees the convergence a. e. on (0,1)*of the series (1).
b) If however

o0

> ey,
paml log® M, log* N, ’

then there exist numbers by, and diagonal Ag-ONS {Wyn} such that the
series

> bntmn(z,y)

m,n=1

diverges a. e. on (0,1)° though

Z b2 logmlog®n < oo.
m,n=1
Remark 1. For example if we take M, = [2”&} , Ng= [2‘7(1 , > %, then the
condition (18) is fulfilled. Therefore the two-dimensional analog of Menshov-
Rademacher’s Theorem (see [4], theorem 1) is fulfilled for any Ag-ONS {@yn}-
If M, = [2°"], N, = [29°], 0 < a < 1, then {log’?mlog®n} will be the
Weyl multiplier for the convergence a. e. not for each Ax-ONS. From proved
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Theorem it follows that in that case {logé“ mlogé% n} (e > 0) is the Weyl
multiplier.
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