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1. INTRODUCTION
Let H be the class of analytic functions in U := {z : |z| < 1} and H][a,n| be the
subclass of H consisting of functions of the form
f(z)=a+ayz" + 12"+
Let A be the subclass of H consisting of functions of the form
f(z)=z+az* +.... (1)

Let p,h € H and let ¢(r,s,t;2) : C3 x U — C. If p and ¢(p(2), 2p(2), 2%p"(2); 2)
are univalent and if p satisfies the second order superordination

h(z) < o(p(2), 20/ (2), 2°p" (2); 2), (2)

then p is a solution of the differential superordination (2). (If f is subordinate to
F, then F is superordinate to f.) An analytic function ¢ is called a subordinant
if ¢ < p for all p satisfying (2). A univalent subordinant ¢ that satisfies ¢ < ¢ for
all subordinants ¢ of (2) is said to be the best subordinant. Recently Miller and
Mocanu[11] obtained conditions on h, ¢ and ¢ for which the following implication
holds:

h(z) < d(p(2), 20’ (2), 2°p"(2); 2) = q(2) < p(2).
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For two functions f(2) = z+Y pey anz" and g(z) = 24> 729 by 2", the Hadamard
product (or convolution) of f and g is defined by

(fx9)(z —Z+Zannz 2 (g* f)(2). (3)

For aj € C (j = 1,2,...,1) and B; € C\{0,-1,-2,...} (j = 1,2,...m), the
generalized hypergeometric function (Fy,(oa,..., 001, ..., Bm; z) is defined by the
infinite series

= (a1)n - ()n 2
F, y o O P, - Pm = -
1Fm (a1 ag; B Bm; 2) n§:0 B _

((<m+1;l,me Ny:={0,1,2,...}),
where (a)y, is the Pochhammer symbol defined by

_TI'la+n) | 1, (n=0);
(@)n T " Ta ) ala+D)@+2)...(a+n—1), (neN:={1,2,3...}).

Corresponding to the function
hat,...,a;B1, ...y Bm;2) =2z 1Fp(ar,...,a; 01, -, Bm; 2),
the Dziok-Srivastava operator [6] (see also [7, 21]) H., (a1, ..., a5;81, ..., Bm) is de-
fined by the Hadamard product
Hi(on, oy B, Bm) f(2) = h(al, s By By 2) % f(2)

B (@1)n-1---(Q)n—1 anz
- ”Z (Bi)nt - Bon)ms (n— 1)1

n

(4)
For brevity, we write
Hiplaalf(2) = Hpy (1, ai 81, B f(2)-
It is easy to verify from (4) that
2(Hpln] f(2)) = arHpon + 1] f(2) = (a1 = DH, ] f(2)- (5)

The linear operator H!,[a1] was earlier defined by Dziok-Srivastava [7], which
contains such well-known operators as the Hohlov linear operator, Saitohs general-
ized linear operator, the Carlson- Shaffer linear operator, the Ruscheweyh derivative
operator as well as its generalized version, the Bernardi- Libera -Livingston operator
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and the Srivastava - Owa fractional derivative operator. One may refer the papers
[6] and [7] for further details and references of these operators.

Using the results of Miller and Mocanu[11], Bulboaca [5] considered certain
classes of first order differential superordinations as well as superordination-preserving
integral operators (see [4]). Recently many authors [1], [8], [12] to [15] and [17] to
[20] have used the results of Bulboaca [5] and obtained certain sufficient conditions
applying first order differential subordinations and superordinations.

For our present investigation, we shall need the following definition and lemmas.

Definition 1.1. [11, p.817, Definition 2] Denote by Q, the set of all functions f
that are analytic and injective on U — E(f), where

E(f) ={C €U : lim f(z) = oo}
and are such that () # 0 for ¢ € U — E(f).

Lemma 1.1. [10, p.132, Theorem 3.4h] Let q be univalent in the unit disk U and
0 and ¢ be analytic in a domain D containing q(U) with ¢(w) # 0 when w € q(U).
Set

Q(z) = 2q'(2)0(q(2)) and  h(z) == 0(q(2)) + Q(2).
Suppose that

1. Q(z) is starlike univalent in U and

2. Re{Zh,(z)} >0 forzeU.

Q(z)
If p is analytic with p(0) = ¢(0), p(U) C D and
0(p(2)) + 20/ (2)(p(2)) < 0(q(2)) + 2¢'(2)(a(2)), (6)
then
p(2) < q(2)

and q is the best dominant.

Lemma 1.2. [5, p.289, Corollary 3.2] Let q be convex univalent in the unit disk U
and ¥ and ¢ be analytic in a domain D containing q(U). Suppose that

1. Re{V¥'(q(2))/¢(q(2))} >0 for z €U and

2. P(2) = 2¢'(2)¢(q(2)) is starlike univalent in U.
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If p(z) € H[q(0),1] N Q, with p(U) C D, and ¥(p(z)) + zp'(2)p(p(2)) is univalent in
U and
9(q(2)) + 24 (2)p(q(2)) < I(p(2)) + 20 (2)e(p(2)), (7)

then q(z) < p(z) and q is the best subordinant.
2. SUBORDINATION RESULTS

Using Lemma 1.1, we first prove the following theorem.
Theorem 2.1. Let ®, W € A, v, €C (i =1,...,4)(y4 #0), p,, 8 € C such that
u#0 and a+ B # 0, and q be conver univalent with q(0) = 1, and assume that

W0 202 0, 24(2) zq"(2) s

If f € A satisfies

, zq' (z
AC(F,@,0) = A(F, @,9, 11,72, 73, 74) < Y1 +1202(2) +73¢(2) + 1 ;I(i))’ 9)

where

AO(f; @, W)

[0 l [0 * z l [0 * z 2”
71+72( o ()6 o =0 ))
aHL [« *D)(z LT 1(F0)(2) \ *
a(aa+1)[Hh, [ +2] (f+0) ()~ Hly [oa +1](£50) (2)]+Bas [y [ +1] () (2) =My [on | (f50) (2)]
Tap ( ol o +1](f58) (2)+ BHL, [aa] (1+) (2) ) )

then

oMl oy + 1)(f * ®)(2) + BHL [on](f * )(2) "
( (@t 5)2 ) < q(2)

and q is the best dominant.

Proof. Define the function p by

_ (eHilor +1)(f * @)(2) + BHp ] (f = )(2) )"
p(z) = ( CETE ) (zel). (11)
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Then the function p is analytic in ¢/ and p(0) = 1. Therefore, by making use of (11)
and (5), we obtain

)+ 2apl) + 2L

(e} l [0 * z l (03 * z 2“ (0% l (03 * z L (07 * z M

BE! +'m( HE foa +1)(f ¢(>C<¥+>/6+)5Hm[ (0 >) +73( HL [ar +1)(f @()éﬁ;)gm[ (0)(2) "
n (a(a1+1)[len[aﬁ?](f*@)(Z)*an[a1+1](f*<1>)(2)]+ﬂa1[Hin[alJrll(f*\If)(Z)*Hin[all(f*‘l’)(Z)])
Ak oHL, (a1 +1](F+®) (2)+BH, [on] (F*¥) (=) :

By using (12) in (9), we have

"+ 720°(2) + 13p(2) + 1 Zﬁég) <M+ 7267 (2) + 739(2) + 1 Z;IES) - (13)

By setting

O(w) ==~ + ’waQ(z) +vw and ¢(w):= %7

it can be easily observed that 8(w), ¢(w) are analytic in C \ {0} and ¢(w) # 0. Also
we see that

Q(2) = 2q'(2)(q(2)) = 1

and

h(z) = 0(a(2)) + Q(2) = 71 + 72¢°(2) +73a(2) + 4 Z;J;S) .

It is clear that Q(z) is starlike univalent in &/ and
2l (2) V3 299 o 2q'(2) 2q"(2)
Re{ }—Re{qz + —q°(z) — + 1+ }>0.
Q) WIS T T T

By the hypothesis of Theorem 2.1, the result now follows by an application of Lemma
1.1.

. e z H . .
Taking p(z) := (OéHin [oq+1](f*<1>()(:)i)ﬁH£n[oc1](f*\I/)(z)) , we obtain the following the-

orem.
Theorem 2.2. Let &, 0 € A, v, €C (i =1,...,4)(y4 # 0), p,a, 8 € C such that
w#0 and a+ B #0, and q be convex univalent with q(0) =1, and assume that

B e G, ) ]
Re{Bg(e) + () - LD 1 N S0 cew). (1
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If f € A satisfies

2q'(2)

q(2)

\4
Ag’h)l(f; (by \I’) = Al(f) (pv ‘11) 71)727/-}/3)74) =M + 72q2(2) + ng(z) + 4

where
4
1

AP (1,0, w)

(a+3)2 2p
Mt (aHlm[a1+1}(f*@)(zmﬂin[m](f*@)(z))

— s ( (a+B)z

n
AT ) (16)

_ (a(a1+1) [Hinlon +2](f @) (2) = Hip [o1 + 1] (£+P) (2)]+Bon [Hy, [o1 +1] (f+ V) (2) =, [oa ] (f+ V) (2)] )
YAl o Hp[on +H1](F4®) (2)+BH, [an](f+¥)(2) ’

then
(a+B)z H
(T T FEaE) <4

and q is the best dominant.

By fixing ®(z) = 1% and ¥(z) = % in Theorem 2.1, we obtain the following
corollary.

Corollary 2.1. Let v, € C (i=1,...,4)(v4 #0), p,a, 8 € C such that p # 0 and
a+ (3 #0, and q be conver univalent with q(0) = 1, and (8) holds true. If f € A
satisfies

oML g+ 1]£(2) + BHL [n] £(2) ) oML [on + 1]f(2) + BHL [n] f(2)
”*”( (a+5)z ) +%< (a+0)z )

N (a(al + D[Hiulon +2f(2) = Higlon + 1f ()] + Boa[Hiufon +11£(2) — Hin[almz)])
Yap

oMyl + 1] f(2) + BHL, [ou] f(2)

2q'(z
< () 4 () + S

then

<aan[a1 +1)f(2) + /mﬁn[aﬂf(z))“

(a+B)z < 4(2)

and q is the best dominant.

By takingl =2, m =1, a1 =1, ag =1 and #; = 1 in Theorem 2.1, we state the
following corollary.
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Corollary 2.2. Let &,V € A, v, €C (i =1,...,4)(v4 #0), p,a, 3 € C such that
w#0 and a+ B # 0, and q be conver univalent with q(0) = 1, and (8) holds true.
If f € A satisfies

az(f * ®) (2) + B(f * U)(2) ) * az(f * ®) (2) + B(f * U)(2) )"

'“”2< @+ 0)2 ) ”3( (a+ )z )
az2(f % ®)(2) + Bl2(f * VY (2) — (f * U)(2)]

*'““( az(f «®) (z) + B(f + 0)(2) )

<7 +72p%(2) + 73p(2) + 1 p(i))

then

az(f * B (2) + B(f * T)(2)\*
( (o + )z ) <o

and q is the best dominant.

By fixing ®(2) = ¥(z) = 1%

Corollary 2.3. Letv; € C (i =1,...,4)(74 # 0), p,a, B € C such that pn # 0 and
a+ (0 #0, and q be conver univalent with q(0) = 1, and (8) holds true. If f € A
satisfies

azf'(z) + Bf(2)\* azf'(z) + Bf(2)\"
M+ ( (a+ )z ) M ( (a+0)2 )
@22 f"(2) + B2 f'(2) — f(2)]
T ( azf'(z) + Bf(2) )

20 (2
<7+ 720 (2) + 13p(2) + 74 ﬁ(i)) 7

then

(ALY <o

and q is the best dominant.
By fixing @« =1 and 8 = 0 in Corollary 2.3, we obtain the following corollary.

Corollary 2.4. Letv; € C (i=1,...,4)(74 # 0), u € C such that p # 0 and q be
convex univalent with q(0) = 1, and (8) holds true. If f € A satisfies

1+ 72 (F(2)* + 73 (f'(2))" + 74@2;,/;i§) <71+ 7207 (2) + 9p(2) + 7 ZZS) :

193



N.Magesh, N.B.Gatti and S.Mayilvaganan - Sandwich Results

then
(f'(2)" < a(2)

and q is the best dominant.

By taking ¢(z) = %igi (-1 < B < A<1)in Theorem 2.1, we have the following
corollary.

Corollary 2.5. Let ®, 0 € A, v, €C (i=1,...,4)(y4 #0), p,a, B € C such that
uw#0 and a+ B #0, and q be convex univalent with q(0) = 1. Assume that

1+ A 2 1+ A 1 — AB2?
Re 73<+Z>+W(+Z)+ : > 0.
v4 \1+ Bz v4 \1+ Bz (1+ Az)(1+ Bz)

If fe Aand

_ 14 Az\? 1+ Az (A—B)z
A(“/z)4 PP < >
W20 <m+m (g, BB, T T AD (At B
then i
aHL [on +1](f * ®)(2) + BHE, [oa] (f * ¥)(2) 1+ Az
<
(a+ pB)z 1+ Bz
and iigz s the best dominant.

Remark 1.1. Similarly results could be obtained for Corollaries 2.1 to 2.5 for
Theorem 2.2, so we omitted the details.

3. SUPERORDINATION RESULTS

Now, by applying Lemma 1.2, we prove the following theorem.

Theorem 3.1. Let ®, W € A, v, €C (i =1,...,4)(y4 #0), p,, 8 € C such that
w#0 and o+ 3 #0, and q be convex umvalent wzth q(0) =1, cmd assume that
2
Re {242)+ 22 @)} 20 (17)
V4 V4

« l (e} * zZ l « * 4 H
If f € A, ( Hep o +1](f 4’()0(#3;357'%[ 1 (f*P)( )) € H[q(0),1] N Q. Let A1 (f o, )

be univalent in U and

M +720°(2) + 13q(2) + 1 Z;JES) < AL 0, W), (18)
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where AOVL(f;®, W) is given by (10), then

(win[al +1](f * ®)(2) + BH Jaa] (f * w><z>>“

q(z) < (ot )2

and q is the best subordinant.
Proof.

Define the function p by

_ [ @Hilan +1(f * @)(2) + BHp (] (f = ) (2) )"
p(2) —( PENE ) : (19)

Simple computation from (19), we get,

2p(z
AODI(f;®,W) = 31 +2p*(2) + 130(2) + 7 ]f(i)) ’

then

1+ 7262 (2) + 39(2) + 1 Zsé(;;) <71+ 720" (2) +3p(2) + 1 Z;;S) :

By setting d(w) = v + Yow? + y3w and ¢(w) = 12 it is easily observed that
Y(w) is analytic in C. Also, ¢(w) is analytic in C \ {0} and ¢(w) # 0. Now Theorem
3.1 follows by applying Lemma 1.2.

Theorem 3.2. Let &, 0 € A, v, €C (i =1,...,4)(y4 # 0), p,a, B € C such that
uw#0 and a+ B #0, and q be convex univalent with q(0) = 1, and assume that

292 o
Re {ﬁyq( )+ zq (z)} > 0. (20)

(a+B)z H (7)1
75 € A (Grmmm e tmmrme) € 00,100 Lo AN (7, v)
be univalent in U and

) 4 a2+ < AP, 1)

4
where Agml(f;@,\ll) is given by (16), then

(a+P)z #
a(z) < (aﬂmm +1](f * @) (2) + BHL, [a1](f * m(z))
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and q is the best subordinant.

- — (a+B)z a
For the choice of p(z) = (aHin[al+1](f*<1>)(z)+ﬂHlm[a1](f*\1/)(z)) , the proof of The-

orem 3.2 is line similar to the proof of Theorem 3.1, so we omitted the proof of
Theorem 3.2.

By fixing ®(z) = % and V¥(z) = % in Theorem 3.1, we obtain the following

1-z 1-2
corollary.

Corollary 3.1. Let v, € C (i=1,...,4)(v4 #0), p,, B € C such that p # 0 and
a+ [ #0, and q be convex univalent with q(0) = 1, and (17) holds true. If f € A,

(OéHlm[a1+1]f(2)+ﬂ7'lin[aﬂf(z))“ € H[q(0),1]NQ. Let v+ (OéHlm[a1+1]f(2)+ﬂ7'lﬁn[a1}f(z))2”

z (a+p)z z p (atB)z
oMy, [oa +1]f(2)+BH (o] f(2)
+,}/3 ( 1 (?—‘rﬁ)z 1 l ) l 1
+’74:u’ (O‘(al +1)[Hm [al +2}f(Z())[;[Zi'r[r&[?—iﬁ}](-i()ﬁ};;ziEO[Z{]?([?)I+1]f(z)_Hm [Otﬂf(z)]) be univalent in
U and

) 4 () + DL <
oMl Jor +11f(2) + BHL ] F(2) | oML [on + 1]/(2) + BHL [l f(2)
””2( (a+A)z ) ”3( (a+A)z )
<a<a1 + )M [ + 2 £(2) — HL Jog + 10F(2)] + Baa [HL, [ag + 1]f(2) — Hin[aﬂﬂz)])
oML, far + 1f(2) + FHL, [on] £(2) ’

+yap

then

oMl lar +1)f(2) + BHL [oa] £ (2) "
q(z) < ( (@t A)z )

and q is the best subordinant.

Whenl =2, m=1,a; =1, as =1 and #; = 1 in Theorem 3.1, we derive the
following corollary.

Corollary 3.2. Let ®, ¥V € A, v; €C (i =1,...,4)(7a #0), p,, 8 € C such that

w# 0 and a+5 # 0, and q be conver univalent with ¢(0) = 1, and (17) holds true. If
az(fx®) (2 *U)(2) \ # az(f*®) (2 «0)(2) | 2H
feA, ( (f ¢)(&l;)ﬂz(f w)( )) € H[q(0),1]nQ. Letvl—l—'yg( (f ‘I’)(((ylgi(f )( )) +

az(f+®)' (2)+B(f+P)(2) | * az®(f2)"(2)+B[2(f*P)"(2) = (f+¥) (2)] ; ;
73 ( (a+B)z ) + Y4 ( az([x®) (2) 1B f+1)(z) ) be univalent in U

and

Y1 4 Y2¢%(2) + 13q(2) + 14 Z;];S) <
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az(f* @) (2) + B« W\ | faz(f+®) () + B(f * T)(2)\ "
“”( (a+ D)z ) ”3< (o + D) )
az2(f + ®)"(2) + Bla(f + ) (2) — (f * W)(2)]
o ( az(f = ®) () + A(f + 0)(2) )

then

az(f * B (2) + B(f * T)(2)\*
() < ( (o 1 )z )

and q s the best subordinant.

By fixing ®(z) = ¥(2) = %5, @ = 1 and 8 = 0 in Corollary 3.2, we obtain the
following corollary.

Corollary 3.3. Lety;, € C (i = 1,...,4)(74 # 0), 0 # p € C and q be convex
univalent with q(0) = 1, and (17) holds true. If f € A, (f'(2))" € H[q(0),1] N Q.
Let vi 4+ 72 (F/(2)* + 3 (f (2)" + 74u2}c,(£‘§) be univalent in U and

1+ 1962 (2) + 139(2) + 7 Z;JES) <92 (F() ™ + s (F(2)" + 74#2;,,;;)7

then
q(z) < (f'(2))"
and q is the best subordinant.

By taking ¢(z) = (1 4+ Az)/(1+ Bz) (-1 < B < A < 1) in Theorem 3.1, we
obtain the following corollary.

Corollary 3.4. Let &, 0 € A, v € C (i = 1,...,4) (4 # 0), p,a,8 € C
such that  # 0 and o+ f # 0, and q be convex univalent with q(0) = 1, and

Az 2 A,z2 aHl, a1 +1](F+®)(2)+BHL, [a W) (z) \#
Re{://i(ﬁBz)Jrgf(iBZ) }>0_ I € A, (SHalert U0 Lt ol 1)) ¢
H[q(0),1] N Q. Let AODI(f; ®, W) be univalent in U and

1+ Az, 1+ Az (A—B)z
1+ T E )

(V1 ( £

then

L+ Az (oM o0+ 1(f * 9)(2) + FH,[0a] (f 5 ¥)(2) |
1+ Bz (o + B)z

1+ Az

5. 1s the best subordinant.

and

Remark 2.1. Special cases of Theorem 3.2 are line similar to the Corollaries 3.1
to 3.4, so we omitted the details.
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4. SANDWICH RESULTS

There is a complete analog of Theorem 2.1, 2.2 for differential subordinations
and Theorem 3.1, 3.2 for differential superordinations. We can combine the results
of Theorem 2.1 with Theorem 3.1 and Theorem 2.2 with Theorem 3.2, we obtain
the following sandwich theorems.

Theorem 4.1. Let ¢1 and gz be convex univalent inU,vy; € C (i =1,...,4)(y1 # 0),
wya, B € C such that p # 0 and o + B # 0, and let g2 satisfy (8) and q satisfy

(17). For f,®,0 € A, let (aHin[a1+11<f*¢(>cgi>ﬁ+)gHé@[aﬂ(f*“m(z))“ € H[1,1]NQ and

AL 1(f; @, W) defined by (10) be univalent in U satisfying

Y1+ 7205 (2) + 31(2) + V4 - ((zz)) < AN (F: B, W) < 41 + 7263 (2) + v302(2) + 1 qu;((zz))7

then

(a+B)z

and q1, qa are respectively the best subordinant and best dominant.

! * z L (0% * z a
ql(zH(aHm[awu(f D)(2) + Ml on](f * W) >> )

Theorem 4.2. Let q; and g2 be convex univalent inU,v; € C (i = 1,...,4)(y4 # 0),
wya, B € C such that p # 0 and o+ 3 # 0, and let qo satisfy (14) and q1 satisfy

(a+f)z a
(20). For f,®, € A, let (s migene ) € H1,11NQ and

A(% Y[ @, ) defined by (16) be univalent in U satisfying

z ! z i P / P
o+ 32022 + 51 (2) + 1 B L A (£ 8 0) <y +202(2) + aa) + a2
Ch(Z) CI2(2)

)

then
(a+P)z ®
0nC) = (Do L eI ) < %)

and q1, qa are respectively the best subordinant and best dominant.

By taking ¢1(z) = igiz (-1 < By <A1 <1)and ¢2(2) = iggz (-1 < By <

A < 1) in Theorem 4.1, we obtain the following result.

Corollary 4.1. For f,@,¥ € A, let (“XEIIDENT ¢ f1,1] 0 Q and
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A('Yi)%(f; O, V) defined by (10) be univalent in U satisfying

1+ Az 1+ A2 (Al —Bl)Z

2
1+ Blz) +731 + Bz + 74(1 + A12)(1 + Bi2)
< Ai(f;0,0)

71+ Y2

14+ Asz 14+ Asz <A2 — BQ)Z

<7+ 7a( )2+ +74

1+ Byz 31 + Boz (1 —I—AQZ)(l—l-BQZ)

then

14+ Az (az(f*@)’(z)—i—ﬁ(f*\ll)(z))“ 14+ Asz
1+ Bz (a+B)z 1+ Baz

1+A12 1+A22 . . .
TBis 115 are respectively the best subordinant and best dominant.

and

We remark that, one can easily restated Theorem 4.1, for the different choices
Of (I)(Z)J \IJ(Z)7 l7 m, o,09,...01, ﬂ17/827 .. /Bm and fOI' Y1572, 735 V4

Remark 4.1.

L Putting 1 =1,72=0,13=0,a=1, =0, ®(2) = V() = %, q(2) =

—Ao s (becC\{0}), p=aand 4 = % in Corollary 2.2, we get the result

(1_2)2ab

obtained by Obradovic¢ et al., [16, Theorem 1].

2. Puttingy1 =1, %2 =0,13=0,a=0,8=1, 0(2) = ¥(2) = 1%, q(z) =
W (b€ C\{0}), p=1and 34 =  in Corollary 2.2 and then combining
this together with Lemma 1.1, we obtain the result of Srivastava and Lashin
[22, Theorem 3.

. A

3. Taking y1 = 1,72 =0,13=0,a=0, 8 =1, ®(2) = ¥(2) = %5, 11 = goomx

(a,b€C |\ < 3), p=maand q(z) = (1— z)_zabCO”‘EﬂA in Corollary 2.2, we

obtain the result of Aouf et al. [3, Theorem 1].

4. Taking oy = 1, a0 =1, 1 =1, 1 =1, 72 =0, =0, 0=1-q,
®(z) = ¥(z) = 1%, in Theorems 2.1, 3.1, 4.1, we obtain the results obtained

by Shanmugam et al., [20, Theorem 3.4, Theorem 4.3, Theorem 5.2 |.

5. Putting a1 = a, az = 1, ﬁl =c¢m=17%=0 :O,B: 1 —a,
®(z) = ¥(2) = 1%, in Theorems 2.1, 3.1, 4.1, we obtain the results obtained

by Shanmugam et al., [19, Theorem 3.6, Theorem 4.3, Theorem 5.2 |.

6. Foryy =1,7%=0,73=0,8=1-a, ®2) = ¥(z) = 1%, in Theorem 2.1,
we have the results obtained by Mostafa and Aouf [12, Theorem 3].
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7.

10.

By taking v1 =1, 72 =0, v3 =0, a =0, 8 = 1, in Corollary 2.1, we have the
result obtained by the first author [13, Theorem 3.5].

(n-1 ’

.Forag =1, a0=1,01=1,a=0,¥(z) =2+ § 14 (n— 1))\]m%anz”
n=2

all the results in [17] are special cases of our results.

.Forar=1,a0=1,01=1,a=0,¥(z2) =2+ § [1+ (n—1)A]"b,2", all the
n=2

results in [2] are special cases of our results.

When!l =2 m=1, a1 =as =1 =1 and a = § =1 in Theorems 2.1, 3.1,
4.1, we obtain the results obtained by Magesh et al., [9].

Acknowledgement: The authors would like to thank the referees for their in-
sightful suggestions.
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