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In [DO95], Ding andOporowski proved that for every � , and � , thereexists a constant����� � , suchthat every graph
with treewidth at most � andmaximumdegreeat most � hasdominotreewidth at most ����� � . This notegivesa new
simpleproofof this fact,with a betterboundfor � ��� � , namely 	�
����������	����������� .
It is alsoshown that a lower boundof ��	������ holds: thereare graphswith domino treewidth at least �� � �!�"�#� ,
treewidth at most � , andmaximumdegreeat most � , for many values� and � . Thedominotreewidth of a treeis at
mostits maximumdegree.
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1 Introduction
In [DO95], Ding and Oporowski proved that for every $ and % , every graph & ' ( )+*-,". with
treewidth at most $ and with maximumdegreeat most % hasa tree decompositionof width at most/10!2 (43�5656$�78%:96*<;>=:5�56%69�. , suchthat every vertex ?A@B) belongsto at most two of the setsassociatedto
thenodesin thetreedecomposition.Sucha treedecompositionwascalleda domino tree decomposition
by BodlaenderandEngelfrietin [BE97], wherethey independentlygavea similar result,but with a more
complicatedproofandwith a muchhigherconstant,which wasexponential,bothin $ andin % .

In this note, a new and easyto understandproof for the result is given. Additionally, the constant
factorarisingfrom theproof givenhereis smaller: it is shown thatgraphswith treewidth at most $ and
maximumdegreeat most % havedominotreewidth at most ( C6$ED#F!.G%H( %IDKJL.NMOJ .

The proof usesamongstothersa techniquefrom [BGHK95] (inspiredby a techniquefrom [RS95]),
andsomeotherideas.Theproof is givenin Section3.

In Section4, it is shown thata lowerboundof PQ( $�%R. holds: therearegraphswith dominotreewidth at
least SS 7 $T%UMOJ , treewidth at most $ , andmaximumdegreeat most % , for many values$ and % .

Somefinal remarksaremadein Section5, andit is shown thatthedominotreewidth of a treeis atmost
its maximumdegree.
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2 Definitions and Preliminary Results
Definition. A treedecompositionof a graph &X'X(�)Y*<,Z. is a pair (\[^]`_baTcd@feTg:*Ghi'X( ej*<kU.G. with
[�]`_la�cY@mejg acollectionof subsetsof ) , and hn'o( ej*<kU. a tree,suchthat

pAq _4r�s ] _ 't)
p for all edges(4?H*-uI.�@m, thereis an c+@ve with ?w*Gux@v] _
p for all c�*zy�*�$d@{e : if y is on thepathfrom c to $ in h , then ] _j| ]`}Z~O]Z� .

Thewidth of a treedecomposition(\[�]`_�a!cU@AeTg:*Gh�'i(4eH*-kU.G. is /`0>2 _4r�s�a ]1_<a:MtJ . The treewidth of a
graph &x'�( )+*-,Z. is theminimumwidth overall treedecompositionsof & .

In somecases,h will beconsidereda rooted tree;a specificnodeof h is consideredto betheroot. A
treedecomposition( �v*-hI. with h a rootedtreeis calleda rooted tree decomposition. For a node cI@�e ,
we call theset ] _ thebag of c .

Definition. A treedecomposition(\[^]`_YaLc�@�ejg6*-hB'�(4eH*-kU.-. of &�'�( )+*-,Z. is a domino tree decom-
position, if for eachvertex ?d@�) , thereareat mosttwo nodesc�@�e with ?{@�]`_ . Thedomino treewidth
of a graph&o'f(�)Y*<,Z. is theminimumwidth overall dominotreedecompositionsof & .

Theopenneighbourhoodof a setof vertices��~O) in a graph &f'o(�)Y*<,Z. is

� (��f.+'B[^?�@�)BM���a^�Ruf@�����[�?w*GuEgU@v,1g
For agraph &o'f(�)Y*<,Z. , and ��~K) , thesubgraphof & , inducedby � is denotedas

&`� ����'f(���*�[6[�?w*GuEgU@v,�a�?w*Guf@m��gL.
Lemma 2.1 Let hK'�(4eH*-kU. be a tree. Let � S ~Ae . Then there exists a set � 7 ~#e with

p a�� 7 a��#���6a�� S a>MOJ .

p � S ~�� 7 .

p Every subtree of h"� eEMA� 7 � is adjacent to at most two nodes in � 7 .

Proof: Chooseanarbitraryroot � in h .
Let � 7 'x� Sl� [�y`@ve`a-y is thelowestcommonancestorof two nodesin � S g . We claim thatthisset � 7

fulfils theconditions.Clearly, � S ~t� 7 .
Let hI� beasubtreeof hZ� eQM�� 7 � . If cz�E@�� 7 is adjacentto a nodein hb� , thentherearetwo cases:

p c � is anancestorof anodein hb� . Then c � is theuniqueparentof theroot of hI� .
p c � is a child of a nodein hb� . We claim that therecanbeonly onenodefulfilling this case(for this

tree hb� ): supposec � @�� 7 and c S @�� 7 arechildrenof nodesin hb� . Then, the lowestcommon
ancestorc 7 of c � and c S belongsto hb� . However, c � and c S belongto � S or areancestorof a node
in � S . So, c 7 is the lowestcommonancestorof two nodesin � S , which is a contractionwith the
observationthatit belongsto hb� .
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As for hb� , eachcasecanappearonly once,hb� is adjacentto at mosttwo nodesin � 7 .
To show that a�� 7 a �f�Z�ja�� S a6MnJ , build a tree ¡ in the following way: � 7 is thesetof nodesin ¡ . If

yv@�� 7 hasanancestorthatalsobelongsto � 7 , thentake anedgefrom y to theclosestancestorthatalso
belongsto � 7 . Onecanobserve that ¡ is indeeda tree. Every nodeym@A� 7 M#� S musthave at leasttwo
children. So ¡ is a treewith at most a�� S a leaves,andwithout nodeswith onechild. A well know fact
abouttreestellsusthat ¡ hasat most �Ha�� S a>MOJ nodes,hencea�� 7 a��O���:a�� S a>MOJ . ¢

Lemma 2.2 Let (£[�]`_IaTcd@oejg6*-h¤'¥( ej*<kU.G. be a tree decomposition of &¥'¦( )+*-,". . Let � ~§) ,
a �¨a�'n� . Let ©EªO� .

1. There exists a set of «���¬�( ©�DfJL.z nodes � S ~�e , such that each connected component of &`� )�Mq � r6®�¯ ]`_4� contains at most © vertices from � .

2. There exists a set of � «���¬�(�©ED�J^.\°MfJ nodes � 7 ~¤e , such that each connected component ±
of &`� )�M q � r6®�² ] _ � contains at most © vertices from � , and for each connected component of
&`� )fM q � r6®�² ] _ � there are nodes c S *-c 7 @³� 7 , such that every vertex ? that is adjacent to a vertex
in ± belongs to ± � ] _´¯ � ] _ ² .

Proof: 1. First, observe that for any ��~�e , &`� )�M q � r6® ]`_�� consistsof a numberof connected
components,suchthatfor any connectedcomponent± of &`� )xM q � r6® ]`_�� , wehavea subtree�:µ of the
forest hZ� eUMO�¶� with ±�~ q � r6®�· ] � , i.e., removing � from e splits h in a numberof disjoint trees,and
eachconnectedcomponenthasits verticesin thebagsof thenodesin only oneof thesesubtrees.

Chooseanarbitraryroot �°@{e , andview h asarootedtree.We will processh in a bottom-uporder:a
nodeis processedafterall its childrenareprocessed.While processingvertices,wemaintainaset � S ~Ae ,
whichis initially empty, andaset �x��~O� , for whichinitially �x�¶'n� . Theideais thatnodesareadded
to � S until finally therequestedsetis found,andthat �x� givesthoseverticesin � thatstill canbelongto
a connectedcomponentwith too many verticesin � in it.

For anodecY@me , let )j_l' q � r�sz¸ ]`_ , with e�_ thesetcontainingc andall its descendantsin h .
While processinga node c , compute¹H_�'�)H_ | �x� . If a ¹w_<a º�© , put c in � S , andset �x�Y'¨�»MA¹H_ .

Otherwise,nothingis donewhenprocessingnodec .
We now claim that the set � S which is obtainedafter processingroot node � fulfils the requirements

of the lemma. Considera connectedcomponent± of &`� )¼M q � r6®^¯ ]`_�� . Let c£µ be the highestnode
in h whosebagcontainsa vertex in ± . Clearly, c£µ¾½@�� S , as ±¿~§)¨M q � r6®�¯ ]`_ . Hence,when c\µ
wasprocessed,a ¹H_�·ÀaÀ�Á© . Now we notethat ± | � ~¨¹H_�· : suppose?O@�± | � . By choiceof c£µ ,
?f@�)j_�· . If ?f@��ÂM��x� , then ? belongsto a bag that is below a nodein � S or in � S , andhence
either ? belongsto q � r6® ¯ ]`_ or is separatedfrom ± by q � r6® ¯ ]`_ . This contradictsthat ?�@K± , hence
± | ��~n± | �x�Ã~A¹ _ · , andwe have a ± | �¨aT�Ba ¹ _ ·ÀaR�K© .

To eachnodecY@�� S , wecanassociatethe ©lDÄJ or moreverticesthatareremovedfrom �x� when c was
addedto � S . As eachvertex in � is associatedwith at mostone cY@�� S , wehave a�� S aR��«���¬�( ©�DnJ^.z .

2. First,obtaina set � S asabove. As in Lemma2.1on theprecedingpage,createset � 7 , suchthat

p a�� 7 a��#� «���¬�(�©�DnJ^.z�MOJ /
p � S ~�� S .
p Everysubtreeof hZ� eQM�� 7 � is adjacentto at mosttwo nodesin � 7 .
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Now, let ± beaconnectedcomponentof &`� )BM q � r6®�² ] � � . By thepropertiesof treedecompositions,
it follows thatthereis a subtreehÃµ of hZ� eEMA� 7 � , suchthatall verticesof ± only belongto bagsof nodes
in hÃµ . Thus,theverticesthatneighboura vertex in ± but do not belongto ± mustbelongto a bag ]1_ ,
with c�@�� 7 oneof theat mosttwo nodesin � 7 thatareadjacentto hÃµ . ¢

Corollary 2.3 Let &Å'Å(�)Y*<,Z. have treewidth at most $ and maximum degree at most % . Let �Æ~�) ,
a �¨aR�O� . Let ©Uª�� . There exists a set ÇA~#) of at most ( $bDAJL.��>( � «���¬�(�©NDAJL.z�MÄJ^. vertices, such every
connected component ± in &`� )xM³Çl� contains at most © vertices from � and at most (���$EDO��.G% vertices
that are adjacent to a vertex in Ç . If $ is a constant, such a set Ç can be found in linear time.

Proof: Thenon-algorithmicresultfollows directly from theprevious lemma.(Note that for sucha
component� , thereareat most ��$°Dn� verticesin Ç adjacentto verticesin � (namelythe verticesin
at mosttwo bagsof thetreedecomposition),henceat most (���$ZD#�6.£% verticesin � thatareadjacentto
a vertex in Ç .) To effectively obtaintheset Ç , first apply thealgorithmin [Bod96] to obtainanarbitrary
treedecompositionof width atmost $ . It is nothardto seethattheproofsgivenabovethencanbecarried
out in lineartime. ¢

3 The domino treewidth theorem
In this section,we prove the main resultof this section.The techniqueis inspiredby a techniquefrom
[BGHK95], which wasagaininspiredby a techniquefrom [RS95].

Theorem3.1 Let &o'�( )+*-,Z. be a graph with treewidth at most $ and maximum degree at most % . Then
the domino treewidth of & is at most ( C6$EDAF�.£%w(4%QDKJL.lMAJ .

Proof:
We first give a recursive procedure,called MAKEDEC, called with two arguments: a graph È '

( )HÉ"*<,�ÉQ. (which is always an inducedsubgraphof & , and is assumedto have treewidth at most $ ,
andmaximumdegreeat most % ), anda setof vertices��~t) É . Theprocedureoutputsa rooteddomino
treedecompositionof È , (\[�]��_ a�c+@ve6�4g6*-hb�j'o( e6��*<kE�Ê.-. of width atmost (4C:$IDÄF�.£%w(4%bDAJ^.ËM³J , suchthat
theverticesin � only belongto thebagof theroot nodeof thedominotreedecomposition.

ProcedureMAKEDEC (graph È¾'�( ) É *-, É . , vertex set � ) hasthefollowing steps:

1. Obtainaset ÇA~K)jÉ , suchthateveryconnectedcomponentof È³� )jÉOM�Çl� containsatmost =:$�D��
verticesfrom � andat most ( �6$`Dt�6.£% verticesthat areadjacentto a vertex in Ç , (as in Corol-
lary 2.3.)

2. Set Ìx' � ( Ç � �f. .
3. ComputetheconnectedcomponentsÈ S 'o( ) S *<, S . , . . . , È1Í�'�( )wÍL*-,bÍ�. of È³� )HÉKM�Ç�MÄ��� .
4. For eachc , JE�AcY�K© , call MAKEDEC( È1_ , )j_ | Ì ).

5. Combinethe treedecompositionsobtainedin thepreviousstepin the following way: Take a new
node� with ]1Îb'tÌ � Ç � � . This is theroot of thenew treedecomposition.Make � adjacentto
therootsof eachof thetreedecompositions,obtainedin thepreviousstep.Theresultis theoutput
of theprocedure.
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Assumethattheset Ç foundin Step1 is atmostof thesize,guaranteedto exist by Corollary2.3on the
precedingpage,i.e.,we have:

a Ç�aR�x( $EDnJ^.N��(��Ë« �
©�DnJ �MOJ^.

Claim 3.1.1 Let Èi'�( )HÉZ*<,�É�. be a connected graph, and ��~#)HÉ , �Ï½'tÐ . When MAKEDEC( Èm*�� )
is called, the procedure outputs a rooted domino tree decomposition of È , such that vertices in � only
belong to the root bag of the domino tree decomposition.

Proof: First, observe that thefirst parameterof a recursive call to MAKEDEC alwaysis a connected
graph,andthe secondparameterof every recursive call to MAKEDEC is alwaysa non-emptyset: every
connectedcomponentof È³� ) É M³Ç�MÄ��� mustcontainverticesadjacentto Ç � � . Thus,therecursive
callsdoneto MAKEDEC involvegraphswith fewervertices,hencetheprocedureterminates.

Let [�Ñl*G?Hg"@�,bÉ . If [�Ñl*G?Hg | ( Ç � �f.E½'xÐ , then Ñ and ? belongbothto theroot bag ] Î . Otherwise,Ò and Ó belongto thesameconnectedcomponentÈ1_ of È³� )HÉOM�ÇvM���� , andby induction,therewill be
a bagcontainingboth Ò and Ó . In bothcases,thereis a bagin theresultingdecompositionthatcontains
both Ò and Ó .

Let ?d@v)HÉ . Therearethreecases.
If ?d@�Ç � � , then ? doesnot belongto any connectedcomponentof È³� ) É M³Ç�MÄ��� , hence? only

belongsto bag ]1Î , andno otherbagof thedecomposition.
If ?K@�Ì , then ? belongsto ] Î . In addition, ? belongsto exactly oneconnectedcomponentÈ1_ of

È³� )HÉBM³Ç�M���� . By induction, ? belongsto theroot bagof thedominotreedecompositionyieldedby
thecall of MAKEDEC( È1_ , )H_ | Ì ) andnootherbag.Thus, ? belongsto exactly two bagsthatareadjacent.

If ?�½@�Ì � Ç � � , then ? belongsto exactly oneconnectedcomponentÈ _ of È³� ) É MtÇOMt��� ,
and by induction to one or two adjacentbags in the decompositionmadeby the recursive call to
MAKEDEC( È _ , ) _H| Ì ). ? doesnot belongto any otherbag.

Hence,theclaim follows. ¢

Claim 3.1.2 If MAKEDEC( Èm*<� ) is called with ÈX'Ô( ) É *<, É . a connected graph of maximum degree
% and treewidth at most $ , and � ~�)HÉ a set of vertices of size at most (436$1DO=R.£% , then the resulting
domino tree decomposition has width at most (4C:$QDOF!.G%H( %�DnJ^.lMOJ .

Proof: First, we estimatethe sizeof the root bagof the resultingdominotreedecomposition.We
have a �¨aR�B(43:$QD³=:.G% . By Corollary2.3on thepagebefore,we cantake:

a Ç�aR�x( $UDnJ^.�(��Ë«G(436$QD³=:.£%�¬�(4=:$ED�Õ6.z�MOJ^.�ªOÕj(�$UDKJL.£%

Now

a Ì`a¿� %U�6a Ç � �¨a
� %U��(-(43:$UDÄ=R.£%ID�Õj(�$QDnJ^.G%:.
' (4C:$QDOF!.G%H( %�DnJ^.

So,
a Ì � Ç � �¨aR��( C6$EDOF!.£%w(4%QDKJL.
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Secondly, we estimatethesizeof a set )j_ | Ì in a recursivecall MAKEDEC( È1_ , )j_ | Ì ). Write

) _j| Ìx'o(�) _j| � (�ÇY.G. � (�) _w| � ( �f.G.
EachconnectedcomponentÈ _ of È³� ) É MdÇ1Md��� is containedin aconnectedcomponentÈ �_ of È³� ) É M
Çl� . È��_ containsat most =R$ZD#� verticesfrom � , henceat most (�=:$"DK��.G% verticesof

� ( �f. . Also, by
constructionof Ç , È��_ containsatmost (���$EDA��.£% verticesin

� ( ÇY. . As a consequence,

a ) _j| Ì`aR�x(�=:$EDA��.G%IDn(���$EDA��.£%°'o( 36$EDÄ=R.£%
Now, wecanuseinduction:eachrecursivecall of MAKEDEC is calledwith assecondparameterasetof

sizeatmost ( 36$�D�=:.G% , hencetherecursivecallsgivetreedecompositionsof width atmost (4C6$�D�F!.G%H( %�D
J^.lMOJ , which provestheclaim. ¢

So,from thesetwo claimsit follows, thatwhenwe call MAKEDEC( & , � ) for a connectedgraph & of
treewidth at most $ , andmaximumdegreeat most % , andany non-emptyvertex subset� which hassize
at most ( 36$EDÄ=R.£% , weobtaina dominotreedecompositionof & of width at most ( C6$EDOF!.£%w(4%QDKJL.lMAJ .

If & is not connected,thenmakeseparatedominotreedecompositionsfor eachconnectedcomponent,
andconnecttheseto a treein anarbitraryway. ¢

Thenew ideain theproofcanbefoundin step2 of theprocedureMAKEDEC: by addingtheneighbours
of the verticesin set Ç � � to the root bagof the treedecompositionto make, we do not have to use
theseverticesat lower levelsof thetreedecompositionanymore.Apart from this idea,thestructureof the
algorithmis similar to algorithmsfoundin [RS95, BGHK95].

Corollary 3.2 Let $ be a constant. Given a graph with treewidth at most $ and maximum degree at most
% , a domino tree decomposition of & of width at most ( C6$EDOF!.£%w(4%QDKJL.lMAJ can be built in Ö1(4×Ã7^. time.

Proof: Usetheprocedure,given in theproof above. Excludingthe time spentin recursive callsof
MAKEDEC, onecall of MAKEDEC usesÖ1(4×Ë. time. Thereare Ö1(4×Ë. suchcalls(e.g.,every vertex belongs
to atmosttwo bags,henceatreedecompositionwith Ö1(4×Ë. nodesis obtained,andthenumberof recursive
callsof MAKEDEC equalsthe numberof nodesof the resultingtreedecomposition),so the total time is
boundedby Ö1(�×Ã7L. . ¢

4 A lower bound
In thissection,weshow thatageneralboundlikeobtainedin theprevioussectionmustalwaysbeof order
PQ( $�%R. .

We first startwith thefollowing lemma,which is alsointerestingon its own. For a graph &�'�( )+*-,Z. ,
let

& 7 'o( )+*�[�[^?H*-uEgUa>[^?H*-uEgU@m,#Øv� Ò @v)���[^?H* Ò gU@v,nÙ�[ Ò *-uEgU@v,1gL.
Lemma 4.1 Let &f'�( )+*-,". be a graph with domino treewidth at most $ . The treewidth of &E7 is at most
��$ .

Proof: W.l.o.g.,suppose& is connected.Let (\[^] _ a8c�@{ejg6*-hK'o(4eH*-kU.G. beadominotreedecompo-
sition of & of width at most $ . Notethat(by thepropertiesof treedecompositionsandtheassumptionof
connectednessof & ) eachtwo adjacentbagsintersect.Chooseanarbitraryroot � . If we addto eachbag
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Fig. 1: Grid with addedverticesÚ�Û

] _ thebagof theparentof c (unlessc�'�� ), thenwe obtaina treedecompositionof & of width at most
��$ . (Theunionof two bagswith a non-emptyintersectionandwith sizeat most $QDnJ eachis taken.)

For everyedge[�?w*GuUg in &E7 , wehaveabagcontainingboth ? and u : this is trivially trueif [^?H*-uEgU@v, .
If ? and u have a commonneighbourÒ in & , theneitherthereis a bag ] _ containingboth ? , u , Ò , or
therearetwo adjacentbags,onecontaining? and Ò , andonecontainingu and Ò . Onemustbea child in
h (with root � ) of theother. Thus, ? , u , and Ò all threebelongto a commonbagin theconstructedtree
decomposition.¢

A J>¬>ÕUM#�6¬!Õ -separatorof a setW in a graph &Å'¾(�)Y*<,Z. , is a setof verticesÇ , suchthat � canbe
partitionedinto sets� S , � 7 , and � 9 , with � 9 'fÇ | � , a � S aw�B�:¬>Õwa �¨a , a � 7 aw���:¬>ÕHa �¨a , andevery
pathfrom a vertex in � S to a vertex in � 7 usesa vertex in Ç .

Thefollowing lemmais well known. Seee.g.[BGHK95, GRE84, Liu90, RS86].

Lemma 4.2 Let &Ü'Ý(�)Y*<,Z. be a graph of treewidth at most $ . Let � ~X) . Then & contains a
JL¬>Õ�MÄ�6¬!Õ -separator of � of size at most $QDnJ .

Lemma 4.3 For all %³Þ¼; , $OÞ�� , $ even, there exists a graph & with treewidth at most $ , maximum
degree at most % , and domino treewidth at least SS 7 $�%ZM�� .

Proof: Considerthefollowing graph.
First, we take a grid of size $j¬�� by %67^$ . I.e., we have verticesof the form ?!_�ß � , J��àc��¥$j¬�� ,

JZ�³yd�n%67L$ , and ?!_�ß � is adjacentto ?!_Êá4ß � á , if f a c M�c\�za�DBa yZM�y:��a�'�J . To this grid, we add $H¬!� additional
verticesâ S *�ã�ã�ã�*-â }�ä 7 , with, for eachc , Jd�fc���$H¬!� , â _ adjacentto eachvertex ? _4ß ��å æ8} , Jd�ty��o% . Let
&x'�( )+*-,Z. betheresultinggraph.

SeeFigure 1 for an illustration of the construction. (In order to make the figure not too large, the
distancebetweensuccessiveneighboursof theverticesâL_ is 4 in thefigure,insteadof %R$ .)

The maximumdegreeof & is /`0>2 ( ;T*-%R. : verticesof the form ?!_�ß � have degreeat most five, while
verticesof theform âL_ have degree % . It is alsonot hardto seethat thetreewidth of & is at most $ . The
$j¬!� by %67^$ grid graphhastreewidth exactly $j¬�� (seee.g.[Bod98].) As & contains$j¬!� verticessuchthat
whenthesearedeletedfrom & , & becomesagraphof treewidth $j¬!� , thetreewidth of & is atmost $ . (See
e.g.[Bod98], Lemma72.)

Call the c th row thesetof all verticesof theform ?!_4ß � , J°�Oyv�B% 7 $ . Similar, thesetof all verticesof
theform ?!_4ß � , JE�OcY�K$j¬!� is calledthe y th column.

Now, we claim that &E7 hastreewidth at least Sç %R$`MtJ . Note thatall verticesin the c th row thatwere
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adjacentto âL_ form a cliquein &E7 . Call thesetof theseverticesthe c th row-clique.Let

�»'x[^? _�ß ��a6JE��c��#$H¬!��*+JE��y`�K$�% 7 g

I.e., � is thesetof thegrid verticesin & .
SupposeÇ is a J>¬>Õ�Mx�6¬!Õ -separatorof � of minimum size in &E7 , partitioning � into � S , � 7 ,� 9 'tÇ | � .
We will now show that a Ç�aRÞ Sç %R$ . Assumea Ç�a:ª Sç %R$ .
Notethat a � S a�� 79 �^%67^$�7^¬�� , hencea � 7 | � 9 aRÞ¨Sç %:7�$�7 , andlikewise a � S | � 9 a�Þ�Sç %67L$�7 .
Every columnthat containsboth a vertex in � S anda vertex in � 7 mustalsocontaina vertex in Ç .

Thus,we mayassumetherearefewer than Sç %R$ suchcolumns.So,fewer than SS 7 %R$�7 verticesin � can
belongto suchacolumn.It followsthatthereareat least ( Sç %67L$�7wM SS 7 %R$�7^.-¬�(�$j¬!�6.À' S9 %67^$YM Sç %R$ columns
thatonly containverticesin � S , andthus,everyrow containsS9 %67^$ÀM Sç %:$ verticesin � S . Likewise,every
row contains S9 %:7^$"MoSç %R$ in � 7 .

We now will show thatevery row containsat least S9 %R$ verticesin Ç .
Considerthe c th row. Notethateitherall verticesin the c th row-cliquebelongto � SN� Ç or all vertices

in the c th row-cliquebelongto � 7 � Ç . Without lossof generality, we supposetheformer;theothercase
is identical.

We partition the vertices in the c th row in % intervals, where the è th interval containsvertices
? _�ß�éëêIì S£í æ8}�î S *-? _�ß�éÊêbì S£í æ8}8î 7 *�ã�ã�ã�*G?!_4ß ê æ8} . At least ï£( S9 %:7�$vM Sç %:$j.-¬�( %:$j.zð³Þ S9 % of theseintervals must
containverticesin � 7 . However, eachinterval alsocontainsa vertex in the c th row-clique,henceit con-
tainsavertex in Ç � � S . So,eachinterval thatcontainsa vertex in � 7 mustcontaina vertex in Ç , hence
the c th row containsat least S9 % verticesin Ç .

As we have $j¬!� rows, it follows that a Ç�aHÞ¾Sç %:$ . By Lemma4.2on thepagebefore,we have that the
treewidth of &E7 is at least Sç %:$�MnJ , henceby Lemma4.1 on page146,thedominotreewidth of & is at
least SS 7 %R$°MÄ� . ¢

5 Final remarks
It is possibleto giveamodifiedversionof theprocedureof Corollary3.2onpage146,thatyieldsdomino
treedecompositionsof somewhatlargerwidth (but still of Ö1( $�%:7>. , but thatusesÖ1(�×Qñëò6ó+×Ë. time instead
of Ö1(�×Ã7L. time. However, theproof in [BE97] canbeturnedinto analgorithmthatuseslinear time. It is
notknown how muchtimeaprocedurebasedupontheproofby Ding andOporowski [DO95] would take.

Theproofgivenin thispaperseemsunableto yield lineartimealgorithms- theapproachtypically leads
to algorithmicresultsof PQ(�×Qñëò6óY×Ë. time. It is openwhetherdominotreedecompositionsof Ö1(�$�%67>. width
canbeobtainedwith a lineartimealgorithm.

Anotherinterestingopenproblemis whethera boundof Ö1(�$ 7 %:. canessentiallybeimproved.It would
be interestingto seeif betterbounds,e.g.,a boundof Ö1( $�%R. canbe proved, andwhetherbetterlower
boundsarepossible.

In somespecialcases,betterboundscanbeobtained.For instance,for treeswehavethefollowing easy
result.

Theorem5.1 The domino treewidth of a tree is at most its maximum degree.
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Proof: Let h bea treewith maximumdegree % . Chooseanarbitraryroot � , andview h asa rooted
tree.Let hb�¶'�( )U� *-,Z�´. bethetree,obtainedby removing all leavesfrom h . Considerthefollowing tree
decompositionof h : (£[�]`ôQa�?õ@m)U�4g6*-hb�ë. , whereeachset ]`ô consistsof ? andall childrenof ? in h . One
easilyverifiesthatthis is adominotreedecompositionof h with width at most % . ¢

Sofor trees(andsimilarly for forests),thedominotreewidth is linear in its degree.(Notealsothatthe
dominotreewidth of a graphwith maximumdegree %vÞ�J is at least ï£( %QD�JL.-¬!�>ðbM#J : at mosttwo bags
cancontaina vertex of degree % andall its neighbours.)It seemsinterestingto seeif it is alsopossible
to obtainsimilar boundsfor otherrestrictedclassesof graphsof boundedtreewidth, e.g.,seriesparallel
graphs,Halin graphs,or arbitrarygraphsof treewidth two.
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