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Abstract. Oscillatory properties of perturbed half-linear differential equations are in-
vestigated. We make use of the modified Riccati technique. A certain linear differential
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1 Introduction

In this paper we consider the second order half-linear ordinary differential equation

(p(t)Φα(x′))′ + q(t)Φα(x) = 0, t ≥ t0, (1.1)

where Φα(x) = |x|αsgn x with α > 0, p(t) and q(t) are real-valued continuous functions on
[t0, ∞), and p(t) > 0 for t ≥ t0. If α = 1, then (1.1) reduces to the linear equation

(p(t)x′)′ + q(t)x = 0, t ≥ t0. (1.2)

The half-linear equation (1.1) can be seen as a natural generalization of the linear equation
(1.2).

For a solution x(t) of (1.1), the vector function

(x(t), y(t)) = (x(t), p(t)Φα(x′(t)))

is a solution of the two-dimensional nonlinear system

x′ = p(t)−1/αΦ1/α(y), y′ = −q(t)Φα(x). (1.3)

Conversely, for a solution (x(t), y(t)) of (1.3), the first component x(t) is a solution of (1.1).
The system of the type (1.3) was considered by Mirzov [11]. Using the result of Mirzov
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[11, Lemma 2.1], we see that all local solutions of (1.1) can be continued to t0 and ∞, and
so all solutions of (1.1) exist on the entire interval [t0, ∞). Analogues of Sturm’s comparison
theorem and Sturm’s separation theorem remain valid for (1.1) (Mirzov [11, Theorem 1.1]).
Hence, if the equation (1.1) has a nonoscillatory solution, then any other nontrivial solution is
also nonoscillatory. If the equation (1.1) has an oscillatory solution, then any other nontrivial
solution is also oscillatory. Clearly, if x(t) is a solution of (1.1), then so is −x(t). Therefore
we can suppose without loss of generality that a nonoscillatory solution of (1.1) is eventually
positive.

In the last three decades, many results have been obtained in the theory of oscillatory and
asymptotic behavior of solutions of half-linear differential equations. It is known that basic
results for the second order linear equations can be generalized to the second order half-linear
equations. The important works are summarized in the book of Došlý and Řehák [8]. For the
recent results to half-linear equations we refer the reader to, for example, [1–7,9,10,12–16]. The
present paper is strongly motivated by oscillatory and nonoscilaltory results in [2–4, 6, 7, 9].

For the equation (1.1), it is sometimes assumed that∫ ∞

t0

p(s)−1/αds = lim
t→∞

∫ t

t0

p(s)−1/αds = ∞ (1.4)

and 

∫ ∞

t0

q(s)ds = lim
t→∞

∫ t

t0

q(s)ds is convergent, and

∫ ∞

t
q(s)ds ≥ 0, ̸≡ 0 on [t+0 , ∞) for any t+0 ≥ t0.

(1.5)

We point out that for any nonoscillatory solution x(t) of (1.1) with (1.4) and (1.5) the derivative
x′(t) does not vanish eventually. More precisely,

Proposition 1.1. Consider the equation (1.1) under the conditions (1.4) and (1.5). Let x(t) be a
nonoscillatory solution of (1.1) such that x(t) > 0 for t ≥ T (≥ t0). Then, x′(t) > 0 for t ≥ T.

The above fact is easily deduced from the generalized Riccati integral equation associated
with (1.1). See Lemma 2.3 in the next section.

Together with the equation (1.1), we consider the equation of the same type

(p(t)Φα(x′))′ + q0(t)Φα(x) = 0, t ≥ t0, (1.6)

where q0(t) is a real-valued continuous function on [t0, ∞). The equation (1.1) is regarded
as a perturbation of the equation (1.6). In this paper it will be assumed that (1.6) has a
nonoscillatory solution x = x0(t) such that

x0(t) > 0, x′0(t) > 0 for t ≥ T (1.7)

and ∫ ∞

T

1
p(t)x0(t)2x′0(t)α−1 dt = ∞. (1.8)

The condition (1.8) is closely related to an integral characterization of the principal solution
of (1.6). For the concept of the principal solution, see Došlý and Řehák [8, Section 4.2]. The
following result is known.



Half-linear differential equations 3

Theorem 1.2 (Došlý and Elbert [5] and Došlá and Došlý [1, Proposition 2]). Suppose that x =

x0(t) is a nonoscillatory solution of (1.6) satisfying (1.7).

(i) Let 0 < α ≤ 1. If (1.8) is satisfied, then x0(t) is the principal solution of (1.6).

(ii) Let α ≥ 1. If x0(t) is the principal solution of (1.6), then (1.8) holds.

(iii) Let α ≥ 1, and suppose that the conditions (1.4) and∫ ∞

t0

q0(s)ds exists and
∫ ∞

t
q0(s)ds ≥ 0, ̸≡ 0 eventually (1.9)

are satisfied. Then, x0(t) is the principal solution of (1.6) if and only if (1.8) holds.

Note that the part (iii) of Theorem 1.2 is stated in [5, Theorem 3.3] and [8, Theorem 4.2.8]
without the condition α ≥ 1. The part (iii) of Theorem 1.2 may fail to hold for 0 < α < 1 (see
[1, Example 1]).

As an important oscillatory result the following theorem is known.

Theorem 1.3 (Došlý and Lomtatidze [7, Theorem 1]). Suppose that the equation (1.6) is nonoscil-
latory and let x = x0(t) be the principal solution of (1.6) satisfying x0(t) > 0 for t ≥ T. If∫ ∞

T
x0(t)α+1 [q(t)− q0(t)] dt = ∞,

then the equation (1.1) is oscillatory.

Now let us consider the case where the equation (1.6) has a nonoscillatory solution x =

x0(t) satisfying (1.7), (1.8) and∫ ∞

T
x0(t)α+1 [q(t)− q0(t)] dt is convergent. (1.10)

It is not assumed that x = x0(t) is principal. Then we set

P(t) = p(t)x0(t)2x′0(t)
α−1 and Q(t) = x0(t)α+1 [q(t)− q0(t)] . (1.11)

Note that (1.7) implies P(t) > 0 (t ≥ T).
The condition

lim inf
t→∞

p(t)x0(t)x′0(t)
α > 0 (1.12)

also plays an important part. The following nonoscillatory result has been showed by Došlý
and Fišnarová.

Theorem 1.4 (Došlý and Fišnarová [6, Theorem 3]). Suppose that the equation (1.6) has a nonoscil-
latory solution x = x0(t) satisfying (1.7), (1.8) and (1.12). Suppose moreover that (1.10) holds. If there
exists ε > 0 such that the linear equation

(P(t)x′)′ + (1 + ε)
α + 1

2α
Q(t)x = 0 (1.13)

is nonoscillatory, then the equation (1.1) is nonoscillatory.

The following corollary is obtained by applying the classical Hille–Nehari nonoscillation
criterion to the linear equation (1.13).



4 M. Naito

Corollary 1.5 (Došlý and Fišnarová [6, Corollary 1 (i)]). Suppose that (1.6) has a nonoscillatory
solution x = x0(t) satisfying (1.7), (1.8) and (1.12). Suppose moreover that (1.10) holds. If

− 3α

2(α + 1)
< lim inf

t→∞

(∫ t

T

1
P(s)

ds
)(∫ ∞

t
Q(s)ds

)
≤ lim sup

t→∞

(∫ t

T

1
P(s)

ds
)(∫ ∞

t
Q(s)ds

)
<

α

2(α + 1)
,

then the equation (1.1) is nonoscillatory.

In this paper the following theorem will be proved.

Theorem 1.6. Suppose that p(t) and q(t) satisfy (1.4) and (1.5), respectively. Suppose that the
equation (1.6) has a nonoscillatory solution x = x0(t) satisfying (1.7), (1.8) and (1.12). Suppose
moreover that (1.10) holds. If there exists a number ε with 0 < ε < 1 such that the linear equation

(P(t)x′)′ + (1 − ε)
α + 1

2α
Q(t)x = 0 (1.14)

is oscillatory, then the equation (1.1) is oscillatory.

Theorem 1.6 was proved in [3, Theorem 1] under the restricted condition that

lim
t→∞

p(t)x0(t)x′0(t)
α exists and is a positive finite value.

Theorem 1.6 gives a partial extension of Theorem 4 in [6]. Applying the classical Hille–Nehari
oscillation criterion to the linear equation (1.14), we have the following corollary.

Corollary 1.7. Suppose that p(t) and q(t) satisfy (1.4) and (1.5), respectively. Suppose that (1.6) has
a nonoscillatory solution x = x0(t) satisfying (1.7), (1.8) and (1.12). Suppose moreover that (1.10)
holds. If

lim inf
t→∞

(∫ t

T

1
P(s)

ds
)(∫ ∞

t
Q(s)ds

)
>

α

2(α + 1)
, (1.15)

then the equation (1.1) is oscillatory.

Corollary 1.7 is a new result, while it is similar to Corollary 1 (ii) in [6].
Now, let

E(α) =
1

α + 1

(
α

α + 1

)α

, µ(α) =
1
2

(
α

α + 1

)α

, (1.16)

and

log 0 t = t, log k t = log (log k−1 t), Log k t =
k

∏
j=1

log j t (k = 1, 2, 3, . . . ).

Then, consider the half-linear equation

(Φα(x′))′ +

(
αE(α)
tα+1 +

µ(α)

tα+1

n

∑
j=1

1
(Log j t)2 + c(t)

)
Φα(x) = 0, (1.17)

where c(t) is a continuous function on an interval [t0, ∞) with sufficiently large t0. The equa-
tion (1.17) is regarded as a perturbation of the half-linear Riemann–Weber (sometimes also
called Euler–Weber) differential equation

(Φα(x′))′ +

(
αE(α)
tα+1 +

µ(α)

tα+1

n

∑
j=1

1
(Log j t)2

)
Φα(x) = 0. (1.18)
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It is known that (1.18) is nonoscillatory. Moreover, the asymptotic forms of (nonoscillatory)
solutions of (1.18) are investigated by Elbert and Schneider [9, Corollary 1]. In this paper we
pay attention to the fact that (1.18) has a nonoscillatory solution x(t) such that

x(t) ∼ tα/(α+1)(Log n t)1/(α+1) (t → ∞). (1.19)

We can prove the following theorem.

Theorem 1.8. If ∫ ∞

t0

tα(Log n t)c(t)dt = ∞, (1.20)

then (1.17) is oscillatory.

The case n = 1 in Theorem 1.8 was obtained by Došlý [2, Corollary 1]. Theorem C in Elbert
and Schneider [9] can be regarded as the case n = 0 in Theorem 1.8.

Next, consider the case where∫ ∞

t0

tα(Log n t)c(t)dt is convergent. (1.21)

The following theorem is known.

Theorem 1.9 (Došlý [4, Theorem 3.3 (i)]). Consider the equation (1.17) under the condition (1.21).
If

−3µ(α) < lim inf
t→∞

(log n+1 t)
∫ ∞

t
sα(Log n s)c(s)ds

≤ lim sup
t→∞

(log n+1 t)
∫ ∞

t
sα(Log n s)c(s)ds < µ(α),

then (1.17) is nonoscillatory.

In the present paper the following theorem will be proved.

Theorem 1.10. Consider the equation (1.17) under the condition (1.21). If

lim inf
t→∞

(log n+1 t)
∫ ∞

t
sα(Log n s)c(s)ds > µ(α), (1.22)

then (1.17) is oscillatory.

Theorem 1.10 gives an improvement of Theorem 3.3 (ii) in [4].
Theorem 5 in [9] can be regarded as the case n = 0 in Theorems 1.9 and 1.10. Note that

Theorem 5 in [9] is restricted to the case n = 0 and∫ ∞

t
sαc(s)ds ≥ 0 for all large t.

In the next section we state several basic (non)oscillatory results for the half-linear differ-
ential equation (1.1). The proofs are contained in the book of Došlý and Řehák [8]. For the
proof of Theorem 1.6 we need some estimates for the function F(u, v) which appears in the
modified Riccati equation associated with (1.1). In Section 3 we state and prove the estimates
for F(u, v). The proof of Theorem 1.6 is given in Section 4. The proofs of Theorems 1.8 and
1.10 are presented in Section 5.
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2 Basic results

For the convenience of the reader we summarize basic (non)oscillatory results for the half-
linear differential equation (1.1). As usual, we use the asterisk notation

ξα∗ = Φα(ξ) = |ξ|αsgn ξ, ξ ∈ R, α > 0.

Then it is easy to see that, for ξ, η ∈ R and α, α1, α2 > 0,

• (ξη)α∗ = ξα∗ηα∗, (−ξ)α∗ = −ξα∗;

• (ξα1∗)α2∗ = ξ(α1α2)∗, (ξα∗)(1/α)∗ = ξ,
(

ξ(1/α)∗
)α∗

= ξ;

• ξα∗ ≤ ηα∗ if and only if ξ ≤ η; ξα∗ < ηα∗ if and only if ξ < η;

ξα∗ = ηα∗ if and only if ξ = η.

With this asterisk notation, the equation (1.1) is rewritten as

(p(t)(x′)α∗)′ + q(t)xα∗ = 0, t ≥ t0.

Lemma 2.1. The equation (1.1) is nonoscillatory if and only if there is a continuously differentiable
function y(t) which satisfies the generalized Riccati differential inequality

y′ + q(t) + αp(t)−1/α|y|(α+1)/α ≤ 0

on an interval [T, ∞), T ≥ t0.

In what follows we consider the equation (1.1) under the condition (1.4). The next theorem
is a half-linear extension of the classical Wintner oscillation criterion for (1.2).

Lemma 2.2. Suppose that (1.4) holds. If ∫ ∞

t0

q(t)dt = ∞,

then (1.1) is oscillatory.

As a next step we consider the case where (1.4) holds and∫ ∞

t0

q(t)dt is convergent. (2.1)

Lemma 2.3. Consider the equation (1.1) under the conditions (1.4) and (2.1). Let x(t) be a nonoscil-
latory solution of (1.1) such that x(t) > 0 for t ≥ T (≥ t0). Then

p(t)
(

x′(t)
x(t)

)α∗
=
∫ ∞

t
q(s)ds + α

∫ ∞

t
p(s)

∣∣∣∣ x′(s)x(s)

∣∣∣∣α+1

ds, t ≥ T.

If the additional condition∫ ∞

t
q(s)ds ≥ 0, ̸≡ 0 on [T+, ∞) for any T+ ≥ T

is satisfied, then x′(t) > 0 for t ≥ T.
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The following lemma is the Hille–Nehari type (non)oscillation criteria for the equation
(1.1).

Lemma 2.4. Consider the equation (1.1) under the conditions (1.4) and (2.1). Let E(α) be the constant
defined by the former part of (1.16).

(i) The equation (1.1) is nonoscillatory provided

−(2α + 1)E(α) < lim inf
t→∞

(∫ t

t0

p(s)−1/αds
)α (∫ ∞

t
q(s)ds

)
≤ lim sup

t→∞

(∫ t

t0

p(s)−1/αds
)α (∫ ∞

t
q(s)ds

)
< E(α).

(ii) The equation (1.1) is oscillatory provided

lim inf
t→∞

(∫ t

t0

p(s)−1/αds
)α (∫ ∞

t
q(s)ds

)
> E(α).

The results mentioned here are half-linear extensions of the classical results for the linear
equation (1.2). For the proofs, see [8].

3 Lemmas

It is known that the function

F(u, v) = |u + v|(α+1)/α − |v|(α+1)/α − α + 1
α

v(1/α)∗u, u, v ∈ R, (3.1)

plays a crucial role in the study of the oscillation and nonoscillation of (1.1).

Lemma 3.1 (see, e.g., Došlý and Fišnarová [6, Lemma 4]). Let x = x(t) and x = x0(t) be
nonoscillatory solutions of (1.1) and (1.6), respectively. Suppose that x(t) > 0 and x0(t) > 0 for
t ≥ T (≥ t0). Then the function

u(t) = p(t)x0(t)α+1
[(

x′(t)
x(t)

)α∗
−
(

x′0(t)
x0(t)

)α∗]
, t ≥ T, (3.2)

is a solution of the modified Riccati differential equation

u′(t) + x0(t)α+1[q(t)− q0(t)]

+ αp(t)−1/αx0(t)−(α+1)/αF(u(t), p(t)x0(t)x′0(t)
α∗) = 0, t ≥ T,

(3.3)

where F(u, v) is defined by (3.1).

Lemma 3.2. Let F(u, v) be the function which is defined by (3.1).

(i) F(u, v) ≥ 0 for all u, v ∈ R; F(u, v) = 0 if and only if u = 0.

(ii) Let k > 0 be a constant. Then there are constants L1(k) > 0 and L2(k) > 0 such that

L1(k)|v|(1/α)−1u2 ≤ F(u, v) ≤ L2(k)|v|(1/α)−1u2 (3.4)

for v > 0 and −v < u ≤ kv.
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(iii) Let k1 and k2 be constants satisfying 0 < k1 < k2. Then there is a constant L(k1, k2) > 0 such
that F(u, v) can be expressed in the following form

F(u, v) =
α + 1
2α2 |v|(1/α)−1u2(1 + R(u, v))

with

|R(u, v)| ≤ |α − 1|
3α

L(k1, k2)|u|

for v > 0 and |u| ≤ k1 < k2 ≤ v.

Proof. It is obvious that F(0, v) = 0. Differentiating the function F(u, v) with respect to u, we
obtain

Fu(u, v) =
α + 1

α
(u + v)(1/α)∗ − α + 1

α
v(1/α)∗, u, v ∈ R,

Fuu(u, v) =
α + 1

α2 |u + v|(1/α)−1, u > −v,

Fuuu(u, v) =
(α + 1)(−α + 1)

α3 (u + v)[(1/α)−2]∗, u > −v.

Then, Fu(0, v) = 0 (v ∈ R) and Fuu(0, v) = [(α + 1)/α2]|v|(1/α)−1 (v > 0).
(i) Let v ∈ R be fixed. It is seen that Fu(u, v) < 0 for u < 0, Fu(u, v) > 0 for u > 0 and

Fu(0, v) = 0. This means that F(u, v) is strictly decreasing on (−∞, 0) and F(u, v) is strictly
increasing on (0, ∞). Then, since F(0, v) = 0, it is clear that F(u, v) ≥ 0 for u ∈ R and
F(u, v) = 0 if and only if u = 0.

(ii) Let v > 0 and −v < u ≤ kv. By Taylor’s theorem with integral remainder we have

F(u, v) = F(0, v) + Fu(0, v)u +
∫ u

0
(u − s)Fuu(s, v)ds.

Hence

F(u, v) =
α + 1

α2

∫ u

0
(u − s)|s + v|(1/α)−1ds

=
α + 1

α2

∫ 1

0
(u − uσ)|uσ + v|(1/α)−1udσ

=
α + 1

α2 |v|(1/α)−1u2
∫ 1

0
(1 − σ)

∣∣∣u
v

σ + 1
∣∣∣(1/α)−1

dσ.

Then, noting

0 ≤ −σ + 1 ≤ u
v

σ + 1 ≤ kσ + 1 (0 ≤ σ ≤ 1),

we find that, for the case 0 < α ≤ 1,

α

α + 1
=
∫ 1

0
(1 − σ)1/αdσ ≤

∫ 1

0
(1 − σ)

∣∣∣u
v

σ + 1
∣∣∣(1/α)−1

dσ

≤
∫ 1

0
(1 − σ)(kσ + 1)(1/α)−1dσ;

and, for the case α > 1,∫ 1

0
(1 − σ)(kσ + 1)(1/α)−1dσ ≤

∫ 1

0
(1 − σ)

∣∣∣u
v

σ + 1
∣∣∣(1/α)−1

dσ

≤
∫ 1

0
(1 − σ)1/αdσ =

α

α + 1
.
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This shows that (3.4) holds with positive constants L1(k) and L2(k) such that, for the case
0 < α ≤ 1,

L1(k) =
1
α

and L2(k) =
α + 1

α2

∫ 1

0
(1 − σ)(kσ + 1)(1/α)−1dσ;

and, for the case α > 1,

L1(k) =
α + 1

α2

∫ 1

0
(1 − σ)(kσ + 1)(1/α)−1dσ and L2(k) =

1
α

.

(iii) Let v > 0 and |u| ≤ k1 < k2 ≤ v. By Taylor’s theorem there is θ such that 0 < θ < 1
and

F(u, v) = F(0, v) + Fu(0, v)u +
Fuu(0, v)

2!
u2 +

Fuuu(θu, v)
3!

u3.

Hence

F(u, v) =
α + 1
2α2 |v|(1/α)−1u2 +

(α + 1)(−α + 1)
6α3 (θu + v)[(1/α)−2]∗u3

=
α + 1
2α2 |v|(1/α)−1u2

[
1 +

−α + 1
3α

|v|−(1/α)+1(θu + v)[(1/α)−2]∗u
]

.

Notice here that
θu + v ≥ −|u|+ v ≥ −k1 + k2 > 0 (0 < θ < 1)

and
0 < − k1

k2
+ 1 ≤ u

v
θ + 1 =

θu + v
v

≤ k1

k2
+ 1 (0 < θ < 1).

Put
R(u, v) =

−α + 1
3α

|v|−(1/α)+1(θu + v)[(1/α)−2]∗u.

Then it is easy to see that

|R(u, v)| ≤ |α − 1|
3α

∣∣∣∣ θu + v
v

∣∣∣∣(1/α)−1

|θu + v|−1|u| ≤ |α − 1|
3α

L(k1, k2)|u|,

where L(k1, k2) is given by

L(k1, k2) =


(

1 +
k1

k2

)(1/α)−1

(k2 − k1)
−1 (0 < α ≤ 1),(

1 − k1

k2

)(1/α)−1

(k2 − k1)
−1 (α > 1).

This proves the part (iii) of Lemma 3.2.

4 Proofs of the results

Proof of Theorem 1.6. Suppose that there is ε ∈ (0, 1) such that (1.14) is oscillatory. Assume, by
contradiction, that the equation (1.1) has a nonoscillatory solution x(t). We may suppose that
x(t) > 0 for t ≥ T. Then, we define the function u(t) by (3.2). By Lemma 3.1, u(t) satisfies
(3.3). Integrating (3.3) from T to t, we obtain

u(t)− u(T) +
∫ t

T
x0(s)α+1[q(s)− q0(s)]ds

+ α
∫ t

T
p(s)−1/αx0(s)−(α+1)/αF(u(s), p(s)x0(s)x′0(s)

α)ds = 0
(4.1)
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for t ≥ T. Since the integrand of the last integral in the left-hand side of (4.1) is nonnegative
for t ≥ T (see Lemma 3.2 (i)), we have either∫ ∞

T
p(s)−1/αx0(s)−(α+1)/αF(u(s), p(s)x0(s)x′0(s)

α)ds = ∞ (4.2)

or ∫ ∞

T
p(s)−1/αx0(s)−(α+1)/αF(u(s), p(s)x0(s)x′0(s)

α)ds < ∞. (4.3)

Suppose first that (4.2) holds. Since (1.10) is assumed to hold, it follows from (4.1) that
u(t) → −∞ as t → ∞. We may suppose that u(t) < 0 for t ≥ T. By Lemma 2.3 we have
x′(t) > 0 for t ≥ T. Hence, by (3.2), we get

−p(t)x0(t)x′0(t)
α = −p(t)x0(t)α+1

(
x′0(t)
x0(t)

)α∗
< u(t) ≤ p(t)x0(t)x′0(t)

α, t ≥ T.

Applying Lemma 3.2 (ii) to the case k = 1, u = u(t) and v = p(t)x0(t)x′0(t)
α, we find that

there are constants L1 = L1(1) > 0 and L2 = L2(1) > 0 such that

L1 p(t)−1x0(t)−2x′0(t)
−α+1u(t)2

≤ p(t)−1/αx0(t)−(α+1)/αF(u(t), p(t)x0(t)x′0(t)
α)

≤ L2 p(t)−1x0(t)−2x′0(t)
−α+1u(t)2, t ≥ T.

Therefore, (3.3) yields

u′(t) + x0(t)α+1 [q(t)− q0(t)] + αL1 p(t)−1x0(t)−2x′0(t)
−α+1u(t)2 ≤ 0

for t ≥ T, and (4.2) gives ∫ ∞

T
p(t)−1x0(t)−2x′0(t)

−α+1u(t)2dt = ∞.

Thus we obtain
u′(t) + Q(t) + αL1P(t)−1u(t)2 ≤ 0, t ≥ T, (4.4)

and ∫ ∞

T
P(t)−1u(t)2dt = ∞. (4.5)

Here the functions P(t) and Q(t) are given by (1.11).
Put

φ(t) =
∫ t

T
P(s)−1ds, t ≥ T. (4.6)

It follows from (4.4) that∫ t

T
(φ(t)− φ(s))2u′(s)ds +

∫ t

T
(φ(t)− φ(s))2Q(s)ds

+ αL1

∫ t

T
(φ(t)− φ(s))2P(s)−1u(s)2ds ≤ 0, t ≥ T.

(4.7)

Denote by I(t) the first term of the left-hand side of (4.7). Then, it is seen that

I(t) = −u(T)φ(t)2 + 2
∫ t

T
(φ(t)− φ(s))P(s)−1u(s)ds, t ≥ T,
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and so, by the Cauchy–Schwarz inequality, we find that

|I(t)| ≤ |u(T)|φ(t)2 + 2
(∫ t

T
P(s)−1ds

)1/2 (∫ t

T
(φ(t)− φ(s))2P(s)−1u(s)2ds

)1/2

for t ≥ T. Therefore, (4.6) and (4.7) yield

1
φ(t)2

∫ t

T
(φ(t)− φ(s))2Q(s)ds ≤ |u(T)|

+
2

φ(t)1/2

(
1

φ(t)2

∫ t

T
(φ(t)− φ(s))2P(s)−1u(s)2ds

)1/2

− αL1

(
1

φ(t)2

∫ t

T
(φ(t)− φ(s))2P(s)−1u(s)2ds

)
, t > T.

(4.8)

It follows from (1.8) and (4.6) that

lim
t→∞

φ(t) =
∫ ∞

T
P(s)−1ds =

∫ ∞

T
p(s)−1x0(s)−2x′0(s)

−α+1ds = ∞,

and, by L’Hospital’s rule and (4.5), we get

lim
t→∞

1
φ(t)2

∫ t

T
(φ(t)− φ(s))2P(s)−1u(s)2ds =

∫ ∞

T
P(s)−1u(s)2ds = ∞.

Let β be a constant such that 0 < β < αL1. Then it is easy to check that (4.8) yields

1
φ(t)2

∫ t

T
(φ(t)− φ(s))2Q(s)ds ≤ − β

φ(t)2

∫ t

T
(φ(t)− φ(s))2P(s)−1u(s)2ds

for all large t, and consequently,

lim
t→∞

1
φ(t)2

∫ t

T
(φ(t)− φ(s))2Q(s)ds = −∞.

On the other hand, the condition (1.10), i.e., the condition

lim
t→∞

∫ t

T
Q(s)ds =

∫ ∞

T
Q(s)ds is convergent

implies

lim
t→∞

1
φ(t)2

∫ t

T
(φ(t)− φ(s))2Q(s)ds =

∫ ∞

T
Q(s)ds ∈ R.

This is a contradiction. Therefore, (4.2) does not occur.
Next suppose that (4.3) holds. Using (1.10), (4.1) and (4.3), we see that limt→∞ u(t) exists

and is finite. Put limt→∞ u(t) = ℓ (∈ R). Integrating the equality (3.3) from t to τ (T ≤ t ≤ τ)

and letting τ → ∞, we obtain

u(t) = ℓ+
∫ ∞

t
x0(s)α+1[q(s)− q0(s)]ds

+ α
∫ ∞

t
p(s)−1/αx0(s)−(α+1)/αF(u(s), p(s)x0(s)x′0(s)

α)ds

for t ≥ T. By Lemma 2.3 we have x′(t) > 0 for t ≥ T. Hence, by (1.7), (3.2) and (1.12), there is
a positive constant k such that

−p(t)x0(t)x′0(t)
α < u(t) ≤ kp(t)x0(t)x′0(t)

α (4.9)
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for all large t. We may suppose that (4.9) is valid for t ≥ T. Applying Lemma 3.2 (ii) to the
case u = u(t) and v = p(t)x0(t)x′0(t)

α, we find that there is a constant L1(k) > 0 such that

L1(k)p(t)−1x0(t)−2x′0(t)
−α+1u(t)2

≤ p(t)−1/αx0(t)−(α+1)/αF(u(t), p(t)x0(t)x′0(t)
α), t ≥ T.

Hence, (4.3) gives ∫ ∞

T
p(t)−1x0(t)−2x′0(t)

−α+1u(t)2dt < ∞.

If limt→∞ u(t) = ℓ ̸= 0, then the above fact contradicts the condition (1.8). Therefore we see
that ℓ = 0.

Since
lim
t→∞

u(t) = ℓ = 0, (4.10)

we find from (1.12) that there are positive constants k1 and k2 such that

|u(t)| ≤ k1 < k2 ≤ p(t)x0(t)x′0(t)
α (4.11)

for all large t. We may suppose that (4.11) holds for t ≥ T. Then, applying Lemma 3.2 (iii) to
the case u = u(t) and v = p(t)x0(t)x′0(t)

α, we deduce that F(u(t), p(t)x0(t)x′0(t)
α) is expressed

as
F(u(t), p(t)x0(t)x′0(t)

α) =
α + 1
2α2 |p(t)x0(t)x′0(t)

α|(1/α)−1u(t)2(1 + R(t)) (4.12)

with

|R(t)| ≤ |α − 1|
3α

L(k1, k2)|u(t)| (4.13)

for t ≥ T. Here, L(k1, k2) is the constant appearing in Lemma 3.2 (iii). Then, (4.12) gives

p(t)−1/αx0(t)−(α+1)/αF(u(t), p(t)x0(t)x′0(t)
α)

=
α + 1
2α2 p(t)−1x0(t)−2x′0(t)

−α+1u(t)2(1 + R(t)), t ≥ T.
(4.14)

By (4.10) and (4.13), we have limt→∞ R(t) = 0, and so

R(t) ≥ −ε for all large t, (4.15)

where ε ∈ (0, 1) is the number in the statement of Theorem 1.6. Then, by (3.3), (4.14) and
(4.15), we find that

u′(t) + Q(t) + (1 − ε)
α + 1

2α
P(t)−1u(t)2 ≤ 0 for all large t.

Therefore the function

y(t) = (1 − ε)
α + 1

2α
u(t) with 0 < ε < 1

satisfies
y′(t) + (1 − ε)

α + 1
2α

Q(t) + P(t)−1y(t)2 ≤ 0 for all large t.

Hence, Lemma 2.1 of the case α = 1 implies that the linear equation (1.14) is nonoscillatory.
This is a contradiction to the assumption that (1.14) is oscillatory. Therefore, (4.3) also does not
occur. Consequently the equation (1.1) is oscillatory. The proof of Theorem 1.6 is complete.

Proof of Corollary 1.7. Corollary 1.7 is a simple combination of Theorem 1.6 and Lemma 2.4 (ii)
with α = 1.
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5 Proofs of the results (continued)

In this section we prove Theorem 1.8 and Theorem 1.10. It is known that the half-linear
Riemann–Weber differential equation (1.18) has a nonoscillatory solution x(t) satisfying (1.19)
(see Elbert and Schneider [9, Corollary 1]). Put

x0(t) = tα/(α+1)(Log n t)1/(α+1), t ≥ T, (5.1)

where T is taken sufficiently large such that t and Log j t (j = 1, 2, . . . , n) are positive for t ≥ T.
It is trivial that x = x0(t) is a positive solution of the equation

(Φα(x′))′ − (Φα(x′0(t)))
′

Φα(x0(t))
Φα(x) = 0

on [T, ∞). We define the function c0(t) by

c0(t) = − (Φα(x′0(t)))
′

Φα(x0(t))
−
(

αE(α)
tα+1 +

µ(α)

tα+1

n

∑
j=1

1
(Log j t)2

)
. (5.2)

Then the function x0(t) is a positive solution of

(Φα(x′))′ +

(
αE(α)
tα+1 +

µ(α)

tα+1

n

∑
j=1

1
(Log j t)2 + c0(t)

)
Φα(x) = 0. (5.3)

In the equations (1.1) and (1.6), let p(t) ≡ 1 and

q(t) =
αE(α)
tα+1 +

µ(α)

tα+1

n

∑
j=1

1
(Log j t)2 + c(t) (5.4)

and

q0(t) =
αE(α)
tα+1 +

µ(α)

tα+1

n

∑
j=1

1
(Log j t)2 + c0(t). (5.5)

Then, the equations (1.1) and (1.6) become (1.17) and (5.3), respectively. The key idea of the
proofs of Theorems 1.8 and 1.10 is to use the equation (5.3), not the equation (1.18).

From the calculation in [4] we see that

x′0(t) =
α

α + 1
t−1/(α+1)(Log n t)1/(α+1)

(
1 +

1
α

n

∑
j=1

1
Log j t

)
, (5.6)

and

(Φα(x′0(t)))
′ =− t−(2α+1)/(α+1)(Log n t)α/(α+1)

×
(

αE(α) + µ(α)
n

∑
j=1

1
(Log j t)2 + O

(
1

(log t)3

))

as t → ∞. Therefore, the function c0(t) defined by (5.2) satisfies

c0(t) = O
(

1
tα+1(log t)3

)
(t → ∞). (5.7)
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By (5.7) it is clear that ∫ ∞

T
c0(s)ds is convergent

and
lim
t→∞

tα
∫ ∞

t
c0(s)ds = 0.

Therefore, in the present case, we find that∫ ∞

T
q0(s)ds is convergent

and ∫ ∞

t
q0(s)ds =

E(α)
tα

+ µ(α)
n

∑
j=1

∫ ∞

t

1
sα+1(Log j s)2 ds +

∫ ∞

t
c0(s)ds.

Then it is easy to see that

lim
t→∞

tα
∫ ∞

t
q0(s)ds = E(α) > 0.

Consequently, the condition (1.9) is satisfied.
By (5.1) and (5.6), the condition (1.7) is satisfied. Furthermore it is easily checked that

x0(t)−2x′0(t)
−α+1 ∼

(
α

α + 1

)−α+1 1
t Log n t

(t → ∞).

Note here that
d
dt

log n+1 t =
1

t Log n t
,

and so ∫ t

T

1
s Log n s

ds = log n+1 t − log n+1 T.

This implies ∫ t

T
x0(s)−2x′0(s)

−α+1ds ∼
(

α

α + 1

)−α+1

log n+1 t (t → ∞), (5.8)

which yields (1.8) with p(t) ≡ 1.
We have ∫ t

T
x0(s)α+1 [q(s)− q0(s)] ds =

∫ t

T
sα(Log n s) [c(s)− c0(s)] ds.

Došlý [4] showed that ∫ ∞

T

Log n s
s(log s)3 ds < ∞

and
lim
t→∞

(log n+1 t)
∫ ∞

t

Log n s
s(log s)3 ds = 0.

Therefore we deduce from (5.7) that∫ ∞

T
sα(Log n s)c0(s)ds is convergent (5.9)

and
lim
t→∞

(log n+1 t)
∫ ∞

t
sα(Log n s)c0(s)ds = 0. (5.10)

We are now ready to prove Theorems 1.8 and 1.10.
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Proof of Theorem 1.8. We apply Theorem 1.3 with p(t) ≡ 1 to the equations (1.17) and (5.3). Let
q(t) and q0(t) be the functions defined by (5.4) and (5.5), respectively. Since (1.8) (p(t) ≡ 1)
and (1.9) are satisfied, the function x0(t) which is defined by (5.1) is the principal solution of
(5.3). In fact, this can be derived from a direct application of Theorem 1.2 with p(t) ≡ 1. For
the case 0 < α ≤ 1, use the part (i), and for the case α ≥ 1 the part (iii). If (1.20) is satisfied,
then (5.9) gives∫ ∞

T
x0(s)α+1 [q(s)− q0(s)] ds =

∫ ∞

T
sα(Log n s) [c(s)− c0(s)] ds = ∞.

Therefore it follows from Theorem 1.3 with p(t) ≡ 1 that if (1.20) is satisfied, then the equation
(1.17) is oscillatory. The proof of Theorem 1.8 is complete.

Proof of Theorem 1.10. We apply Corollary 1.7 with p(t) ≡ 1 to the equations (1.17) and (5.3).
Let q(t) and q0(t) be the functions defined by (5.4) and (5.5), respectively. We first show that
if (1.21) holds, then (1.5) is satisfied. To see this, note that

d
dt

Log n t =
Log n t

t

(
n

∑
j=1

1
Log j t

)

and∫ t

T
c(s)ds =

∫ t

T

1
sα Log n s

sα(Log n s)c(s)ds

= − 1
tα Log n t

∫ ∞

t
rα(Log n r)c(r)dr +

1
Tα Log n T

∫ ∞

T
rα(Log n r)c(r)dr

−
∫ t

T

[
α

sα+1 Log n s
+

1
sα+1 Log n s

(
n

∑
j=1

1
Log j s

)](∫ ∞

s
rα(Log n r)c(r)dr

)
ds.

Therefore we deduce that

lim
t→∞

∫ t

T
c(s)ds exists and is finite

and∫ ∞

t
c(s)ds =

1
tα Log n t

∫ ∞

t
rα(Log n r)c(r)dr

−
∫ ∞

t

[
α

sα+1 Log n s
+

1
sα+1 Log n s

(
n

∑
j=1

1
Log j s

)](∫ ∞

s
rα(Log n r)c(r)dr

)
ds

for t ≥ T. Then it is easy to find that

lim
t→∞

tα
∫ ∞

t
c(s)ds = 0.

Since ∫ ∞

t
q(s)ds =

E(α)
tα

+ µ(α)
n

∑
j=1

∫ ∞

t

1
sα+1(Log j s)2 ds +

∫ ∞

t
c(s)ds,

we obtain
lim
t→∞

tα
∫ ∞

t
q(s)ds = E(α) (> 0).
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Thus we see that the condition (1.5) is satisfied.
As mentioned before, the conditions (1.7) and (1.8) with p(t) ≡ 1 are satisfied. By (5.1)

and (5.6), we have

x0(t)x′0(t)
α =

(
α

α + 1

)α

(Log n t)

(
1 +

1
α

n

∑
j=1

1
Log j t

)α

,

and so limt→∞ x0(t)x′0(t)
α = ∞. Hence the condition (1.12) with p(t) ≡ 1 is also satisfied. By

the definition of P(t) and Q(t) and the properties (5.8) and (5.10), we have(∫ t

T

1
P(s)

ds
)(∫ ∞

t
Q(s)ds

)
=

(∫ t

T
x0(s)−2x′0(s)

−α+1ds
)(∫ ∞

t
x0(s)α+1[q(s)− q0(s)]ds

)
= ε1(t)

(
α

α + 1

)−α+1

(log n+1 t)
(∫ ∞

t
sα(Log n s)[c(s)− c0(s)]ds

)
= ε1(t)

(
α

α + 1

)−α+1

(log n+1 t)
(∫ ∞

t
sα(Log n s)c(s)ds

)
+ ε2(t),

where ε1(t) and ε2(t) are functions such that

lim
t→∞

ε1(t) = 1 and lim
t→∞

ε2(t) = 0,

respectively. Then it is easy to see that (1.22) implies (1.15). Thus, by Corollary 1.7, we can
conclude that if (1.22) holds, then the equation (1.17) is oscillatory. The proof of Theorem 1.10
is complete.

Finally we present an equation whose oscillation follows from Theorem 1.10 and does not
follow from Theorem 3.3 (ii) in [4].

Example 5.1. Consider the equation (1.17) of the case

c(t) = µ(α)
k + sin(2k log n+2 t)− 2k cos(2k log n+2 t)

tα+1(Log n+1 t)2 , (5.11)

where k is a constant satisfying k > 2. In this case it can be shown without difficulty that the
condition (1.21) is satisfied and∫ ∞

t
sα(Log n s)c(s)ds = µ(α)

k + sin(2k log n+2 t)
log n+1 t

.

Therefore we have

lim inf
t→∞

(log n+1 t)
∫ ∞

t
sα(Log n s)c(s)ds = µ(α)(k − 1) > µ(α).

Hence, by Theorem 1.10, we can conclude that, for any α > 0, the equation (1.17) with (5.11)
is oscillatory.

Theorem 3.3 (ii) in [4] requires the condition that there is a constant γ satisfying

tα+1(log t)3c(t) ≥ γ >
2(α + 1)(α − 1)

3α2

(
α

α + 1

)α+1
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for all large t. If α ≥ 1, this condition leads to c(t) > 0 for all large t. There exists a sequence
{ti}∞

i=1 such that lim ti = ∞ (i → ∞) and

k log n+2 ti = πi for all large i.

Then, for the function c(t) given by (5.11),

c(ti) = µ(α)
−k

tα+1
i (Log n+1 ti)2

< 0 for all large i.

Therefore, if α ≥ 1, then we cannot apply Theorem 3.3 (ii) in [4] to the present case.
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[8] O. Došlý, P. Řehák, Half-linear differential equations, North-Holland Mathematics Studies,
Vol. 202, Elsevier, Amsterdam, 2005. MR2158903; Zbl 1090.34001

[9] Á. Elbert, A. Schneider, Perturbations of the half-linear Euler differential equa-
tion, Results Math. 37(2000), 56–83. https://doi.org/10.1007/BF03322512; MR1742294;
Zbl 0958.34029

[10] S. Luey, H. Usami, Asymptotic forms of solutions of half-linear ordinary differential
equations with integrable perturbations, Hiroshima Math. J. 53(2023), 171–189. https://
doi.org/10.32917/h2022005; MR4612154; Zbl 1528.34044

https://www.ams.org/mathscinet-getitem?mr=2509168
https://zbmath.org/?q=an:1211.34043
https://doi.org/10.1016/j.jmaa.2005.10.051
https://www.ams.org/mathscinet-getitem?mr=2262216
https://zbmath.org/?q=an:1107.34030
https://www.ams.org/mathscinet-getitem?mr=2272298
https://zbmath.org/?q=an:1135.34314
https://doi.org/10.14232/ejqtde.2016.8.10
https://www.ams.org/mathscinet-getitem?mr=1012.34029
https://zbmath.org/?q=an:1389.34106
https://doi.org/10.1556/sscmath.36.2000.3-4.16
https://doi.org/10.1556/sscmath.36.2000.3-4.16
https://www.ams.org/mathscinet-getitem?mr=1798750
https://zbmath.org/?q=an:1012.34029
https://doi.org/10.1016/j.na.2010.07.049
https://doi.org/10.1016/j.na.2010.07.049
https://www.ams.org/mathscinet-getitem?mr=2728552
https://zbmath.org/?q=an:1207.34041
https://www.ams.org/mathscinet-getitem?mr=2259737
https://zbmath.org/?q=an:1123.34028
https://www.ams.org/mathscinet-getitem?mr=2158903
https://zbmath.org/?q=an:1090.34001
https://doi.org/10.1007/BF03322512
https://www.ams.org/mathscinet-getitem?mr=1742294
https://zbmath.org/?q=an:0958.34029
https://doi.org/10.32917/h2022005
https://doi.org/10.32917/h2022005
https://www.ams.org/mathscinet-getitem?mr=4612154
https://zbmath.org/?q=an:1528.34044


18 M. Naito

[11] J. D. Mirzov, On some analogs of Sturm’s and Kneser’s theorems for nonlinear systems,
J. Math. Anal. Appl. 53(1976), 418–425. MR0402184; Zbl 0327.34027

[12] M. Naito, Remarks on the existence of nonoscillatory solutions of half-linear ordi-
nary differential equations, I, Opuscula Math. 41(2021), 71–94. https://doi.org/10.7494/
OpMath.2021.41.1.71; MR4302442; Zbl 1478.34064

[13] M. Naito, Existence and asymptotic behavior of nonoscillatory solutions of half-linear
ordinary differential equations, Opuscula Math. 43(2023), 221–246. https://doi.org/10.
7494/OpMath.2023.43.2.221; MR4260839; Zbl 1523.34057

[14] M. Naito, H. Usami, On the existence and asymptotic behavior of solutions of half-
linear ordinary differential equations, J. Differential Equations 318(2022), 359–383. https:
//doi.org/10.1016/j.jde.2022.02.025; MR4387287; Zbl 1497.34075
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