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Abstract. In this paper, we use variational methods to prove the existence of a positive
solution for the following class of logarithmic fractional Schrödinger–Poisson system:{

ϵ2s (−∆)s u + V(x)u − ϕ(x)u = u log u2 in R3,
ϵ2t (−∆)t ϕ = |u|2 in R3,

where ϵ > 0, s, t ∈ (0, 1), (−∆)α is the fractional Laplacian and V is a saddle-like
potential.
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1 Introduction and main result

In this article, we consider the following fractional Schrödinger–Poisson system:{
ϵ2s (−∆)s u + V(x)u − ϕ(x)u = u log u2 in R3,

ϵ2t (−∆)t ϕ = |u|2 in R3,
(1.1)

where ϵ > 0 is a small parameter, s, t ∈ (0, 1) and (−∆)α, with α ∈ {s, t}, is the fractional
Laplacian operator which may be defined for any u : R3 → R belonging to the Schwartz class
by

(−∆)αu(x) = C(3, α)P.V.
∫

R3

u(x)− u(y)
|x − y|3+2α

dy (x ∈ R3),

where P.V. stands for the Cauchy principal value and C(3, α) is a normalizing constant; see Di
Nezza–Palatucci–Valdinoci [13]. In recent years, there has been a surge of interest in studying
partial differential equations involving nonlocal fractional Laplace operators. This type of
nonlocal operator comes up naturally in the real world in many different applications, such as
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phase transitions, game theory, finance, image processing, Lévy processes, and optimization.
For more details and applications, we refer the interested reader to the works of Applebaum
[6], Bahrouni–Rădulescu–Winkert [7], Caffarelli–Silvestre [9], Di Nezza–Palatucci–Valdinoci
[13], Molica Bisci–Rădulescu–Servadei [21], Pucci–Xiang–Zhang [23, 24] and their references.

In the fractional scenario, there are many results for the fractional Schrödinger–Poisson
system. Teng [29] studied the existence of ground state solutions for the fractional
Schrödinger–Poisson system with the critical Sobolev exponent. Yang–Yu–Zhao [31] were
concerned with the existence and concentration behavior of ground state solutions for the
fractional Schrödinger–Poisson system with critical nonlinearity. Ambrosio [5] used penaliza-
tion techniques and Ljusternik–Schnirelmann theory to deal with the multiplicity and con-
centration of positive solutions for a fractional Schrödinger–Poisson type system with critical
growth. Meng–Zhang–He [20] dealt with the existence of a positive and a sign-changing least
energy solution for a class of fractional Schrödinger–Poisson system with critical growth and
vanishing potentials. Finally, other interesting results in this direction can be found in the
papers of Chen–Li–Peng [10], Ji [15], Murcia–Siciliano [22], Qu–He [25] and the references
therein.

The case where potential V has a saddle-like geometry was considered in del Pino–Felmer–
Miyagaki [12], essentially they assumed the potential V is bounded and V ∈ C2(R3), which
verifies the following conditions:

Fix two subspaces X, Y ⊂ R3 such that R3 = X ⊕ Y, then fix c0, c1 > 0 such that

c0 = inf
z∈R3

V(z) > 0 and c1 = sup
x∈X

V(x),

satisfying the following geometric condition

(V1) There exists a number λ ∈ (0, 1), such that

c0 = inf
R>0

sup
x∈∂BR(0)∩X

V(x) < inf
y∈Yλ

V(y).

where Yλ is the cone about Y given by

Yλ =
{

z ∈ R3 : |z · y| > λ|z||y|, for some y ∈ Y
}

.

In addition to the above hypotheses, they imposed the conditions below:

(V2) The functions V, ∂V
∂xi

, ∂2V
∂xi∂xj

are bounded in R3, for all i, j ∈ {1, 2, 3};

(V3) V satisfies the Palais–Smale condition, that is, if (xn) ⊂ R3, such that (V(xn)) is limited
and ∇V(xn) → 0, then (xn) possesses a convergent subsequence in R3.

Using the above conditions on V, and supposing that

c1 < 2
2(p−1)

N+2−p(N−2) c0,

the authors studied the existence of positive solutions for the following Schrödinger equation:

−ϵ2∆u + V(z)u = |u|p−2u in RN ,
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where p ∈ (2, 2∗) if N ≥ 3 and p ∈ (2,+∞) if N = 1, 2, for ϵ > 0 small enough. After,
Alves [1] showed the existence of a positive solution for the following elliptic equation with
exponential critical growth in R2:

−ϵ2∆u + V(z)u = f (u) in R2,

Alves and Miyagaki [4] considered the following nonlinear fractional elliptic equation with
critical growth in RN :

ϵ2s (−∆)s u + V(z)u = λ|u|q−2u + |u|2∗s −2u in RN ,

where λ > 0 is a positive parameter, q ∈ (2, 2∗s ). Recently, under the same assumptions on the
potential V, Alves and Ji [3] used the variational method to prove the existence of a positive
solution for the following logarithmic Schrödinger equation:

−ϵ2∆u + V(z)u = u log u2 in RN .

Motivated by the above papers, in this work we consider the correlation result of the
fractional Schrödinger–Poisson system. Now, we state the main result.

Theorem 1.1. Suppose that V satisfies (V1)–(V3). If V(0) > c0 and c1 < c0 + 1, then there exists
ϵ0 > 0 such that for each ϵ ∈ (0, ϵ0), the system (1.1) has a positive solution.

Remark 1.2. Noting that in this paper we consider the nonlocal term ϕ with negative coeffi-
cient. We want to point out that if we deal with the positive nonlocal term, i.e.,{

ϵ2s (−∆)s u + V(x)u + ϕ(x)u = u log u2 in R3,

ϵ2t (−∆)t ϕ = |u|2 in R3,
(1.2)

it is not easy to obtain the boundedness of Palais–Smale sequence (un). In fact, by the log-
arithmic Sobolev inequality, the key point is to prove the boundedness of (un), where the
negative coefficient plays an important role, see Lemma 3.7. In contrast, if we study (1.2),
the inequality may not necessarily hold true, then the boundedness of (un) fails to obtain.
However, we believe system (1.2) is an interesting problem, we shall consider it further in our
future work.

The paper is organized as follows. In Section 2, we recall some lemmas which we will use
in the paper. In Section 3, we show some estimates and prove a technical result. In Section 4,
we apply the deformation lemma to provide the proof of Theorem 1.1.

2 Preliminaries

If A ⊂ R3, we denote by |u|Lq(A) the Lq(A)-norm of a function u : R3 → R, and by |u|q its
Lq(R3)-norm. Let us define Ds,2(R3) as the completion of C∞

c (R3) with respect to

[u]2 =
∫∫

R6

|u(x)− u(y)|2
|x − y|3+2s dxdy.

Then, we consider the fractional Sobolev space

Hs(R3) =
{

u ∈ L2 (R3) : [u] < ∞
}

,
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endowed with the norm
∥u∥2 = [u]2 + |u|22.

Now, we recall the following main embeddings for the fractional Sobolev spaces, see
Di Nezza–Palatucci–Valdinoci [13].

Lemma 2.1. Let s ∈ (0, 1). Then Hs(R3) is continuously embedded in Lp(R3) for any p ∈ [2, 2∗s ]
and compactly in Lp

loc(R
3) for any p ∈ [1, 2∗s ) with 2∗s = 6

3−2s .

We also recall a version of the well-known concentration-compactness principle, see
Felmer–Quaas–Tan [14].

Lemma 2.2. If (un) is a bounded sequence in Hs(R3) and if

lim
n→∞

sup
y∈R3

∫
BR(y)

|un|2 dx = 0,

where R > 0, then un → 0 in Lr(R3) for all r ∈ (2, 2∗s ).

By Lemma 2.1, we have
Hs(R3) ⊂ L

12
3+2t (R3). (2.1)

For any fixed u ∈ Hs(R3), Lu : Dt,2(R3) → R be the functional given by

Lu(v) =
∫

R3
u2vdx,

which is continuous in view of the Hölder inequality and (2.1). Indeed

|Lu(v)| ≤
(∫

R3
|u| 12

3+2t dx
) 3+2t

6
(∫

R3
|v|2∗t dx

) 1
2∗t ≤ C∥u∥2∥v∥Dt,2 ,

where

∥v∥2
Dt,2 =

∫∫
R6

|v(x)− v(y)|2
|x − y|3+2t dxdy.

Then, by the Lax–Milgram Theorem there is a unique ϕt
u ∈ Dt,2(R3), such that

〈
ϕt

u, v
〉

for
each v ∈ Dt,2(R3), where ⟨·, ·⟩ is the inner product on Dt,2(R3). Thus, we obtain the t-Riesz
formula

ϕt
u(x) = ct

∫
R3

u2(y)
|x − y|3−2t dy, where ct = π− 3

2 2−2t Γ(3 − 2t)
Γ(t)

,

is the only weak solution of the problem

(−∆)tϕt
u = u2 in R3.

Then, we state the following useful properties whose proofs can be found in Liu–Zhang
[19] and Teng [29]:

Lemma 2.3. For all u ∈ Hs(R3), then the following properties hold:

(1) ∥ϕt
u∥Dt,2 ≤ C|u|212

3+2t
≤ C∥u∥2 and

∫
R3 ϕt

uu2dx ≤ Ct|u|412
3+2t

. Moreover ϕt
u : Hs(R3) →

Dt,2(R3) is continuous and maps bounded sets into bounded sets;

(2) ϕt
u ≥ 0 in R3;
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(3) if y ∈ R3 and ū(x) = u(x + y), then ϕt
ū(x) = ϕt

u(x + y) and
∫

R3 ϕt
ūū2dx =

∫
R3 ϕt

uu2dx;

(4) ϕt
ru = r2ϕt

u for all r ∈ R;

(5) if un ⇀ u in Hs(R3), then ϕt
un

⇀ ϕt
u in Dt,2(R3);

(6) if un ⇀ u in Hs(R3), then
∫

R3 ϕt
un

u2dx =
∫

R3 ϕt
(un−u) (un − u)2 dx +

∫
R3 ϕt

uu2dx + on(1);

(7) if un → u in Hs(R3), then ϕt
un

→ ϕt
u in Dt,2(R3) and

∫
R3 ϕt

un
u2dx →

∫
R3 ϕt

uu2dx.

In order to study system (1.1), we use the change of variable x → ϵx, and the system (1.1)
is equivalent to the easier handle system{

(−∆)s u + V(ϵx)u − ϕ(ϵx)u = u log u2 in R3,

(−∆)t ϕ = |u|2 in R3.
(2.2)

Substituting ϕt = ϕt
u into system (2.2), we can rewrite (2.2) as a single equation

(−∆)s u + V(ϵx)u − ϕt
uu = u log u2 in R3. (2.3)

We shall use the variational method to study the problem (2.3). Note that, a weak solution of
(2.3) in Hs(R3) is a critical point of the associated energy functional

Iϵ(u) :=
1
2
∥u∥2

ϵ −
1
4

∫
R3

ϕt
u|u|2dx − 1

2

∫
R3

u2 log u2dx,

defined for all u ∈ Hϵ where

Hϵ :=
{

u ∈ Hs(R3) :
∫

R3
V(ϵx)u2dx < ∞

}
is endowed with the norm

∥u∥2
ϵ := [u]2 +

∫
R3

(V(ϵx) + 1) u2dx.

Obviously, Hϵ is a Hilbert space with inner product

(u, v)ϵ =
∫∫

R6

(u(x)− u(y))(v(x)− v(y))
|x − y|3+2s dxdy +

∫
R3

(V(ϵx) + 1) uvdx.

Definition 2.4. A solution of the problem (2.3) is a function u ∈ Hs(R3) such that u2 log u2 ∈
L1(R3) and ∫∫

R6

(u(x)− u(y))(v(x)− v(y))
|x − y|3+2s dxdy +

∫
R3

V(ϵx)uvdx

−
∫

R3
ϕt

uuvdx =
∫

R3
uv log u2dx, ∀u, v ∈ C∞

0 (R3).

Due to the lack of smoothness of Iϵ, we shall use the approach explored in Ji–Szulkin [16]
and Squassina–Szulkin [26]. Let us decompose it into a sum of a C1 functional plus a convex
lower semicontinuous functional, respectively. For δ > 0, let us define the following functions:

F1(ξ) =


0, if ξ = 0,

− 1
2 ξ2 log ξ2 if 0 < |ξ| < δ,

− 1
2 ξ2 (log δ2 + 3

)
+ 2δ|ξ| − 1

2 δ2, if |ξ| ≥ δ
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and

F2(ξ) =

{
0, if |ξ| < δ,
1
2 ξ2 log

(
ξ2/δ2)+ 2δ|ξ| − 3

2 ξ2 − 1
2 δ2, if |ξ| ≥ δ.

Then,

F2(ξ)− F1(ξ) =
1
2

ξ2 log ξ2, ∀ξ ∈ R,

and the functional Iϵ : Hϵ → (−∞,+∞] may be rewritten as

Iϵ(u) = Φϵ(u) + Ψ(u), u ∈ Hϵ, (2.4)

where
Φϵ(u) =

1
2
∥u∥2

ϵ −
1
4

∫
R3

ϕt
u|u|2dx −

∫
R3

F2(u)dx,

and
Ψ(u) =

∫
R3

F1(u)dx,

As proven in Ji–Szulkin [16] and Squassina–Szulkin [26], F1, F2 ∈ C1(R, R). If δ > 0 is small
enough, F1 is convex, even,

F1(ξ) ≥ 0 and F′
1(ξ)ξ ≥ 0, ∀ξ ∈ R.

For each fixed p ∈ (2, 2∗s ), there exists C > 0 such that

|F′
2(ξ)| ≤ C|ξ|p−1, ∀ξ ∈ R.

If potential V in (2.3) is replaced by a constant A > −1, we have the following problem

(−∆)s u + Au − ϕt
uu = u log u2 in R3. (2.5)

And the corresponding energy functional associated to (2.5) will be denoted by IA : Hϵ →
(−∞,+∞] and defined as

IA(u) =
1
2
[u]2 +

1
2

∫
R3
(A + 1)u2dx − 1

4

∫
R3

ϕt
u|u|2dx − 1

2

∫
R3

u2 log u2dx.

Moreover, let us denote by m(A) the mountain pas level associated with IA, which possesses
the following characterizations

m(A) = inf
u∈Hϵ\{0}

{
max
t≥0

IA(tu)
}

= inf
u∈MA

IA(u),

where MA is the Nehari Manifold associated with IA, given by

MA =
{

u ∈ Hϵ \ {0} : I ′
A(u)u = 0

}
.

3 Technical results

In the section, we recall some definitions that can be found in Szulkin [28].

Definition 3.1. Let E be a Banach space, E′ be the dual space of E and ⟨·, ·⟩ be the duality
paring between E′ and E. Let J : E → R be a functional of the form J(u) = Φ(u) + Ψ(u),
where Φ ∈ C1(E, R) and Ψ is convex and lower semicontinuous. Let us list some definitions:
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(i) The sub-differential ∂J(u) of the functional J at a point u ∈ E is the following set{
w ∈ E′ :

〈
Φ′(u), v − u

〉
+ Ψ(v)− Ψ(u) ≥ ⟨w, v − u⟩, ∀v ∈ E

}
; (3.1)

(ii) A critical point of J is a point u ∈ E such that J(u) < +∞ and 0 ∈ ∂J(u), i.e.〈
Φ′(u), v − u

〉
+ Ψ(v)− Ψ(u) ≥ 0, ∀v ∈ E; (3.2)

(iii) A Palais–Smale sequence at level d for J is a sequence (un) ⊂ E such that J(un) → d and
there exists a numerical sequence τn → 0+ with〈

Φ′(un), v − un
〉
+ Ψ(v)− Ψ(un) ≥ −τn ∥v − un∥ , ∀v ∈ E;

(iv) The functional J satisfies the Palais–Smale condition at level d ((PS)d condition, for short)
if all Palais–Smale sequences at level d have a convergent subsequence;

(v) The effective domain of J is the set D(J) = {u ∈ E : J(u) < +∞}.

In what follows, for each u ∈ D(Iϵ), we set the functional I ′
ϵ(u) : Hϵ,c → R given by〈

I ′
ϵ(u), z

〉
=
〈
Φ′

ϵ(u), z
〉
−
∫

F′
1(u)zdx, ∀z ∈ Hϵ,c,

where
Hϵ,c = {u ∈ Hϵ : u has compact support },

and define ∥∥I ′
ϵ(u)

∥∥ = sup
{〈

I ′
ϵ(u), z

〉
: z ∈ Hϵ,c and ∥z∥ϵ ≤ 1

}
.

If ∥I ′
ϵ(u)∥ is finite, then I ′

ϵ(u) may be extended to a bounded operator in Hϵ, and so, it can
be seen as an element of H′

ϵ.

Lemma 3.2. Let Iϵ satisfy (2.4), then:

(i) If u ∈ D(Iϵ) is a critical point of Iϵ. Then, the following hold:〈
Φ′

ϵ(u), v − u
〉
+ Ψ(v)− Ψ(u) ≥ 0, ∀v ∈ Hϵ;

(ii) For each u ∈ D(Iϵ) such that ∥I ′
ϵ(u)∥ < +∞, we have ∂Iϵ(u) ̸= ∅, that is, there exists

w ∈ H′
ϵ, which is denoted by w = I ′

ϵ(u), such that〈
Φ′

ϵ(u), v − u
〉
+
∫

R3
F1(v)dx −

∫
R3

F1(u)dx ≥ ⟨w, v − u⟩, ∀v ∈ Hϵ;

(iii) If a function u ∈ D(Iϵ) is a critical point of Iϵ, then u is a solution of (2.3);

(iv) If (un) ⊂ Hϵ is a Palais–Smale sequence, then〈
I ′

ϵ (un) , z
〉
= on(1)∥z∥ϵ, ∀z ∈ Hϵ,c;

(v) If Ω is a bounded domain with regular boundary, then Ψ (and hence Iϵ) is of class C1 in Hs(Ω).
More precisely, the functional

Ψ(u) =
∫

Ω
F1(u)dx, ∀u ∈ Hs(Ω)

belongs to C1 (Hs(Ω), R).
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Proof. (i) follows from (3.2). (ii) can be obtained arguing as in the proof of Squassina–Szulkin
[27] and recalling that C∞

c (R3) is dense in Hϵ. (iii) and (iv) follow the same lines of the proofs
of Ji–Szulkin [16]. To verify (v), since |F′

1(τ)| ≤ C(1 + |τ|q−1) with q ∈ (2, 2∗s ), it is enough to
proceed as in the proof of Willem [30].

As a consequence of the above proprieties, we have the following result.

Lemma 3.3. If u ∈ D(Iϵ) and ∥I ′
ϵ(u)∥ < +∞, then F′

1(u)u ∈ L1(R3).

Proof. Let ϖ ∈ C∞
c (R3) be such that 0 ≤ ϖ ≤ 1 in R3, ϖ(x) = 1 for |x| ≤ 1 and ϖ(x) = 0 for

|x| ≥ 2. For R > 0 and u ∈ D(Iϵ), let ϖR(x) = ϖ( x
R ) and uR(x) = ϖR(x)u(x). Let us prove

that
lim

R→∞
∥uR − u∥ϵ = 0. (3.3)

Clearly, uR → u in L2(R3). On the other hand,

[uR − u]2 ≤ 2
[∫∫

R6

|ϖR(x)− ϖR(y)|2
|x − y|3+2s |u(x)|2dxdy +

∫∫
R6

|u(x)− u(y)|2
|x − y|3+2s |ϖR(x)− 1|2dxdy

]
= 2 [AR + BR] .

Since

AR =
∫∫

R6

|ϖR(x)− ϖR(y)|2
|x − y|3+2s |u(x)|2dxdy

=
∫

R3
|u(x)|2

(∫
|x−y|>R

|ϖR(x)− ϖR(y)|2
|x − y|3+2s dx +

∫
|x−y|≤R

|ϖR(x)− ϖR(y)|2
|x − y|3+2s dx

)
dy

≤
∫

R3
|u(x)|2

(∫
|x−y|>R

4∥ϖ∥2
L∞(R3)

|x − y|3+2s dx + R−2
∫
|x−y|≤R

∥∇ϖ∥2
L∞(R3)

|x − y|3+2s dx

)
dy

≤ C
∫

R3
|u(x)|2dy

(∫ ∞

R

1
r2s+1 dr + R−2

∫ R

0

1
r2s−1 dr

)
≤ C

R2s ,

it follows that 0 ≤ AR → 0. Moreover, BR → 0 by the dominated convergence theorem. Then,
(3.3) holds.

From Lemma 3.2-(ii),

〈
Φ′

ϵ(u), uR
〉
+
∫

R3
F′

1(uR)uRdx = ⟨w, uR⟩, ∀w ∈ H′
ϵ. (3.4)

Then, combining (3.3), (3.4) with Lemma 3.2-(v), we can see that
∫

R3 F′
1(u)uRdx ≤ C for large

R > 0. From uR → u a.e. in R3 as R → ∞ and Fatou’s lemma, we derive that∫
R3

F′
1(u)udx ≤ lim inf

R→∞

∫
R3

F′
1(u)uRdx ≤ lim inf

R→∞

∫
R3

F′
1(u)ϖRdx ≤ C

The proof has been completed.

An immediate consequence of the last lemma is the following.
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Corollary 3.4. For each u ∈ D(Iϵ)\{0} with ∥I ′
ϵ(u)∥ < +∞, we have that

I ′
ϵ(u)u = [u]2 +

∫
R3

V(ϵx)u2dx −
∫

R3
ϕt

uu2dx −
∫

R3
u2 log u2dx,

and
Iϵ(u)−

1
2
I ′

ϵ(u)u =
1
2

∫
R3

u2dx +
1
4

∫
R3

ϕt
uu2dx.

Corollary 3.5. If (un) ⊂ Hϵ is a (PS) sequence for Iϵ, then I ′
ϵ(un)un = on(1)∥un∥ϵ. If (un) is

bounded, we have

Iϵ (un) = Iϵ (un)−
1
2
I ′

ϵ (un) un + on(1)∥un∥ϵ

=
1
2

∫
R3

u2
ndx +

1
4

∫
R3

ϕt
un

u2
ndx + on(1)∥un∥ϵ, ∀n ∈ N.

Corollary 3.6. If u ∈ Hϵ is a critical point of Iϵ and v ∈ Hϵ verifies F′
1(u)v ∈ L1(R3), then

I ′
ϵ(u)v = 0.

Now, we will prove some results that will be useful in the proof of Theorem 1.1.

Lemma 3.7. For any ϵ > 0, all (PS) sequences of Iϵ are bounded in Hϵ.

Proof. Let (un) be a (PS)d sequence. By Corollary 3.5, one concludes∫
R3

u2
ndx +

1
2

∫
R3

ϕt
un

u2
ndx = 2Iϵ(un)− I ′

ϵ(un)un

= 2d + on(1) + on(1) ∥un∥ϵ

≤ C + on(1) ∥un∥ϵ ,

for some C > 0. Consequently,

∥un∥2
ϵ ≤ C + on(1)∥un∥ϵ. (3.5)

Let us employ the following logarithmic Sobolev inequality found in Lieb–Loss [17],∫
R3

u2 log u2dx ≤ a2

π
|∇u|22 +

(
log |u|22 − 3(1 + log a)

)
|u|22, (3.6)

for all a > 0. Fixing a2

π = 1
4 and ξ ∈ (0, 1), the inequalities (3.5) and (3.6) yield that∫

R3
u2

n log u2
ndx ≤ 1

4
|∇un|22 + C

(
log |un|22 + 1

)
|un|22

≤ 1
4
|∇un|22 + C1 (1 + ∥un∥ϵ)

1+ξ .
(3.7)

Then by (3.7), we have that

d + on(1) = Iϵ(un)−
1
4
I ′

ϵ(un)un

≥ 1
4
∥un∥2

ϵ −
1
4

∫
R3

u2
n log u2

ndx

≥ C
(
∥un∥2

ϵ − (1 + ∥un∥ϵ)
1+ξ
)

,

which shows that the sequence (un) is bounded.
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Lemma 3.8. Suppose that V satisfies (V1)–(V3). For each σ > 0, there exists ϵ0 = ϵ0(σ) > 0 such
that, if (un) is a (PS)c sequence for Iϵ with c ∈ (m (c0) + σ/2, 2m (c0)− σ) and ϵ ∈ (0, ϵ0), then
(un) has a weak limit u0 ̸= 0.

Proof. We shall prove the lemma arguing by contradiction, by supposing that there exists
σ > 0, a sequence ϵn → 0 and (un

m) ⊂ Hϵ such that

lim
m→+∞

Iϵn (u
n
m) = cn and lim

m→+∞
∥I ′

ϵn
(un

m) ∥ = 0,

with un
m ⇀ 0, as m → +∞.

Claim I: There exists δ > 0, such that

lim inf
m→+∞

sup
y∈R3

∫
BR(y)

|un
m|

2 dx ≥ δ, ∀n ∈ N.

Indeed, if the Claim does not hold, there is
(
nj
)
⊂ N satisfying

lim inf
m→+∞

sup
y∈R3

∫
BR(y)

∣∣∣unj
m

∣∣∣2 dx ≤ 1
j
, ∀j ∈ N.

Then, for each j ∈ N, there is mj large enough such that

sup
y∈R3

∫
BR(y)

|unj
mj |

2dx ≤ 2
j
, |Iϵn(u

nj
nm)− cnj | ≤

1
j
, and

∥∥∥I ′
ϵn
(u

nj
mj)
∥∥∥ ≤ 1

j
, ∀j ∈ N. (3.8)

Setting wj = u
nj
mj , it shows that (wj) is a bounded sequence, and by Lions [18],

lim sup
j→+∞

∣∣wj
∣∣

p = 0, ∀p ∈ (2, 2∗s ).

Then, we can see

lim sup
j→+∞

∫
R3

F′
2
(
wj
)

wjdx = 0 and lim sup
j→+∞

∫
R3

ϕt
wj

w2
j dx = 0.

On the other hand, it follows from (3.8) that∥∥wj
∥∥2

ϵnj
+
∫

R3
F′

1(wj)wjdx = I ′
ϵnj
(wj)wj +

∫
R3

F′
2(wj)wjdx +

∫
R3

ϕt
wj

w2
j dx

≤ oj(1)
∥∥wj

∥∥
ϵnj

,

where it follows that

lim sup
j→+∞

∥wj∥2
ϵnj

= 0 and lim sup
j→+∞

∫
R3

F′
1(wj)wjdx = 0.

Combining this fact with convexity of F1, we can see that

lim sup
j→+∞

∫
R3

F1(wj)dx = 0.

The above analysis imply that Iϵnj
(wj) → 0 as j → +∞, and so, cnj → 0 as j → +∞, which is

contradictory because cnj > m (c0) + σ/2 for all j ∈ N. This proves the Claim I.
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For each n ∈ N, there exists (zn
m) ⊂ R3 such that∫

BR(zn
m)
|un

m|
2 dx ≥ δ

2
, ∀n ∈ N.

Since un
m ⇀ 0 as m → +∞, we have that |zn

m| → +∞ as m → +∞. From the above study, for
each n ∈ N, we fix mn ∈ N large enough satisfying∫

BR(zn
m)
|un

m|2dx ≥ δ

2
, |ϵnzn

mn
| ≥ n, ∥I ′

ϵn
(un

mn
)∥ϵ ≤

1
n

and |Iϵn(u
n
mn
)− cn| ≤

1
n

.

In what follows, we denote by (zn) and (un) the sequences (zn
mn
) and (un

mn
) respectively. Then,

∫
BR(zn)

|un|2dx ≥ δ

2
, |ϵnzn| ≥ n, ∥I ′

ϵn
(un)∥ϵ ≤

1
n

and |Iϵn(un)− cn| ≤
1
n

.

The boundedness of (un) follows by standard arguments. Then, for some subsequence,
there exists u ∈ Hϵ such that

un ⇀ u in Hϵ.

Considering ωn = un(·+ zn), we have that (ωn) is bounded in Hϵ. Thus, there exists ω ∈ Hϵ

such that
ωn ⇀ ω in Hϵ,

and ∫
BR(0)

|ω|2dx = lim inf
n→+∞

∫
BR(0)

|ωn|2 dx = lim inf
n→+∞

∫
BR(zn)

|un|2dx ≥ δ

2
,

which implies that ω ̸= 0.
Now, for each φ ∈ C∞

0 (R3), we have the equality below

∫∫
R6

(ωn(x)− ωn(y))(φ(x)− φ(y))
|x − y|3+2s dxdy +

∫
R3

V (ϵnzn + ϵnx)ωn φdx

−
∫

R3
ϕt

ωn
ωn φdx −

∫
R3

ωn φ log ω2
ndx = on(1)∥φ∥ϵ,

(3.9)

showing that ω is a nontrivial solution of the problem

(−∆)su + α1u − ϕt
uu = u log u2 in R3, (3.10)

where
α1 = lim

n→+∞
V(ϵnzn).

From Cabré–Sire [8], Caffarelli–Silvestre [9] and d’Avenia–Montefusco–Squassina [11], we can
see that ω ∈ C2(R3) ∩Hϵ.

For each k ∈ N, there is φk ∈ C∞
0 (R3) such that

∥φk − ω∥ϵ → 0 as k → +∞,

that is,
∥φk − ω∥ϵ = ok(1).
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Using ∂φk
∂xi

as a test function of (3.9), we have

∫∫
R6

(ωn(x)− ωn(y))(
∂φk
∂xi

(x)− ∂φk
∂xi

(y))

|x − y|3+2s dxdy +
∫

R3
V (ϵnzn + ϵnx)ωn

∂φk

∂xi
dx

−
∫

R3
ϕt

ωn
ωn

∂φk

∂xi
dx −

∫
R3

ωn
∂φk

∂xi
log ω2

ndx = on(1).

Observing that

∫∫
R6

(ωn(x)− ωn(y))(
∂φk
∂xi

(x)− ∂φk
∂xi

(y))

|x − y|3+2s dxdy

=
∫∫

R6

(ω(x)− ω(y))( ∂φk
∂xi

(x)− ∂φk
∂xi

(y))

|x − y|3+2s dxdy + on(1),

∫
R3

ϕt
ωn

ωn
∂φk

∂xi
dx =

∫
R3

ϕt
ωn

ω
∂φk

∂xi
dx + on(1),

and ∫
R3

ωn
∂φk

∂xi
log ω2

ndx =
∫

R3
ω

∂φk

∂xi
log ω2dx + on(1).

Gathering the above limit with (3.10), we derive that

lim sup
n→+∞

∣∣∣∣∫
R3

(V (ϵnzn + ϵnx)− V (ϵnzn))ωn
∂φk

∂xi
dx
∣∣∣∣ = 0.

As φk has compact support, the above limit gives

lim sup
n→+∞

∣∣∣∣∫
R3

(V (ϵnzn + ϵnx)− V (ϵnzn))ω
∂φk

∂xi
dx
∣∣∣∣ = 0.

Recalling that ∂ω
∂xi

∈ L2(R3), we have that ( ∂φk
∂xi

) is bounded in L2(R3). Then,

lim sup
n→+∞

∣∣∣∣∫
R3

(V (ϵnzn + ϵnx)− V (ϵnzn)) φk
∂φk

∂xi
dx
∣∣∣∣ = ok(1),

and so,

lim sup
n→+∞

∣∣∣∣∣12
∫

R3
(V (ϵnzn + ϵnx)− V(ϵnzn))

∂
(

φ2
k

)
∂xi

dx

∣∣∣∣∣ = ok(1).

Using Green’s Theorem together with the fact that φk has compact support, we get the limit
below

lim sup
n→+∞

∣∣∣∣∫
R3

∂V
∂xi

(ϵnzn + ϵnx) φ2
kdx
∣∣∣∣ = ok(1),

which combined with (V2) loads to

lim sup
n→+∞

∣∣∣∣ ∂V
∂xi

(ϵnzn)
∫

R3
|φk|2dx

∣∣∣∣ = ok(1).

As ∫
R3

|φk|2 dx →
∫

R3
|ω|2dx > 0 as k → +∞,
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it shows that

lim sup
n→+∞

∣∣∣∣ ∂V
∂xi

(ϵnzn)

∣∣∣∣ = ok(1), ∀i ∈ {1, 2, 3}.

Since k is arbitrary, we obtain

∇V(ϵnzn) → 0 and V(ϵnzn) → α1,

as n → ∞. Therefore, (ϵnzn) is a (PS)α1 sequence for V, which is a contradiction, because
by hypotheses V satisfies the (PS) condition and (ϵnzn) does not have any convergent subse-
quence in R3. Thus, the proof is completed.

Hereafter, we denote by Nϵ the Nehari manifold associated with Iϵ, that is,

Nϵ = {u ∈ Hϵ\{0} : I ′
ϵ(u)u = 0}.

The next lemma will be crucial in our study to show an important estimate.

Lemma 3.9. Let ϵn → 0 and (un) ⊂ Nϵn such that Iϵn(un) → m(c0). Then, there are (zn) ⊂ R3

with |zn| → +∞ and u1 ∈ Hϵ\{0} such that

un (·+ zn) → u1 in Hϵ.

Moreover,
lim inf
n→+∞

|ϵnzn| > 0.

Proof. Since un ∈ Nϵn , we can see that I ′
c0
(un) un ≤ 0 and Ic0(u) ≤ Iϵn(u) for all u ∈ Hϵ and

n ∈ N. Then, there exists τn ∈ (0, 1] such that

(τnun) ⊂ Nc0 and Ic0(τnun) → m(c0).

Since (τn) is bounded, by Alves–de Morais Filho [2], there exist (zn) ⊂ R3, u1 ∈ Hϵ\{0}, and
a subsequence of (un), still denote by (un), verifying

un (·+ zn) → u1 in Hϵ.

Claim II:
lim inf
n→+∞

|ϵnzn| > 0.

Indeed, since un ∈ Nϵn for all n ∈ N, the function u1
n = un (·+ zn) must verify

[u1
n]

2 +
∫

R3
V (ϵnzn + ϵnx)

∣∣∣u1
n

∣∣∣2 dx −
∫

R3
ϕt

u1
n
|u1

n|2dx +
∫

R3
F′

1

(
u1

n

)
u1

ndx

=
∫

R3
F′

2

(
u1

n

)
u1

ndx.
(3.11)

Since F1 is convex, even and F1(τ) ≥ F1(0) = 0 for all τ ∈ R, we can derive that 0 ≤ F1(τ) ≤
F′

1(τ)τ for all τ ∈ R. Supposing by contradiction that for some subsequence

lim
n→+∞

ϵnzn = 0.

Taking the limit of n → +∞ in (3.11), we have

[u1]
2 +

∫
R3

V(0) |u1|2 dx −
∫

R3
ϕt

u1
|u1|2dx +

∫
R3

F′
1 (u1) u1dx ≤

∫
R3

F′
2 (u1) u1dx.
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Then, there is τ1 ∈ (0, 1] such that τ1u1 ∈ MV(0). Thus, since V(0) > c0, we derive that

IV(0)(τ1u1) ≥ m(V(0)) > m(c0) > 0. (3.12)

On the other hand,
Iϵn(un) → IV(0)(τ1u1),

which leads to
m(c0) ≥ IV(0)(τ1u1). (3.13)

From (3.12) and (3.13), we can find a contradiction, which finishes the proof.

4 A special minimax level

To prove Theorem 1.1, we shall consider a special minimax level. To do that, we begin fixing
the barycenter function by

β(u) =

∫
R3

x
|x| |u|

2dx∫
R3 |u|2dx

, ∀u ∈ Hϵ\{0}.

For each z ∈ RN and ϵ > 0, let us define the function

φϵ,z(x) = τϵ,zu0

(
x − z

ϵ

)
,

where τϵ,z > 0 is such that φϵ,z ∈ Nϵ and u0 is a radial positive ground state solution for Ic0 ,
that is,

Ic0 (u0) = m(c0) and I ′
c0
(u0) = 0.

In what follows, we set Υϵ(z) = φϵ,z for all z ∈ R3.

Lemma 4.1. The function Υϵ : R3 → Nϵ is a continuous function.

Proof. Let (zn) ⊂ R3 and z ∈ R3 with zn → z in R3. We must prove that

Υϵ (zn) → Υϵ(z) in Hϵ.

Here, the main point is to prove that

τϵ,zn → τϵ,z in R.

By definition of τϵ,zn and τϵ,z, they are the unique numbers that satisfy

Iϵ

(
τϵ,zn u0

(
· − zn

ϵ

))
=

1
2

∫
R3

∣∣∣τϵ,zn u0

(
x − zn

ϵ

)∣∣∣2 dx,

and
Iϵ

(
τϵ,zu0

(
· − z

ϵ

))
=

1
2

∫
R3

∣∣∣τϵ,zu0

(
x − z

ϵ

)∣∣∣2 dx,

that is,

1
2
[τϵ,zn u0]

2 +
1
2

∫
R3

(V (ϵx + zn) + 1) |τϵ,zn u0|2 dx − 1
4

∫
R3

ϕt
τϵ,zn u0

|τϵ,zn u0|2dx

+
∫

R3
F1 (τϵ,zn u0)dx −

∫
R3

F2 (τϵ,zn u0)dx =
1
2

∫
R3

|τϵ,zn u0|2 dx,
(4.1)
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and
1
2
[τϵ,zu0]

2 +
1
2

∫
R3

(V (ϵx + z) + 1) |τϵ,zu0|2 dx − 1
4

∫
R3

ϕt
τϵ,zu0

|τϵ,zu0|2dx

+
∫

R3
F1 (τϵ,zu0)dx −

∫
R3

F2 (τϵ,zu0)dx =
1
2

∫
R3

|τϵ,zu0|2 dx.

A simple calculation gives that (τϵ,zn) is bounded, thus for some subsequence, we can assume
that τϵ,zn → τ∗. Since F1 is increasing in [0,+∞) and F1 (ζu0) ∈ L1(R3) for all ζ > 0, taking
the limit of n → +∞ in (4.1) and using the Lebesgue Theorem, we have

1
2
[τ∗u0]

2 +
1
2

∫
R3

(V (ϵx + z) + 1) |τ∗u0|2 dx − 1
4

∫
R3

ϕt
τ∗u0

|τ∗u0|2dx

+
∫

R3
F1 (τ∗u0)dx −

∫
R3

F2 (τ∗u0)dx =
1
2

∫
R3

|τ∗u0|2 dx,

By uniqueness of τϵ,z, it shows that τϵ,z = τ∗, and so, τϵ,zn → τϵ,z. Then, since

u0

(
· − zn

ϵ

)
→ u0

(
· − z

ϵ

)
in Hϵ,

the proof is completed.

We establish several properties involving β and Υϵ.

Lemma 4.2. For each r > 0, we have

lim
ϵ→0

(
sup

{∣∣∣∣β (Υϵ(z))−
z
|z|

∣∣∣∣ : |z| ≥ r
})

= 0.

Proof. It is enough to show that for any (zn) ⊂ R3 with |zn| ≥ r and ϵn → 0, we have that∣∣∣∣β (Υϵn (zn))−
zn

|zn|

∣∣∣∣→ 0 as n → +∞.

By change of variables,

∣∣∣∣β (Υϵn (zn))−
zn

|zn|

∣∣∣∣ =
∫

R3

∣∣∣ ϵnx+zn
|ϵnx+zn| −

zn
|zn|

∣∣∣ |u0(x)|2 dx∫
R3 |u0(x)|2 dx

.

Since for each x ∈ R3, we have∣∣∣∣ ϵnx + zn

|ϵnx + zn|
− zn

|zn|

∣∣∣∣→ 0 as n → +∞,

by the Lebesgue Dominated Convergence Theorem, we get that∫
R3

∣∣∣∣ ϵnx + zn

|ϵnx + zn|
− zn

|zn|

∣∣∣∣ |u0(x)|2 dx → 0 as n → +∞,

which completes the proof.

As a by-product of the arguments explored in the proof of the last lemma, we have

Corollary 4.3. Fixed r > 0, there is ϵ0 > 0 such that

(β (Υϵ(z)) , z) > 0, ∀|z| ≥ r and ϵ ∈ (0, ϵ0).
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Proof. By Lemma 4.2, for fixed r > 0, there is ϵ0 > 0 such that∣∣∣∣β (Υϵ(z))−
z
|z|

∣∣∣∣ < 1
2

, ∀|z| ≥ r and ϵ ∈ (0, ϵ0) .

On the other hand,

(β (Υϵ(z)) , z) =
(

β (Υϵ(z))−
z
|z| , z

)
+

(
z
|z| , z

)
=

(
β (Υϵ(z))−

z
|z| , z

)
+ |z|, ∀z ∈ R3\{0}.

Therefore, for |z| ≥ r, we have

(β (Υϵ(z)) , z) ≥ |z|
(

1 −
∣∣∣∣β (Υϵ(z))−

z
|z|

∣∣∣∣) >
|z|
2

≥ r
2
> 0,

showing the corollary.

In the sequel, we define the set

Bϵ = {u ∈ Nϵ : β(u) ∈ Y} .

Note that Bϵ ̸= ∅, since β (φϵ,0) = 0 ∈ Y, for all ϵ > 0. Associated with the above set, let us
consider the real number Dϵ given by

Dϵ = inf
u∈Bϵ

Iϵ(u).

The next lemma establishes an important relation between the levels Dϵ and m(c0).

Lemma 4.4. The following conclusions are valid:

(a) There are ϵ0 and σ > 0 such that

Dϵ ≥ m (c0) + σ, ∀ϵ ∈ (0, ϵ0) .

(b)

lim sup
ϵ→0

{
sup
x∈X

Iϵ(Υϵ(x))

}
< 2m (c0)− σ.

Proof. (a) By the definition of Dϵ, we can see

Dϵ ≥ m(c0), ∀ϵ > 0.

Supposing by contradiction that the lemma does not hold, there is ϵn → 0 satisfying

Dϵn → m(c0).

Hence, there exists un ∈ Nϵn with β(un) ∈ Y such that

Iϵn(un) → m(c0).

Thereby, by Lemma 3.9, there are u1 ∈ Hϵ\{0} and a sequence (zn) ⊂ R3 with

lim inf
n→+∞

|ϵnzn| > 0
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verifying
un(·+ zn) → u1 in Hϵ,

that is
un = u1 (· − zn) + ωn with ωn → 0 in Hϵ.

From the definition of β,

β (u1(· − zn)) =

∫
R3

ϵnx+ϵnzn
|ϵnx+ϵnzn| |u1|2 dx∫

R3 |u1|2 dx
.

Repeating the same arguments explored in the proof of Lemma 4.2, we know that

β (u1(· − zn)) =
zn

|zn|
+ on(1),

and so,
β (un) = β (u1(· − zn)) + on(1) =

zn

|zn|
+ on(1).

Since β (un) ∈ Y, we conclude that zn
|zn| ∈ Yλ for n large enough. Consequently, zn ∈ Yλ for n

large enough, implying that
lim inf

n→∞
V(ϵnzn) > c0.

If A = lim infn→∞ V (ϵnzn), the last inequality and the Fatou’s lemma show that

m(c0) = lim inf
n→∞

Iϵn(un) ≥ lim inf
n→∞

Iϵn(τun) ≥ IA(τu1) ≥ m(A) > m(c0),

which is a contradiction, recalling that there exists τ ∈ (0, 1] such that I ′
A(τu1)τu1 = 0 and

u1 ̸= 0.
(b) By V(0) > c0, c1 < c0 + 1 and the fact that u0 is a ground state solution associated with

Ic0 , we infer that

lim sup
ϵ→0

{
sup
x∈X

Iϵ (Υϵ(x))

}
≤ 1

2
[uo]

2 +
1
2

∫
R3
(c1 + 1) |u0|2 dx

− 1
4

∫
R3

ϕt
u0
|u0|2dx − 1

2

∫
R3

u2
0 log u2

0dx

= Ic0 (u0) +
(c1 − c0)

2

∫
R3

|u0|2 dx

= Ic0 (u0) + (c1 − c0) Ic0 (u0)

= (1 + c1 − c0)m(c0)

< 2m(c0),

which completes the proof.

Now, we are ready to show the minimax level. We fix ϵ ∈ (0, ϵ0) and the following sets

Id
ϵ = {u ∈ Hϵ : Iϵ(u) ≤ d} , Q = B̄R(0) ∩ X and ∂Q = ∂B̄R(0) ∩ X.

By the above notations, we define the class of the functions

Γ = {h ∈ C (Q, Kr) : h(x) = Υϵ(x), ∀x ∈ ∂Q} ,
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where r > 0, K = Υϵ(Q) and Kr = {u ∈ Hϵ : dist(u, K) < r}. Note that Γ ̸= ∅, since
Lemma 4.1 ensures that Υϵ ∈ Γ. Then, we set

Ωr = {u ∈ Kr : β(u) ∈ Y} ,

which is not empty because Υϵ(0) = φϵ,0 ∈ Kr for all r > 0. Here we have used the fact that
Υϵ(0) ∈ Υϵ(Q) and β(Υϵ(0)) = 0 ∈ Y.

Lemma 4.5. There exists r0 > 0 such that

Θr = inf
u∈Ωr

Iϵ(u) > m(c0) + σ/2, ∀r ∈ (0, r0).

Moreover, there is R > 0 such that

Iϵ(Υϵ(x)) ≤ 1
2
(m(c0) + Θr) , ∀x ∈ ∂BR(0) ∩ X.

Proof. Assume by contradiction that the lemma does not hold. Then, there exist rn → 0 and
un ∈ Ωrn such that Iϵ(un) ≤ m(c0) + σ/2. By definition of Ωrn , there exists vn ∈ K such that
∥un − vn∥ ≤ rn. Since K is compact, there are a subsequence of (vn), still denoted by itself,
and v ∈ K such that vn → v in Hϵ, then un → v in Hϵ and β(v) ∈ Y, from where it follows
that v ∈ Bϵ, then by Lemma 4.4-(a), Iϵ(v) ≥ m(c0) + σ. On the other hand, since Iϵ is lower
semicontinuous, we have

lim inf
n→+∞

Iϵ(un) ≥ Iϵ(v),

which is a contradiction.
By (V1), given δ > 0, there exist ϵ0 > 0 and R > 0 such that

sup {Iϵ(Υϵ(x)) : x ∈ ∂BR(0) ∩ X} ≤ m(c0) + δ, ∀ϵ ∈ (0, ϵ0).

Fixing δ = σ
4 , where σ was given in Lemma 4.4-(a), we derive

sup {Iϵ(Υϵ(x)) : x ∈ ∂BR(0) ∩ X} ≤ 1
2

(
2m(c0) +

σ

2

)
<

1
2
(m(c0) + Θr) , ∀ϵ ∈ (0, ϵ0),

which completes the proof.

Lemma 4.6. If h ∈ Γ, then h(Q) ∩ Ωr ̸= ∅ for all r ∈ (0, r0).

Proof. It is enough to show that for all h ∈ Γ, there exists x∗ ∈ Q such that

β (h (x∗)) ∈ Y.

For each h ∈ Γ, we set the function g : Q → R3 given by

g(x) = β(h(x)) ∀x ∈ Q,

and the homotopy F : [0, 1]× Q → X as

F (τ, x) = τPX(g(x)) + (1 − τ)x,

where PX is the projection onto X =
{
(x, 0) : x ∈ R3}. By Corollary 4.3, fixed R > 0 and ϵ > 0

small enough, one has
(F (τ, x), x) > 0, ∀(τ, x) ∈ [0, 1]× ∂Q.

Applying the homotopy invariance property of the topological degree, we have

d(g, Q, 0) = 1,

which implies that there is x∗ ∈ Q such that β (h (x∗)) = 0.
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Now, we define the minimax value

Cϵ = inf
h∈Γ

sup
x∈Q

Iϵ(h(x)).

By Lemmas 4.5 and 4.6,

Cϵ ≥ Θr = inf
u∈Ωr

Iϵ(u) ≥ m(c0) + σ/2, (4.2)

for ϵ is small enough. On the other hand,

Cϵ ≤ sup
x∈Q

Iϵ(Υϵ(x)).

Then, by Lemma 4.4-(b), if ϵ is small enough,

Cϵ ≤ sup
x∈Q

Iϵ(Υϵ(x)) < 2m (c0)− σ. (4.3)

From (4.2) and (4.3), there is ϵ0 such that

Cϵ ∈ (m(c0) + σ/2, 2m(c0)− σ) , ∀ϵ ∈ (0, ϵ0).

Proof of Theorem 1.1. Before proving Theorem 1.1, we first propose the following claim.

Claim III: For a given τ > 0 small enough, there exists uτ ∈ E such that

Φ′
ϵ (uτ) · (v − uτ) + Ψ(v)− Ψ (uτ) ≥ −3τ ∥v − uτ∥ϵ , ∀v ∈ E,

and
Iϵ(uτ) ∈ [Cϵ − τ, Cϵ + τ] .

In fact, to prove the claim, we follow the ideas explored in Alves–de Morais Filho [2] and
Szulkin [28]. Have this in mind, by Lemma 4.5, we can fix τ > 0 small enough such that

Cϵ − τ/2 >
1
2
(m(c0) + Θr) ,

and we set

Γ1 =

{
h ∈ C(Q, Kr) : h|∂Q ≈ Υϵ|∂Q in ICϵ−τ/4

ϵ , sup
x∈∂Q

Iϵ(h(x)) ≤ Cϵ − τ/2

}
,

where ≈ denotes the homotopy relation and the number

C∗ = inf
h∈Γ1

sup
x∈Q

Iϵ(h(x)).

Arguing as in Szulkin [28], we have that C∗ = Cϵ, and so, it is enough to prove that Claim III
holds for C∗ instead Cϵ. In order to show this, firstly let us fix τ > 0 small enough and h ∈ Γ1

such that
Π(h) ≤ C∗ + τ and Π(g)− Π(h) ≥ −τd(g, h), ∀g ∈ Γ1, (4.4)

where
Π(g) = sup

x∈Q
Iϵ(g(x)), ∀g ∈ Γ1,
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and
d(g, h) = sup

x∈Q
∥g(x)− h(x)∥.

Supposing by contradiction that Claim III does not hold and arguing as in Alves–de Morais
Filho [2], we can apply Proposition 2.3 of Szulkin [28] with A = h(Q) to find a closed subset
W containing A in it interior and a deformation αs : W → Hϵ having the following properties:

∥u − αs(u)∥ϵ ≤ s, ∀u ∈ W and s ≈ 0+,

Iϵ (αs(u))− Iϵ(u) ≤ 2s, ∀u ∈ W,

Iϵ (αs(u))− Iϵ(u) ≤ −2τs, ∀u ∈ W with Iϵ(u) ≥ C∗ − τ,

(4.5)

and
sup
u∈A

Iϵ (αs(u))− sup
u∈A

Iϵ(u) ≤ −2τs. (4.6)

It is easy to see that g = αs ◦ h ∈ Γ1, for s small enough. However, by(4.4), (4.5) and (4.6), we
have

−τs ≤ −τd(g, h) ≤ Π(g)− Π(h) ≤ −2τs,

which is a contradiction. This contradiction shows that Claim III is true.
From Claim III, there exists a (PS)Cϵ

sequence for Iϵ, which will denoted by (un). By
Lemma 3.8, we can assume that un ⇀ uϵ for some uϵ ∈ Hϵ\{0}. On the other hand, it follows
from Lemma 3.2 that for each v ∈ C∞

0 (R3), there holds the limit ⟨I ′
ϵ (un) , v⟩ = on(1)∥v∥ϵ, from

where it shows that ⟨I ′
ϵ(uϵ), v⟩ = 0, or equivalently,∫∫

R6

(uϵ(x)− uϵ(y))(v(x)− v(y))
|x − y|3+2s dxdy +

∫
R3

V(ϵx)uϵ · vdx −
∫

R3
ϕt

uϵ
uϵvdx

=
∫

uϵv log u2
ϵdx, ∀v ∈ C∞

0 (R3).

Moreover, a similar computation also gives that

[uϵ]
2 +

∫
R3

V(ϵx)|uϵ|2dx −
∫

R3
ϕt

uϵ
|uϵ|2dx +

∫
F′

1 (uϵ) uϵdx ≤
∫

F′
2 (uϵ) uϵdx,

which implies that u2 log u2 ∈ L1(R3). This proves that uϵ is a critical point of Iϵ with ϕ = ϕuϵ

for ϵ small enough. Finally, the last inequality together with Fatou’s Lemma implies that

Iϵ(uϵ) ≤ Cϵ < 2m(c0).

By Squassina–Szulkin [26], local estimates and standard bootstrap arguments show that uϵ ∈
C2(R3, R). Moreover, by the Maximum Principle, we have that

uϵ(x) > 0 for x ∈ R.

For each ϵ > 0 small enough, let uϵ denote the positive solution obtained above. Setting
vϵ = uϵ(

x
ϵ ), then it shows that (vϵ, ϕvϵ) gives rise to a pair of solutions of (1.1).
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