
Electronic Journal of Qualitative Theory of Differential Equations
2024, No. 74, 1–16; https://doi.org/10.14232/ejqtde.2024.1.74 www.math.u-szeged.hu/ejqtde/

New results concerning a Schrödinger equation
involving logarithmic nonlinearity

Yaqing Cai, Yulin ZhaoB and Chaoliang Luo

School of Science, Hunan University of Technology, Zhuzhou, 412007 Hunan, China

Received 27 January 2024, appeared 22 December 2024

Communicated by Roberto Livrea

Abstract. In this paper, we investigate the existence of ground state solution to a class
of Schrödinger equation involving logarithmic nonlinearity. To overcome the lack of
smoothness, the corresponding functional J is first decomposed into the sum of a C1

functional and a convex lower semicontinuous functional by adapting to the approach
of Squassina–Szulkin in [Calc. Var. Partial Differential Equations 54(2015), 585–597]. Sec-
ondly, the existence of a ground state solution to the studied equation is proved by
using the Mountain Pass Theorem under the weakened Ambrosetti–Rabinowitz condi-
tions.
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1 Introduction

In this paper, we consider the following Schrödinger equation involving logarithmic nonlin-
earity {

−∆u + V(x)u = Q(x)u log u2 + f (x, u), in RN ,

u ∈ H1(RN),
(1.1)

where N ≥ 1, the external potential V(x), the term Q(x) and f (x, u) are continuous functions
and satisfy certain properties given later.

The Schrödinger equation was first proposed by the Austrian physicist E. Schrödinger.
As a more complex nonlinear Schrödinger equation, it is derived from the following classical
model

i∂tΨ + ∆Ψ − (V(x) + w)Ψ + f (|Ψ|) = 0. (1.2)

The solution Ψ is called the standing wave solution of (1.2). Standing wave phenomenon
refers to the phenomenon that electromagnetic waves can stay in a fixed position in some
media without propagating and forming a resident electromagnetic field. Its application is
widely reflected in our daily lives, such as magnetic resonance imaging to scan and image the
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internal structure of the human body. Applied to optical filters that allow specific wavelengths
of light to pass through for spectral analysis and filtering. It is used in the field of acoustic
standing wave cancellers to reduce noise and quantum mechanics theory. The interference
function f in (1.2) is a nonlinear term, it can also be used to describe a variety of nonlinear
waves in quantum physics, such as laser beam propagation in the medium with refractive
index and wave amplitude, ionic sound wave in plasma, etc, see [4, 23] and the references
therein. At present, many scholars have studied the existence and multiplicity of solutions to
Schrödinger equation, see [2, 5, 6, 8–11, 14, 18, 19, 21, 22, 25, 26, 28–31] and the references therein
for an overview on the related topic.

The logarithmic Schrödinger equation

i∂tΨ + ∆Ψ + Ψ log |Ψ|2 = 0, Ψ : [0,+∞)× RN → C, N ≥ 3, (1.3)

possesses wide applications to quantum mechanics, nuclear physics, open quantum systems,
effective quantum gravity, transport and diffusion phenomena, theory of superfluidity and
Bose–Einstein condensation, see [32] and the references therein. We refer to [7, 12] for a study
of the existence and uniqueness of the solutions of the associated Cauchy problem in some
suitable condition as well as the global existence and blow-up of the solutions. On the other
hand, many researchers are interested in the existence, multiplicity and qualitative properties
of the standing waves solution of problem (1.3). Consider the following Schrödinger equation
with logarithmic nonlinear terms

−∆u + V(x)u = Q(x)u log u2, x ∈ RN . (1.4)

When V(x) = Q(x) = 1, Avenia–Montefusco–Squassina [13] proved that there are infinitely
many solutions to equation (1.4) by introducing weak slope and using non-smooth critical
point theory. Ji–Szulkin [16] proved the existence of infinitely many solutions to equation
(1.4) by Fountain theorem in the case which Q(x) = 1 and potential function V(x) satisfies
the mandatory condition, that is lim|x|→+∞ V(x) = +∞. In addition, Shuai [20] used the con-
straint minimization method to obtain the existence of positive solutions and node solutions
of equation (1.4) under different assumptions of potential function V(x). When V(x) and
Q(x) are 1-period, Squassina–Szulkin [22] investigated the existence of infinitely many dif-
ferent solutions to problem (1.4) by applying non-smooth critical point theory and Z2 index
theory, and the existence of ground state solutions of problem (1.4) was proved .

Through the analysis of the above mentioned results, as far as we know, there is few
corresponding result if V(x) ̸= 1, Q(x) ̸= 1 and V(x), Q(x) are not 1-period in equation (1.4).
Therefore, a natural question is whether the equation (1.4) plus the disturbance term f (x, u)
can also obtain the ground state solution through the Mountain Pass Theorem with the
weakened Ambrosetti–Rabinowitz conditions? There are two key difficulties in the proof
process, one is that the energy functional is not well defined and not C1 smooth, the other is
to prove the existence of the ground state solution when the Ambrosetti–Rabinowitz condition
(for short AR-condition) is not satisfied.

For convenience, in this paper, it is assumed that the potential function V and the distur-
bance term f satisfy the following conditions:

(V1) The potential function V(x) ∈ C(RN , [0,+∞)), and there exists a constant a0 > 0 such
that |{x ∈ RN : V(x) ≤ a0}| < +∞;

(V2) intV−1(0) ̸= ∅, Q(x) ∈ C ′(RN , [0,+∞)), min(V(x) + Q(x)) ≥ 1.
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(f1) The function f (x, t) ∈ C(RN × R, R), and for any ε > 0 there exist constants C(ε) > 0
and p ∈ (2, 2∗) such that | f (x, t)| ≤ ε|t|+ C(ε)|t|p−1, where 2∗ := 2N/(N − 2) if N ≥ 3,
2∗ := ∞ if N = 1 or 2;

(f2) lim|t|→+∞
F(x,t)

t2 = +∞, where F(x, t) =
∫ t

0 f (x, τ)dτ;

(f3) There exist constants α > 2 and θ with 0 < θ < S(α−2)
4 (S be given in (2.9) below), such

that

lim
|t|→∞

inf
f (x, t)t − αF(x, t)

|t|2 > −θ, uniformly for a.e. x ∈ RN .

Our main result states as follows.

Theorem 1.1. Assume that (V1)–(V2) and (f1)–(f3) hold. Then problem (1.1) admits a ground state
solution.

Remark 1.2. By (f3), there exist constants M > 0, α > 2 such that u f (x, u) ≥ αF(x, u) for |u| ≥
M, (x, u) ∈ RN × R. Thus,

u f (x, u)− aF (x, u) ≥ 0 ≥ −θ|u|2.

Obviously, we can show that the AR-condition implies (f3), while the inverse implication fails.

Remark 1.3. There exists extensively the disturbance term f (x, u) which satisfies conditions (f1)–(f3)
of Theorem 1.1. Such as, taking N = 3, 2∗ = 6, then p ∈ (2, 6), if p = 4 for all x ∈ R3 and

f (x, t) =
S
3
| sin x|

(
|t|t + 1

2
t sin 2t

)
,

where S be given by formula (2.9) below, then

F(x, t) =
S
3
| sin x|

(
1
3
|t|3 − 1

4
t cos 2t +

1
8

sin 2t
)

.

Set α = 3, θ = S
5 , then

f (x, t)t − αF(x, t) =
S
3
| sin x|

(
|t|3 + 1

2
t2 sin 2t − α

3
|t|3 + α

4
t cos 2t − α

8
sin 2t

)
≥ S

3
| sin x|

(
(1 − α

3
)|t|3 − 1

2
|t|2 − α

4
t − α

8

)
= −S

3
| sin x|

(
1
2
|t|2 + 3

4
t +

3
8

)
≥ −S

3

(
1
2
|t|2 + 3

4
t +

3
8

)
,

which implies

lim
|t|→∞

inf
f (x, t)t − 3F(x, t)

|t|2 = lim
|t|→∞

− S
3

( 1
2 |t|2 +

3
4 t + 3

8

)
|t|2 = −S

6
> −θ.

Obviously f (x, t) satisfies all the conditions of Theorem 1.1.
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This paper is organized as follows. In Section 2, we present some preliminary results that
will be used later. Section 3 is devoted to proving the existence of ground state solutions to
problem (1.1).

Notation. From now on, otherwise mentioned, we use the following notations:

• C, C1, C2, C3, etc. will denote positive constants, whose exact values are not relevant.

• ∥ · ∥k denotes the usual norm of the Lebesgue space Lk(RN), for k ∈ [1,+∞].

• on(1) denotes a real sequence with on(1) → 0 as n → +∞.

2 Preliminaries

To prove Theorem 1.1, we need to present some notation and auxiliary lemmas, which will
be crucial in dealing with ground state solutions of problem (1.1).

Towards problem (1.1), we define the space E as follows:

E :=
{

u ∈ H1(RN) :
∫

RN
(V(x) + Q(x))u2dx < +∞

}
,

endowed with the following norm:

∥u∥E :=
(∫

RN
|∇u|2 + (V(x) + Q(x))u2dx

) 1
2

, u ∈ E,

and the space E is a Hilbert space. Problem (1.1) has a variational structure and is properly
associated with the energy functional J : E → R ∪ {+∞} defined by

J(u) =
1
2
∥u∥2

E −
∫

RN
F(x, u)dx − 1

2

∫
RN

Q(x)u2 log u2dx, u ∈ E. (2.1)

One premise, the critical point of the energy functional J is the weak solution of the cor-
responding equation, is that the energy functional J can be well defined and smooth. But, in
general, the logarithmic term may cause that the energy functional J fails to be finite and C1

smooth in H1(RN). Concretely, from [17], we have the following simple modification of the
standard logarithmic Sobolev inequality:

∫
RN

u2 log u2dx ≤ a2

π
∥∇u∥2

2 + (log ∥u∥2
2 − N(1 + log a))∥u∥2

2, (2.2)

for any u ∈ H1(RN) and a > 0. It follows from (2.2) that J(u) > −∞ for all u ∈ H1(RN), but
there exists u∗ ∈ H1(RN) with

∫
RN u2

∗ log u2
∗dx = −∞.

Recently, many scholars have tried to find some different techniques and methods to over-
come the above given difficulty. For instance, in [7], Cazenave’s main idea was to find a
suitable Banach space endowed with a Luxemburg type norm. On account of the definition
of Luxemburg type norm and some special properties, the functional J(u) is finally well de-
fined and C1 smooth. Another way to overcome it comes from [15], the authors penalize the
nonlinearity term around the origin and obtain a priori estimates to get a nontrivial solution
at the limit.
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In what follows, by a solution to problem (1.1) we shall usually indicate a function u ∈
H1(RN) such that u2 log u2 ∈ L1(RN) and∫

RN
(∇u · ∇v + V(x)uv)dx =

∫
RN

Q(x)uv log u2dx +
∫

RN
f (x, u)vdx, for any v ∈ C∞

0 (RN).

In this paper, we take the approach from [22], although J(u) is not smooth, we split the
functional J(u) into the sum of a C1 functional and a convex lower semicontinuous functional.
In order to split J(u), we define the following two functions for δ > 0:

F1(s) =


0, s = 0,

− 1
2 s2 log s2, 0 < |s| ≤ δ,

− 1
2 s2(log δ2 + 3) + 2δ|s| − 1

2 δ2, |s| > δ,

and

F2(s) =

{
0, |s| ≤ δ,

− 1
2 s2 log(s2/δ2) + 2δ|s| − 3

2 s2 − 1
2 δ2, |s| > δ.

Then F2(s)− F1(s) = 1
2 s2 log s2 for all s ∈ R. Thus, the functional J : E → (−∞,+∞] can be

rewritten as
J(u) = Φ̃(u) + Ψ(u), u ∈ E

where
Φ̃(u) =

1
2
∥u∥2

E −
∫

RN
Q(x)F2(u)dx −

∫
RN

F(x, u)dx (2.3)

and
Ψ(u) =

∫
RN

Q(x)F1(u)dx. (2.4)

In the sequel, we list some properties about F1(s), F2(s) that shall be useful for our proofs later,
which were proved in [16, 22].
Proposition 2.1. If δ > 0 is sufficiently small, then the following results are true:

(i) F1(s), F2(s) ∈ C1(R, R).

(ii) The function F1(s) is convex, even, and

F1(s) ≥ 0, F′
1(s)s ≥ 0, ∀s ∈ R. (2.5)

(iii) For each fixed q ∈ (2, 2∗), there is a constant C > 0 such that

|F′
2(s)| ≤ C|s|q−1, ∀s ∈ R. (2.6)

Hereafter, δ > 0 is fixed and sufficiently small such that the above properties of F1, F2 hold.

Corollary 2.1. Assume that (V1)–(V2) and (f1) hold, then Φ̃ ∈ C1(E, R).

Proof. Let Φ(u) = 1
2∥u∥2

E −
∫

RN Q(x)F2(u)dx, according to Lemma 3.10 in [27] and (2.5), it is
easy to show that Φ ∈ C1(E, R). Since

Φ̃(u) = Φ(u)−
∫

RN
F(x, u)dx,

we just need to prove
∫

RN F(x, u)dx ∈ C1(E, R). By condition (f1), there holds

|F(x, t)| ≤ 1
2

ε|t|2 + 1
p

C(ε)|t|p, (2.7)

which implies
∫

RN F(x, u)dx ∈ C1(E, R). Thus Φ̃ ∈ C1(E, R).
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Corollary 2.2. The functional Ψ admits the following properties:

(i) The functional Ψ(u) is convex, Ψ ≥ 0 for all u ∈ E, and Ψ(u) = +∞ for certain u ∈ E.
Furthermore, Ψ (and hence J ) is lower semicontinuous.

(ii) If Ω ⊂ RN is a bounded domain, then the functional Ψ (and therefore J ) is of class C1 in H1(Ω).

Proof. (i) By the definition of the function F1(s), we get Ψ ≥ 0. Since Q(x) > 0 and F1(s) is
convex, then for all λ ∈ [0, 1] and u1, u2 ∈ E, there holds

Ψ(λu1 + (1 − λ)u2) =
∫

RN
Q(x)F1(λu1 + (1 − λ)u2)dx

≤ λ
∫

RN
Q(x)F1(u1)dx + (1 − λ)

∫
RN

Q(x)F1(u2)dx

= λΨ(u1) + (1 − λ)Ψ(u2).

This implies that Ψ is convex, and Ψ(u) = +∞ for certain u ∈ E. Moreover, there exists s0 ∈ E,
for all sequence {sn} with sn → s0 as n → +∞. It follows naturally from the Fatou’s lemma
that

lim
n→+∞

inf Ψ(sn) = lim
n→+∞

inf
(∫

RN
Q(x)F1(sn)dx

)
≥
∫

RN
lim

n→+∞
inf Q(x)F1(sn)dx = Ψ(s0).

Thus Ψ is lower semicontinuous, and the functional J is also lower semicontinuous.
(ii) By the definition of the function F1(s), we have |F′

1(s)| ≤ C(1 + |s|p−1) for p ∈ (2, 2∗).
Then it follows from Lemma 2.16 of [27] that the conclusion is true in H1

0(Ω) but the argument
remains valid in H1(Ω).

According to some arguments in [24] and by Corollary 2.1 and Corollary 2.2, we also give
the following definition:

Definition 2.3. Let E be a Banach space, E′ be the dual space of E, and ⟨·, ·⟩ be the duality pairing
between E′ and E. Let J : E → R be a functional of the form J(u) = Φ̃(u) + Ψ(u), where Φ̃ ∈
C1(E, R) and Ψ(u) is convex and lower semicontinuous. Let us list some definitions:

(1) The sub-differential ∂J(u) of the functional J at a point u ∈ E is the following set

{w ∈ E′ : ⟨Φ̃′(u), v − u⟩+ Ψ(v)− Ψ(u) ≥ ⟨w, v − u⟩, ∀v ∈ E}.

(2) A critical point of J is a point u ∈ E such that J(u) < +∞ and 0 ∈ ∂J(u), i.e.

⟨Φ̃′(u), v − u⟩+ Ψ(v)− Ψ(u) ≥ 0, ∀v ∈ E.

(3) A Palais–Smale sequence at level c for J is a sequence {un} ⊂ E such that J(un) → c and there
is a numerical sequence τn → 0+ with

⟨Φ̃′(un), v − un⟩+ Ψ(v)− Ψ(un) ≥ −τn∥v − un∥E, ∀v ∈ E.

(4) The functional J satisfies the Palais–Smale condition at level c ((PS)c condition, for short) if all
Palais–Smale sequences at level c have a convergent subsequence.

(5) The effective domain of J is the set D(J) = {u ∈ E : J(u) < +∞}.
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In the sequel, for each u ∈ D(J), we set the following functional J′(u) : H1
c (R

N) → R

given by

⟨J′(u), z⟩ = ⟨Φ̃′(u), z⟩+
∫

RN
Q(x)F′

1(u)zdx for any z ∈ H1
c (R

N),

where H1
c (R

N) := {u ∈ H1(RN) : u has compact support}, and define

∥J′(u)∥ = sup{⟨J′(u), z⟩ : z ∈ H1
c (R

N) and ∥z∥E ≤ 1}.

Hence, J′(u) can be extended to a bounded operator in E when ∥J′(u)∥ is finite, and it may
be seen as an element of E′.

In order to prove Theorem 1.1, we will use the following Lemma 2.4, whose proof can be
found in Lemma 2.4 of [22] .

Lemma 2.4. If u ∈ D(J), then ∂J(u) ̸= ∅, i.e. there exists w ∈ E′ such that

⟨Φ′(u), v − u⟩+ Ψ(v)− Ψ(u) ≥ ⟨w, v − u⟩, for all v ∈ E.

Moreover, this w is unique and satisfies

⟨Φ′(u), z⟩+
∫

RN
Q(x)F′

1(u)zdx = ⟨w, z⟩, for all z ∈ E such that F′
1(u)z ∈ L1(RN).

As an immediate consequence, we know that the unique element w ∈ E′ introduced in
Lemma 2.4 will be denoted by J′(u). Moreover, there holds

⟨J′(u), u⟩ =
∫

RN
(|∇u|2 + V(x)|u|2)dx −

∫
RN

Q(x)u2 log u2dx −
∫

RN
f (x, u)udx, (2.8)

for each u ∈ D(J) with ∥J′(u)∥ < +∞. Thus solution of problem (1.1) is equivalent to a
nontrivial critical point of the functional J.

Theorem 2.5 ([27, Theorem 1.8], Sobolev imbedding theorem). The following imbeddings are
continuous:

H1(RN) ↪→ Lp(RN), 2 ≤ p < ∞, N = 1, 2,

H1(RN) ↪→ Lp(RN), 2 ≤ p ≤ 2∗, N ≥ 3,

D1,2(RN) ↪→ L2∗(RN), N ≥ 3.

According to the norm in the space E and L2(RN) respectively, we have ∥u∥2
2 ≤ ∥u∥2

E. In
particular, the best constant for the Sobolev embedding E ↪→ L2(RN) is given by

S := inf
u∈E\{0}

∥u∥2
E

∥u∥2
2

. (2.9)

3 Proof of Theorem 1.1

In what follows, we will show that the functional J satisfies the Mountain pass geometry. The
following two conclusions can be found in Theorem 3.1 and Corollary 3.1 of [1], which are
crucial in our approach.

Theorem 3.1 (Mountain Pass Theorem without (PS) condition). Let X be a real Banach space and
J : X → R be a functional such that:
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(i) J(u) = Φ̃(u) + Ψ(u), u ∈ X with Φ̃(u) ∈ C1(X, R), and Ψ : X → R is convex, Ψ ̸≡ +∞ and
is lower semicontinuous (l.s.c);

(ii) J(0) = 0 and J|∂Bρ
≥ α0, for real constants ρ, α0 > 0;

(iii) J(e) ≤ 0, for some e /∈ Bρ(0).

If
c := inf

γ∈Γ
sup

t∈[0,1]
J(γ(t)) ≥ α0 > 0, Γ = {γ ∈ C([0, 1], X) : γ(0) = 0, J(γ(1)) < 0}.

Then, for a given ϵ > 0, there is uϵ ∈ X such that

⟨Φ̃′(uϵ), v − uϵ⟩+ Ψ(v)− Ψ(uϵ) ≥ −3ϵ∥v − uϵ∥, ∀v ∈ X, (3.1)

and J(uϵ) ∈ [c − ϵ, c + ϵ].

Corollary 3.2. Under the conditions of Theorem 3.1, there is a (PS)c sequence {un} of the functional
J(u), that is, J(un) → c and

⟨Φ̃′(un), v − un⟩+ Ψ(v)− Ψ(un) ≥ −τn∥v − un∥, ∀v ∈ X,

with τn → 0+.

Lemma 3.3. Assume that (V1)–(V2) and (f1)–(f2) hold. Then the functional J(u), defined with Φ̃(u)
and Ψ(u) in (2.3) and (2.4), has the Mountain pass geometry.

Proof. Now we will show that the functional J satisfies (i), (ii) and (iii) of the Theorem 3.1.
(i) For each u ∈ D(J), the functional J(u) defined with Φ̃(u) and Ψ(u) in (2.3)–(2.4), respec-

tively. According to Corollary 2.1–2.2, then Φ̃(u) ∈ C1, Ψ(u) is a convex lower semicontinuous
function and Ψ ̸≡ +∞.

(ii) Obviously, J(0) = 0. It follows from (2.5)–(2.7), and embedding theorem that there
holds

J(u) =
1
2
∥u∥2

E −
∫

RN
F(x, u)dx −

∫
RN

Q(x)F2(u)dx +
∫

RN
Q(x)F1(u)dx

≥ 1
2
∥u∥2

E −
∫

RN
F(x, u)dx −

∫
RN

Q(x)F2(u)dx

≥ 1
2
∥u∥2

E − 1
2

ε
∫

RN
|u|2dx − 1

p
C(ε)

∫
RN

|u|pdx −
∫

RN
Q(x)F2(u)dx.

≥ 1
2
∥u∥2

E − 1
2

ε∥u∥2
2 −

1
p

C(ε)∥u∥p
p − CQ∞∥u∥q

q

≥ 1
2
∥u∥2

E − ε

2S
∥u∥2

E − C(ε)

pS
p
2
∥u∥p

E − C1Q∞∥u∥q
E

=

(
1
2
− ε

2S
− C(ε)

pS
p
2
∥u∥p−2

E − C1Q∞∥u∥q−2
E

)
∥u∥2

E,

where Q∞ := |Q(x)|∞ and C1 is a positive constant. We may choose ε = S
2 and ρ sufficiently

small (i.e. ρ is such that 1
4 −

C(ε)

pS
p
2

ρp−2 − C1Q∞ρq−2 > 0), thus

J(u) ≥
(

1
4
− C(ε)

pS
p
2

ρp−2 − C1Q∞ρq−2

)
ρ2 : = α0 > 0, for any u ∈ ∂Bρ.
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(iii) We may choose u∗ ∈ D(J) with u∗ ≥ 0 and supp(ϕ) ⊂ BR(0) for some R > 0. By the
condition (f2) we know that there exist constants C2, C3 > 0, such that |F(x, u)| ≥ C2|u|2 − C3

for any u ∈ R+. Then let e := tu∗ for any t > 0, there holds

J(e) = J(tu∗) =
1
2
∥tu∗∥2

E − 1
2

∫
RN

Q(x)t2u2
∗ log(tu∗)

2dx −
∫

RN
F(x, tu∗)dx

≤ t2
(

I(u∗)−
1
2

∫
RN

Q(x)u2
∗ log t2dx

)
− C2t2

(∫
BR(0)

u2
∗dx +

∫
RN\BR(0)

u2
∗dx
)
+ C4

≤ t2
(

I(u∗)− log t
∫

RN
Q(x)u2

∗dx − C2

∫
BR(0)

u2
∗dx
)
+ C4

→ −∞ as t → +∞,

where I(u∗) = 1
2∥u∗∥2

E − 1
2

∫
RN Q(x)u2

∗ log u2
∗dx is the energy functional of (1.4). Therefore

there exists enough large t0 > 0 with ∥e∥E = ∥t0u∗∥E > ρ, i.e. e /∈ B̄ρ(0) such that

J(e) = J(t0u∗) ≤ 0.

So the proof of Lemma 3.3 is now completed.

By Theorem 3.1 and Lemma 3.3, J(u) admits a (PS)c sequence, where c is the Mountain
level of J(u).

Lemma 3.4. Assume that (V1)–(V2), and (f1)–(f3) hold, then all (PS)c sequence {un} are bounded
in E.

Proof. If {un} is unbounded in E, then we can take, passing to a subsequence if necessary,
that ∥un∥E > 1. Since {un} ⊂ E is a (PS)c sequence, then {J(un)} is bounded above and
⟨J′(un), un⟩ → 0 as n → +∞. Thus

⟨J′(un), z⟩ = on(1)∥z∥E, ∀z ∈ E.

Since Q(x) > 0, then take
√

Q(x)u instead of u in (2.2), there yields

∫
RN

Q(x)u2 log(Q(x)u2)dx

≤ a2

π
∥∇(

√
Q(x)u)∥2

2 +

(
log ∥

√
Q(x)u∥2

2 − N(1 + log a)
)
∥
√

Q(x)u∥2
2. (3.2)

From Lemma 2.2 of [3], there exists a positive constant C5 such that

N(1 + log a)∥u∥2
2 ≤ (log ∥u∥2

2)∥u∥2
2 + C5∥u∥2

2. (3.3)

Then taking a > 0 enough small, there exists a positive constant C6 such that∫
RN

Q(x)u2 log u2dx ≤ 1
2
∥∇u∥2

2 + C6(log ∥u∥2
2 + 1)∥u∥2

2. (3.4)

We have exploited the fact that the function t → log t (t > 0) is increasing. Then for r ∈ (0, 1),
there is a constant C7 > 0 satisfying

|t log t| ≤ C7(1 + |t|1+r), for any t > 0.
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Therefore there exists a positive constant C8 such that

∥un∥2
2 log(∥un∥2

2) ≤ C7(1 + (∥un∥2
2)

1+r) ≤ C8(1 + ∥un∥E)
1+r. (3.5)

From (3.3)–(3.5) and Theorem 2.5, there holds∫
RN

Q(x)u2 log u2dx ≤ 1
2
∥∇u∥2

2 + C9(1 + ∥un∥E)
1+r, (3.6)

where C9 is a positive constant. By the condition (f3), there exists a constant M0 > 0 with
|u| > M0 such that f (x, t)t − αF(x, t) ≥ −θ|t|2 for all |t| > M0, x ∈ RN . Let Ωn = {x ∈ RN :
|u| > M0}. It follows from (2.1), (2.8), (3.2) and (3.6) that

c + ∥un∥E ≥ J(un)−
1
α
⟨J′(un), un⟩

=
1
2

∫
RN

(
|∇un|2 + (V(x) + Q(x))u2

n
)

dx − 1
α

∫
RN

(
|∇un|2dx + V(x)u2

n
)

dx

+

(
1
α
− 1

2

) ∫
RN

Q(x)u2
n log u2

ndx +
1
α

∫
RN

( f (x, un)un − αF(x, un)) dx

≥
(

1
2
− 1

α

)
||un||2E +

(
1
α
− 1

2

)(
1
2
∥∇un∥2

2 + C9(1 + ∥un∥E)
1+r
)

− θ

α

(∫
Ωn

+
∫

RN\Ωn

)
|un|2dx

≥
(

1
2
− 1

α

)
∥un∥2

E +

(
1
α
− 1

2

)(
1
2
∥un∥2

E + C9 (1 + ∥un∥E)
1+r
)
− θ

α

∫
Ωn

|un|2dx − C10

≥
(

1
4
− 1

2α
− θ

Sα

)
∥un∥2

E +

(
1
α
− 1

2

)
C9 (1 + ∥un∥E)

1+r − C10,

where C10 is a positive constant. Divide both sides of this inequality by the norm ∥un∥2
E, then

this leads to the following contradiction:

0 >
S(α − 2)− 4θ

4Sα
> 0,

and the proof of Lemma 3.4 is completed.

Since the sequence {un} is bounded in E, it has a weakly convergent subsequence in E.
Without loss of generality we can assume that there exist u ∈ E and a subsequence of {un},
still denoted by itself, such that

un ⇀ u in E,

un → u in Lp
loc(R

N), p ∈ (2, 2∗),

un → u a.e. x ∈ RN ,

as n → ∞.

Lemma 3.5. Assume that (f1) satisfies, then there hold

lim
n→+∞

∫
RN

F′
2(un)undx =

∫
RN

F′
2(u)udx,

lim
n→+∞

∫
RN

f (x, un)undx =
∫

RN
f (x, u)udx.
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Proof. It follows from (2.6) that we know |F′
2(s)| ≤ C|s|q−1, then∣∣∣∣∫

RN
F′

2(un)undx −
∫

RN
F′

2(u)udx
∣∣∣∣ ≤ ∫

RN
C ||un|q − |u|q| dx → 0, as n → +∞.

By the condition (f1), there holds∣∣∣∣∫
RN

( f (x, un)un − f (x, u)u) dx
∣∣∣∣ ≤ ∣∣∣∣∫

RN

(
ε|un|2 + C(ε)|un|p − ε|u|2 − C(ε)|u|p

)
dx
∣∣∣∣

≤ ε
∫

RN

∣∣|un|2 − |u|2
∣∣ dx + C(ε)

∫
RN

||un|p − |u|p| dx → 0,

as n → +∞. The proof of Lemma 3.5 is completed.

Lemma 3.6. Let {un} be a (PS)c sequence of J in E, then un → u in E.

Proof. By Lemma 3.4, the sequence {un} is bounded in E. Then without loss of generality we
can assume that un ⇀ u in E, recalling that ⟨J′(un), un⟩ = on(1)∥un∥E yields∫

RN

[
|∇un|2 + (V(x) + Q(x))u2

n
]

dx +
∫

RN
Q(x)F′

1(un)undx

=
∫

RN
f (x, un)undx +

∫
RN

Q(x)F′
2(un)undx + on(1).

(3.7)

Moreover, limn→∞⟨J′(un), un⟩ = 0, i.e.∫
RN

[
|∇u|2 + (V(x) + Q(x))u2] dx +

∫
RN

Q(x)F′
1(u)udx

=
∫

RN
f (x, u)udx +

∫
RN

Q(x)F′
2(u)udx.

(3.8)

By the Lemma 3.5, the right-hand side of (3.7) and (3.8) are equal. Therefore, there holds

∥un∥2
E +

∫
RN

Q(x)F′
1(un)undx + on(1) = ∥u∥2

E +
∫

RN
Q(x)F′

1(u)udx.

Without loss of generality we have
∫

RN F′
1(un)undx →

∫
RN F′

1(u)udx, and

∥un∥2
E → ∥u∥2

E,

as n → +∞. Thus we can conclude that un → u in E.

Because {un} ⊂ E is the (PS)c sequence of the functional J(u), and by (3) of Definition 2.3,
then there exists a function v ∈ C∞

0 (RN), for τn → 0+ such that

−τn∥v − un∥E ≤
∫

RN
[∇un∇(v − un) + (V(x) + Q(x))un(v − un)] dx −

∫
RN

f (x, un)(v − un)dx

−
∫

RN
Q(x)F′

2(un)(v − un)dx +
∫

RN
Q(x)F1(v)dx −

∫
RN

Q(x)F1(un)dx.

Since Ψ is lower semicontinuous, then

Ψ(un) ≥ lim
n→∞

inf Ψ(un) ≥ Ψ(u).
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It follows from Lemmas 3.5–3.6 that there holds

lim
n→∞

(−τn∥v − u∥E) ≤
∫

RN
[∇u∇(v − u) + (V(x) + Q(x))u(v − u)] dx

−
∫

RN
f (x, u)(v − u)dx −

∫
RN

Q(x)F′
2(u)(v − u)dx

+
∫

RN
Q(x)F1(v)dx −

∫
RN

Q(x)F1(u)dx.

(3.9)

The above formula (3.9) is equivalent to

⟨Φ′(u), v − u⟩+ Ψ(v)− Ψ(u) ≥ 0.

It can be seen that it satisfies (2) of Definition 2.3. This implies that u is the critical point of
the functional J(u). Therefore, u is the solution of problem (1.1).

In what follows, we mainly prove that the solution u is nontrivial and reachable.

Lemma 3.7. Assume that (V1)–(V2) and (f1)–(f3) hold, then the functional J(u) satisfies (PS)c con-
dition, and u is a critical point of J. Furthermore, u is nontrivial solution of equation (1.1).

Proof. If u = 0, then un ⇀ 0 in E. One of the following two cases is always true.

(i) un → 0, as n → +∞.

(ii) lim infn→+∞ supy∈RN\{0}
∫

Br(y)
|un|2dx > 0.

Now we next will prove that neither (i) nor (ii) is true:
If (i) is true, then J(u) → 0, but J(u) → c (c > 0), which leads to a contradiction. Therefore

(ii) is true. Let β := lim infn→+∞ supy∈RN\{0}
∫

Br(y)
|un|2dx > 0. Choose Ar := {x ∈ RN \

Br(0) : V(x) < a0}, as r → +∞. It follows from (V1) that meas(Ar) → 0. There exists a
constant r∗ such that if r > r∗ and q∗ ∈ (2, 2∗), and according to the Hölder inequality and
Sobolev imbedding inequality, we have

∫
Ar

|un|2dx ≤
(∫

Ar

|un|q
∗
dx
) 2

q∗
(∫

Ar

1dx
) q∗−2

q∗

≤ C∥un∥2
E (meas(Ar))

q∗−2
q∗ ≤ β

4
.

(3.10)

Take Dr := {x ∈ RN \ Br(0) : V(x) ≥ a0}, as a0 is enough large. Then there holds∫
Dr

|un|2dx ≤ 1
1 + a0

∫
RN

(1 + V(x))|un|2dx ≤ C
1 + a0

≤ β

4
. (3.11)

It follows from (3.10) and (3.11) that

β = lim inf
n→+∞

sup
y∈RN\{0}

∫
Br(y)

|un|2dx

≤ lim inf
n→+∞

∫
RN\Br(0)

|un|2dx

= lim inf
n→+∞

(∫
Dr

|un|2dx +
∫

Ar

|un|2dx
)
≤ β

2
,

which leads to a contradiction. Thus we have u ̸= 0. The proof of Lemma 3.7 is completed.
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Proof of Theorem 1.1. By the statement in Section 3, we admit that the sequence {un} ⊂ E is
the (PS)c sequence of the functional J(u). From Lemma 3.7, the weak limit of (PS)c sequence
is nontrivial, we easily infer that the weak limit is the desired ground state. On the one hand,
since un → u (n → ∞), the norm ∥u∥E and Ψ(u) are lower semicontinuous, it follows from
(2.1), (2.3), (2.4) that

J(u) = Φ̃(u) + Ψ(u)

=
1
2
∥u∥2

E −
∫

RN
F(x, u)dx −

∫
RN

Q(x)F2(u)dx +
∫

RN
Q(x)F1(u)dx

≤ 1
2
∥u∥2

E − inf
∫

RN
F(x, u)dx − inf

∫
RN

Q(x)F2(u)dx +
∫

RN
Q(x)F1(u)dx

≤ lim inf
n→+∞

1
2
∥un∥2

E − lim inf
n→+∞

∫
RN

F(x, un)dx − lim inf
n→+∞

∫
RN

Q(x)F2(un)dx

+ lim inf
n→+∞

∫
RN

Q(x)F1(un)dx

= lim inf
n→+∞

J(un) = c.

Then we can get J(u) ≤ c. On the other hand, by the definition of c, we have J(u) ≥ c. Hence
J(u) = c. In a word, we deduce that c is attained and the corresponding minimizer is a ground
state solution of problem (1.1). The proof of Theorem 1.1 is completed.
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