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Abstract. Linear second-order functional differential equations without the Volterra
condition are studied. Sufficient conditions for the everywhere solvability of the equa-
tion (surjectivity of the corresponding functional differential operator) are obtained in
terms of norms of the positive and negative parts of the functional operators. These
conditions are shown to be sharp in the sense that if they are not satisfied, then there
exists an equation with no solution. The obtained solvability conditions are formulated
directly for the equation itself, without considering specific boundary value problems.
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1 Introduction.

Functional differential equations are very important because they successfully model many
phenomena in physics, engineering, biology, and economics [3, 7, 13, 20] (of course, they are
also important as an independent mathematical object [3, 4, 6, 32]). Often, the most impor-
tant aspect of the study is the study of solutions of boundary value problems for functional
differential equations. Many works are devoted to the theory of boundary value problems
for such equations [6, 16, 31]. However, given the widespread use of modeling in all fields of
knowledge, a functional differential equation can be interesting even without being tied to a
specific boundary value problem. In this case, first of all, the question of the existence of a
solution to the equation for any right-hand side (the surjectivity of the operator) is of interest;
only then can the equation be used for appropriate modeling.

So, we consider linear functional differential equations

(Lx)(t) = f (t), t ∈ [0, 1], (1.1)

where the operator L acts from the space AC1 (real functions that are absolutely continuous
together with their first derivative on the interval [0, 1]) to the space L of integrable real
functions and is defined by the equality

(Lx)(t) ≡ ẍ(t)− (T+x)(t) + (T−x)(t), t ∈ [0, 1],
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where T+, T− are linear bounded positive operators acting from the space of continuous real
functions C into the space L. A linear operator T : C → L is called positive if it maps non-
negative functions into almost everywhere non-negative ones. The norm of such a positive
operator is defined by the equality

∥ T∥C→L =
∫ 1

0
(T1 )(s) ds,

where 1 : R → R is the unit function. Here in the spaces AC1, C, L the standard norms are
used:

∥ x∥AC1 = |x(0)|+ |ẋ(0)|+
∫ 1

0
|ẍ(t)| dt, ∥ x∥C = max

t∈[0,1]
|x(t)|, ∥ z∥L =

∫ 1

0
|z(t)| dt.

Next, we will also need the space L∞[0, 1] of real functions essentially bounded on [0, 1] and
the space AC∞ of absolutely continuous real functions on [0, 1] with derivative ẋ ∈ L∞[0, 1],

∥ z∥L∞ = ess sup
s∈[0,1]

|z(t)|, ∥ x∥AC∞ = |x(0)|+ ∥ ẋ∥L∞ .

Definition 1.1. A solution of equation (1.1) is any function x ∈ AC1 that satisfies equation
(1.1) for almost all t ∈ [0, 1].

Definition 1.2. We call equation (1.1) everywhere solvable if it has a solution for all f ∈ L. In
this case, the operator L : AC1 → L is surjective.

Definition 1.3. A linear boundary value problem for equation (1.1) is a system of equations
consisting of equation (1.1) and two equations of the form

ℓ1x = α1, ℓ2x = α2, (1.2)

where ℓ1, ℓ2 : AC1 → R are linearly independent linear bounded functionals, α1, α2 ∈ R are
given numbers.

Definition 1.4. Boundary value problem (1.1)–(1.2) is called Fredholm if the operator of this
problem [L, ℓ1, ℓ2] : AC1 → L × R2 is a Noetherian operator of zero index [5, 21].

The space AC1 is compactly embedded in the space C (see, for example, [25]). Hence,
any boundary value problem (1.1)–(1.2) is Fredholm. So, a necessary and sufficient condition
for the unique solvability of this problem is that the corresponding homogeneous boundary
value problem

Lx = 0, ℓ1x = 0, ℓ2 = 0,

has only the trivial solution. in the space AC1. Note that in [5] it was shown that even
under weaker natural assumptions on the operator L boundary value problem (1.1)–(1.2) is
Fredholm.

We are interested not in the solvability condition of boundary value problems for equation
(1.1), but rather in the solvability conditions of equation (1.1) itself. Since we do not require
the Volterra property [5, p. 200] of the operators T+, T−, the properties of our equation may
not directly correspond to those of linear ordinary differential equations [5, p. 100], for which
the unique solvability of the Cauchy problem guarantees solvability everywhere. It is easy to
give an example of an unsolvable equation (1.1). Consider the equation

ẍ(t)− 4 x(0) + 8 x(1/2)− 4 x(1) = 1, t ∈ [0, 1]. (1.3)
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This equation has form (1.1) for

(T+x)(t) = 4 x(0) + 4 x(1), (T−x)(t) = 8x(1/2), t ∈ [0, 1],

thus, ∥ T+∥C→L = 8, ∥ T−∥C→L = 8. Since for the solution x of equation (1.3) the function ẍ
must be constant, then x(t) = a0 + a1 t + a2 t2, t ∈ [0, 1], for some constants ai. It is easy to
check that Lx = 0 for this x. Then Lx(t) ≡ 0 ̸= 1. The contradiction shows that equation (1.3)
has no solution.

Definition 1.5. Let P ⩾ 0, Q ⩾ 0. Denote by MP ,Q the set of operators L : AC1 → L defined
by the equality

(Lx)(t) ≡ ẍ(t)− (T+x)(t) + (T−x)(t), t ∈ [0, 1], (1.4)

such that
∥ T+∥C→L = P , ∥ T−∥C→L = Q. (1.5)

Denote by S the set of surjective operators (1.4).

Definition 1.6. The set Ω ≡ {(P ,Q) ∈ [0, ∞)2 | MP ,Q ⊂ S} is called the set of everywhere
solvability (or the set of surjectivity).

Remark 1.7. From the proof of Lemmas 2.3, 2.4, 2.5, and Theorem 3.1 it follows that if (P ,Q) ∈
Ω, then (P1,Q1) ∈ Ω for all P1 ∈ [0,P ], Q1 ∈ [0,Q].

Therefore, the equalities (1.5) in Definition 1.5 can be replaced by the inequalities

∥ T+∥C→L ⩽ P , ∥ T−∥C→L ⩽ Q.

Our goal is to find the set Ω. The following Theorem 3.1 gives a complete description of Ω.
The problem of constructing a set of everywhere solvability, apparently, has not attracted

attention due to the fact that there is a simple necessary and sufficient condition for the
operator L to be everywhere solvable.

Lemma 1.8 ([5]). Equation (1.1) is everywhere solvable if and only if there exist linearly independent
linear bounded functionals ℓ1, ℓ2 : AC1 → R such that boundary value problem (1.1)–(1.2) is uniquely
solvable.

By choosing different functionals ℓ1, ℓ2 and finding solvability conditions for boundary
value problem (1.1)–(1.2) in terms of the norms of the operators T+ and T−, using Lemma
1.8 we can construct only subsets of the set of everywhere solvability Ω. Finding the set
of everywhere solvability is, apparently, a new problem that has not yet been solved in this
formulation. Its solution can be useful in modeling various processes, including in economics,
when it is required that a solution exists for each external influence from the space under
consideration.

In the work [18], surjectivity was studied for a partial differential equation with constant
and distributed delay. In [1], the surjectivity of functional differential operators was studied
using the surjectivity module [28, p. 26] q(L) = infy ̸=0 ∥ L∗y∥/∥ y∥, which is related to the
minimal norm of the Green operator of boundary value problems for the equation Lx = f .
Here it is possible to estimate the norm of the adjoint operator from below only in very special
cases. For example, one effective condition for the surjectivity of a neutral functional differen-
tial operator was obtained in [2]. In the papers [29,30], conditions for surjectivity of operators
in a Banach space are obtained, and the results are applied to boundary value problems. In
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[14, 15], perturbations of linear surjective operators are studied. Thus, surjectivity conditions
for linear operators can also be useful in studying boundary value problems. Coefficient sur-
jectivity criteria (including those for families of equations) without special requirements for
functional operators have not been obtained, as far as the author knows.

A convenient criterion for surjectivity is formulated using the adjoint operator.

Lemma 1.9 ([5]). The following statements are equivalent:

1) the operator L is surjective;

2) dim kerL = 2;

3) kerL∗ = {0}.

The construction of the solvability set Ω is apparently a rather difficult problem. To the
author’s knowledge, it has only been solved for the first-order equation [9]. The method
used here is completely different from the method of [9]. It is based on the fact that if the
family MP ,Q contains a non-surjective operator, then this family contains finite-dimensional
operators T+ and T− for which the adjoint boundary value problem has a non-trivial solution.

There are relatively many works on the conditions for the solvability of boundary value
problems for functional differential equations (see, for example, [8, 10–12, 26, 27]).

If in Lemma 1.8 we take the periodic boundary value problem x(0) = x(1), ẋ(0) = ẋ(1),
then the solvability condition [22] of this problem gives the following conditions for the sur-
jectivity of L:

4P
4 −P ⩽ Q ⩽ 8 + 4

√
4 −P , P < 4, or

4Q
4 −Q ⩽ P ⩽ 8 + 4

√
4 −Q, Q < 4. (1.6)

Our main result, formulated in Theorem 3.1 (section 3), will significantly improve inequalities
(1.6) (see Fig. 3.1, Corollaries (3.2), (3.3), (3.4)).

The general scheme of this work is as following. First we show that if (P ,Q) ̸∈ Ω, there
exists an operator L ∈ MP ,Q such that the equation L∗g = 0 has a non-trivial solution
(Lemmas 2.1, 2.2). Then we prove that in this case for some P1 ⩽ P , Q1 ⩽ Q there exists
an operator L ∈ MP1,Q1 such that the equation L∗g = 0 has a non-trivial piecewise linear
solution (Lemma 2.3). In Lemmas 2.4, 2.5, is proved that it is sufficient to consider the case
of a piecewise linear solution g whose graph consists of three line segments. This last case
admits a simple explicit solution of the adjoint equation, which allows us to explicitly describe
the set Ω (Theorem 3.1).

2 Auxiliary statements

If L ∈ MP ,Q, then
Lx = ẍ − Tx, (2.1)

where the operator T : T+ − T− has the representation [19, p. 303–304] in the form of the
Riemann–Stieltjes integral

(Tx)(t) =
∫ 1

0
x(s) dsr(t, s), t ∈ [0, 1],

r(t, s) = p+(t)k+(t, s)− p−(t)k−(t, s), t ∈ [0, 1],
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– the functions p+, p− ∈ L are nonnegative,

– ∥ p+∥L = P , ∥ p−∥L = Q,

– the functions k+(t, ·), k−(t, ·) are nondecreasing for all t ∈ [0, 1],

– k+(t, 0) = 0, k−(t, 0) = 0, k+(t, 1) = 1, k−(t, 1) = 1.

The operators T+, T− have the representations

(T+/−x)(t) =
∫ 1

0
x(s)dsr+/−(t, s), t ∈ [0, 1],

where r+(t, s) = p+(t)k+(t, s), r−(t, s) = p−(t)k−(t, s), s, t ∈ [0, 1],
∫ 1

0 r+(t, 1) dt = P ,∫ 1
0 r−(t, 1) dt = Q.

2.1 Adjoint equation

Let L∗ : (L)∗ → (AC1)∗ be the adjoint operator. The AC1 is isomorphic to the space L × R2.
Indeed, let (δx)(t) = ẍ(t), t ∈ [0, 1]; r0x = x(0), r1x = ẋ(0). Then the operator [δ, r0, r1] :
AC1 → L1[0, 1]× R2 defined by the equality

[δ, r0, r1]x = {ẍ, x(0), ẋ(0)},

is continuously invertible. Let (Λz)(t) =
∫ t

0 (t − s)z(s) ds, t ∈ [0, 1], for every z ∈ L. Then
Λ : L → AC1 is a bounded operator and the Cauchy problem{

δx = z

r0x = c0, r1x = c1,

has a unique solution
x(t) = c0 + c1t + (Λz)(t), t ∈ [0, 1]. (2.2)

So, we have (
[δ, r0, r1]

−1{z, c0, c1}
)
(t) = c0 + c1 t + (Λz)(t), t ∈ [0, 1].

Thus, (AC1)∗ ≃ (L × R2)∗ = (L)∗ × R2 = L∞[0, 1] × R2. Therefore, L∗ acts from (L)∗ ≃
L∞[0, 1] into the space L∞[0, 1]× R2.

Lemma 2.1. Let an operator L : AC1 → L be defined by (2.1). Then L is not surjective if and only if
there exists a non-trivial g ∈ L∞[0, 1] satisfying the homogeneous adjoint equation L∗g = 0:

g(t)−
∫ 1

0

(∫ 1

t
(τ − t)dτr(s, t)

)
g(s) ds = 0, t ∈ [0, 1], (2.3)∫ 1

0

∫ 1

0
dsr(t, s)g(t) dt =

∫ 1

0
r(s, 1)g(s) ds = 0, (2.4)∫ 1

0

∫ 1

0
s dsr(t, s)g(t) dt = 0. (2.5)

Proof. Let L ∈ MP ,Q from (2.1), x ∈ AC1, g ∈ L∞[0, 1]. Using the representation

x(t) = x(0) + tẋ(0) +
∫ 1

0
(t − s)ẍ(s) ds, t ∈ [0, 1],
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we obtain∫ 1

0
g(t)(Lx)(t) dt

=
∫ 1

0
g(t)

[
ẍ(t)−

∫ 1

0
dsr(t, s) x(0)−

∫ 1

0
s dsr(t, s) ẋ(0)−

∫ 1

0

(∫ s

0
(s − τ)ẍ(τ) dτ

)
dsr(t, s)

]
dt

=
∫ 1

0
ẍ(t)

[
g(t)−

∫ 1

0

(∫ 1

t
(s − t)dsr(t, s)

)
g(τ) dτ

]
dt

−
∫ 1

0

∫ 1

0
dsr(t, s)g(t) dt x(0)−

∫ 1

0

∫ 1

0
s dsr(t, s)g(t) dt ẋ(0) = (L∗g)(x), (2.6)

where L∗ : L∞[0, 1] → L∞[0, 1]× R2 is the adjoint operator of the operator L.
If the operator L is not surjective, then there exists a non-trivial g ∈ L∞[0, 1] such that∫ 1

0 g(t)(Lx)(t) dt = 0 for all x ∈ AC1. From (2.6), it follows that
∫ 1

0 g(t)(Lx)(t) dt = 0 for all
ẍ ∈ L, all x(0) ∈ R, for all ẋ(0) ∈ R. Therefore, in this case, there exists a non-zero solution
g ∈ L∞[0, 1] to the adjoint equation L∗g = 0, that is g satisfies equalities (2.3), (2.4), (2.5).

If the system (2.3), (2.4), (2.5) has only the trivial solution, then there is no nontrivial g
such that

∫ 1
0 g(t)(Lx)(t) dt = 0 for all x ∈ AC1. Therefore, the operator L is surjective.

From equation (2.3) it follows that its solution g is differentiable and ġ ∈ L∞. Therefore,
g ∈ AC∞. Substituting t = 1 into equation (2.3), we obtain g(1) = 0. Substituting t = 0
into equation (2.3) and taking into account equality (2.5), we obtain g(0) = 0. Differentiating
equality (2.3) and taking into account equality (2.4), we obtain

ġ(t) = −
∫ 1

0

(∫ 1

t
dτr(s, t)

)
g(s) ds = −

∫ 1

0
(r(s, 1)− r(s, t))g(s) ds =

∫ 1

0
r(s, t)g(s) ds.

Therefore, system (2.3), (2.4), (2.5) is equivalent to the system

ġ(t) =
∫ 1

0
r(s, t)g(s) ds, t ∈ [0, 1], (2.7)

g(0) = 0, g(1) = 0 (2.8)∫ 1

0
r(s, 1)g(s) ds = 0 (2.9)

where g ∈ AC∞.
From here we obtain the following lemma.

Lemma 2.2. Let an operator L : AC1 → L be defined by (2.1). Then L is not surjective if and only
if there exists a non-trivial g ∈ AC∞ satisfying to equalities (2.7), (2.8), (2.9) that is satisfying the
homogeneous adjoint equation L∗g = 0.

In simplest case, when

(Lx)(t) = ẍ(t)−
n

∑
j=1

pj(t)x(tj), t ∈ [0, 1].

constructing the adjoint operator is not difficult. Let assume that g ∈ (L)∗ = L∞[0, 1]. We use
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the representation (2.2) for x ∈ AC1. We have

g(Lx) =
∫ 1

0
ẍ(t)g(t) dt −

n

∑
j=1

pj(t)
(

x(0) + tj ẋ(0) +
∫ tj

0
(tj − s)ẍ(s) ds

)

=
∫ 1

0
ẍ(s)

(
g(s)−

n

∑
j=1

(tj − s)+
∫ 1

0
g(τ)pj(τ) dτ

)
ds

− x(0)
∫ 1

0
g(t)

n

∑
j=1

pj(t) dt − ẋ(0)
∫ 1

0
g(t)

n

∑
j=1

tj pj(t) dt = (L∗g)(x).

Thus, g ∈ kerL∗ if and only if g(Lx) = 0 for all x(0) ∈ R, all ẋ(0) ∈ R, and for all ẍ ∈ L, that
is

g(s)−
n

∑
j=1

(tj − s)+
∫ 1

0
g(τ)pj(τ) dτ = 0, s ∈ [0, 1], (2.10)

∫ 1

0
g(t)

n

∑
j=1

pj(t) dt = 0, (2.11)

∫ 1

0
g(t)

n

∑
j=1

tj pj(t) dt = 0, (2.12)

where

α+ =

{
α if α > 0;

0 if α ⩽ 0.

From (2.10), it follows that any solution to L∗g = 0 is piecewise linear. Moreover, g(1) = 0
from (2.10) and g(0) = 0 from (2.10) and (2.12).

2.2 Lemmas on the existence of piecewise linear solutions of a homogeneous ad-
joint equation

Lemma 2.3. Let (P ,Q) ̸∈ Ω. Then there exists an operator L ∈ MP ,Q such that the equation
L∗g = 0 has a non-trivial solution g in the form

g(t) = ∑
j∈J

φj(t), t ∈ [0, 1], (2.13)

where J ⊂ {1, 2, . . .},

φj(t) =


t−aj
cj−aj

Fj, t ∈ (aj, cj),
bj−t
bj−aj

Fj, t ∈ (cj, bj),

0, t ∈ [0, 1]\(aj, bj),

(2.14)

cj ∈ (aj, bj), Fj ∈ R, j ∈ J, the intervals (aj, bj) are disjoint.

Proof. Since (P, Q) ̸∈ Ω, there exists an operator L ∈ MP ,Q such that the problem (2.7)–(2.9)
has a nontrivial solution g. Denote by {ej}j∈J the set of intervals within which g preserves its
strict sign: ej = [aj, bj], g(ai) = g(bj) = 0, g(t) ̸= 0 for t ∈ (aj, bj), where aj, bj are pairs of
adjacent zeros of g. There exist at most countably many such pairs. We will demonstrate how
to modify the operator L such that the adjoint equation L̃∗ g̃ = 0 of the modified operator L̃
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has a solution g satisfying the conditions of the lemma. It turns out that |g̃(t)| ⩾ |g(t)| for
each t ∈ ej.

Let a, b be adjacent zeros of g, and g(t) > 0 for t ∈ (a, b) (the case g(t) < 0, t ∈ (a, b) is
similar).

Denote E+ = {τ ∈ [0, 1] : g(τ) ⩾ 0}, E− = {τ ∈ [0, 1] : g(τ) < 0}.
We define a function L : [a, b] → R by the following equalities: L(a) = 0; and for all

t ∈ (a, b]

L(t) =
∫ 1

0
max

k+(s,a)⩽k̃+(s,t)⩽k+(s,t)
k−(s,a)⩽k̃−(s,t)⩽k−(s,t)

(p+(s)k̃+(s, t)− p−(s)k̃−(s, t))g(s) ds

=
∫

E+

(p+(s)k+(s, t)− p−(s)k−(s, a))g(s)ds +
∫

E−

(p+(s)k+(s, a)− p−(s)k−(s, t))g(s)ds.

Since the functions k+(s, ·), k−(s, ·) are non-decreasing, the functions L and L̃(t) ≡
∫ t

0 L(s) ds
are also non-decreasing, and the function L̃ is convex downwards. Therefore

L̃(c)(t − a)
c − a

⩽ L̃(t), c ∈ (a, b], t ∈ [a, c].

From the definition of the function L, it follows that

L(t) ⩾ ġ(t), L̃(t) ⩾ g(t), t ∈ [a, b].

Similarly, we define the function R: R(b) = 0, when t ∈ [a, b)

R(t) =
∫ 1

0
max

k+(s,t)⩽k̃+(s,t)⩽k+(s,b)
k−(s,t)⩽k̃−(s,t)⩽k−(s,b)

(p+(s)k̃+(s, t)− p−(s)k̃−(s, t))g(s) ds

=
∫

E+

(p+(s)k+(s, t)− p−(s)k−(s, b))g(s)ds +
∫

E−

(p+(s)k+(s, b)− p−(s)k−(s, t))g(s)ds.

It is obvious that R(t) ⩽ ġ(t), t ∈ [a, b), R is non-decreasing, the function R̃(t) ≡ −
∫ b

t R(s) ds
is non-increasing and convex downwards. Therefore

R̃(c)(b − t)
b − c

⩾ R(t) ⩾ g(t), c ∈ [a, b), t ∈ [c, b].

It follows from the definition of the function R that

R(t) ⩽ ġ(t), R̃(t) ⩾ g(t), t ∈ [a, b].

Let c ∈ (a, b) be a unique solution to the equation L̃(c) = R̃(c).
Define a new function

g̃(t) ≡


g(t), t ∈ [0, 1] \ [a, b],

L̃(c)(t−a)
c−a , t ∈ [a, c],

R̃(c)(b−t)
b−c , t ∈ [c, b].

Define a new operator L̃ by the equality L̃x ≡ ẍ −
∫ 1

0 x(s) dsr̃(·, s), where

r̃(t, s) ≡ p̃+(s)k̃+(s, t)− p̃−(s)k̃−(s, t), s, t ∈ [0, 1],
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and

p̃+(t) ≡
{

p+(t), t ∈ [0, 1] \ (a, b),
p+(t)g(t)

g̃(t) , t ∈ (a, b),
p̃−(t) ≡

{
p−(t), t ∈ [0, 1] \ (a, b),
p−(t)g(t)

g̃(t) , t ∈ (a, b),

k̃+(s, t) ≡


k+(s, a), s ∈ E−, t ∈ [a, c],

k+(s, b), s ∈ E−, t ∈ [c, b],

k+(s, t), otherwise,

k̃−(s, t) ≡


k−(s, a), s ∈ E+, t ∈ [a, c],

k−(s, b), s ∈ E+, t ∈ [c, b],

k−(s, t), otherwise.

Then L̃ ∈ MP ,Q, since p̃+(s) ⩽ p+(s), p̃−(s) ⩽ p−(s), s ∈ [0, 1]. Moreover, the function g̃ is a
solution to the equation L̃∗ g̃ = 0.

The procedure described above can be applied to all adjacent zeros (of which there are at
most countably many). After this, we obtain an operator, which we denote by L ∈ MP ,Q,
such that the equation L∗g = 0 has a solution of the form (2.13), where ϕj are defined by
(2.14).

Lemma 2.4. Let (P ,Q) ̸∈ Ω. Then there exist points 0 ⩽ a1 < c1 < b1 ⩽ a2 < c2 < b2 ⩽ 1
and an operator L ∈ MP ,Q such that the adjoint equation L∗g = 0 has a piecewise linear solution
satisfying conditions g(t) = 0 for t ∈ [0, 1] ∪ [b1, a2] ∪ [b2, 1], g(t) < 0 for t ∈ (a1, b1), g(t) > 0 for
t ∈ (a2, b2).

Proof. By Lemma 2.3 there exists an operator L ∈ MP ,Q such that the adjoint equation L∗g =

0 has a piecewise linear solution g of the form (2.13). Let {ej = [aj, bj]}j∈J be the set of all
intervals between adjacent zeros of the function g, {ej}j∈J+ be the set of all intervals within
which g(t) > 0, J− = J \ J+.

Assume that the solution g takes its minimum and maximum at the points c1 < c2 respec-
tively:

gmin ≡ min
t∈[0,1]

g(t) = g(c1), gmax ≡ max
t∈[0,1]

g(t) = g(c2).

Let
ẽ1 = [a1, c1], ẽ2 = [c1, b1], ẽ3 = [a2, c2], ẽ4 = [c2, b2].

For t ∈ ẽi, i = 1, 2, 3, 4, we have

r(s, t) = p+(s)k+i (s)− p−(s)k−i (s), s ∈ [0, 1],

where k+i (s) ⩽ k+i+1(s), k−i (s) ⩽ k−i+1(s), i = 1, 2, 3.
We will write the equation for g at t ∈ ẽi:

ẋ(t) =
∫ 1

0
r(s, t)g(s) ds =

∫ 1

0
(p+(s)k+i (s)− p−(s)k−i (s)) ds

= ∑
j∈J+

∫
ej

(p+(s)k+i (s)− p−(s)k−i (s))g(s) ds + ∑
j∈J−

∫
ej

(p+(s)k+i (s)− p−(s)k−i (s))g(s) ds.

Let us stretch or compress (that is, make a suitable change of variable) all segments [aj, cj],
[cj, bj] so that they coincide with the segments [a1, c1], [c1, b1], respectively, if j ∈ J−, and
coincide with the segments [a2, c2], [c2, b2] if j ∈ J+. On each of these segments we multiply
the functions p+, p− by the ratio of the corresponding segments so that the values∫

ej

p+(s) ds,
∫

ej

p−(s) ds,
∫

ej

(p+(s)− p−(s)) ds,
∫

ej

(p+(s)k+i (s)− p−(s)k−i (s)) ds,
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do not change after the change of variable.
Therefore, for t ∈ ẽi we have

ġ(t) = ∑
j∈J−

∫
e1

(p+j (s)k
+
i,j(s)− p−j (s)k

−
i,j(s)) g(s)

gj

gmin
ds

+ ∑
j∈J+

∫
e2

(p+j (s)k
+
i,j(s)− p−j (s)k

−
i,j(s)) g(s)

gj

gmax
ds

=
∫

e1

(
∑

j∈J−

p+j (s)gj

gmin
k+i,j(s)− ∑

j∈J−

p−j (s)gj

gmin
k−i,j(s)

)
g(s)ds

+
∫

e2

(
∑

j∈J+

p+j (s)gj

gmax
k+i,j(s)− ∑

j∈J+

p−j (s)gj

gmax
k−i,j(s)

)
g(s)ds

=
∫

e1

([
∑

j∈J−

p+j (s)gj

gmin

]
k̃+i (s)−

[
∑

j∈J−

p−j (s)gj

gmin

]
k̃−i (s)

)
g(s)ds

+
∫

e2

([
∑

j∈J+

p+j (s)gj

gmax

]
k̃+i (s)−

[
∑

j∈J+

p−j (s)gj

gmax

]
k̃−i (s)

)
g(s)ds.

Here p+/−
j , k+/−

i,j denote the functions p+/−, k+/−
i restricted on the set ej in the coordinates

of one of the corresponding segments ẽi, i = 1, 2, 3, 4; gj = g(cj); the functions k̃+/−
i are

determined by the equalities

∑
j∈J+/−

p+/−
j (s)gj

gmax/min
k+/−

i,j (s) =

 ∑
j∈J+/−

p+/−
j (s)gj

gmax/min

 k̃+/−
i (s).

Moreover,
k̃+/−

i (s) ⩽ k̃+/−
i+1 (s), s ∈ [0, 1], i = 1, 2, 3,

since
k+/−

i,j (s) ⩽ k+/−
i+1,j(s), s ∈ [0, 1], i = 1, 2, 3, j ∈ J.

We can now define

p̃+(s) ≡


∑

j∈J−

p+j (s)gj

gmin
, s ∈ e1,

∑
j∈J+

p+j (s)gj

gmax
, s ∈ e2,

0, s ∈ [0, 1] \ (e1 ∪ e2),

p̃−(s) ≡


∑

j∈J−

p−j (s)gj

gmin
, s ∈ e1,

∑
j∈J+

p−j (s)gj

gmax
, s ∈ e2,

0, s ∈ [0, 1] \ (e1 ∪ e2).

Let k̃+/−(s, t) = ki(s) for s ∈ [0, 1], t ∈ ẽj. On the remaining part of the interval with respect
to t, the function k̃+/−(s, t) is extended in such a way that the functions k̃+/−(s, ·) are non-
decreasing for each s ∈ [0, 1].

In this case ∥ p̃+∥L ⩽ ∥ p+∥L, ∥ p̃−∥L ⩽ ∥ p−∥L, and

g̃(t) =

{
g(t), t ∈ e1 ∪ e2,

0, t ∈ [0, 1] \ (e1 ∪ e2),
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is a solution to the boundary value problem

˙̃g(t) =
∫ 1

0
r̃(s, t)g̃(s) ds, t ∈ [0, 1], g̃(0) = 0, g̃(1) = 0,∫ 1

0
( p̃+(s)− p̃−(s))g(s) ds = 0.

Thus, (P ,Q) ̸∈ Ω, and there exists an operator L̃ ∈ MP ,Q such that the equation L̃∗ g̃ = 0 has
a piecewise linear solution satisfying the conditions: g̃(t) = 0 if t ∈ [0, a1] ∪ [b1, a2] ∪ [b2, 1],
g̃(t) < 0 if t ∈ (a1, b1), g̃(t) > 0 if t ∈ (a2, b2), where 0 ⩽ a1 < c1 < b1 ⩽ a2 < c2 < b2 ⩽ 1.

Lemma 2.5. Let (P ,Q) ̸∈ Ω. There exist points 0 = t1 < t2 < t3 < t4 = 1, and functions pj ∈ L
such that the operator L : AC1 → L defined by the equality

Lx ≡ ẍ(t)−
4

∑
j=1

pj(t)x(tj), t ∈ [0, 1],

belongs to the set MP ,Q and is not surjective.

Proof. The operator L, whose existence is asserted in the Lemma 2.4, has the form

(Lx)(t) = ẍ(t)− ∑
j∈J1

pj(t)x(tj), t ∈ [0, 1],

where pj = p+j − p−j , p+j , p−j ∈ L, p+j (t) ⩾ 0, p−j (t) ⩾ 0, t ∈ [0, 1], ∑j∈J1
∥ p+j ∥L ⩽ P ,

∑j∈J1
∥ p−j ∥L ⩽ Q. The set {tj|j ∈ J1} = {0, a1, c1, b1, a2, c2, b2, 1} is finite.

The adjoint boundary value problem has the form (2.10), (2.11), (2.12).
By Lemma 2.4 the adjoint boundary value problem

g(s)− ∑
j∈J1

(tj − s)+
∫ 1

0
g(τ)pj(τ) dτ = 0, s ∈ [0, 1], (2.15)

∫ 1

0
g(t) ∑

j∈J1

pj(t) dt = 0, (2.16)

∫ 1

0
g(t) ∑

j∈J1

tj pj(t) dt = 0. (2.17)

has a nontrivial piecewise linear solution g.
We see that problem (2.15)–(2.17) depends only on the values Aj =

∫ 1
0 g(t)pj(t) dt. We

know that mint∈[0,1] g(t) = g(c1), maxt∈[0,1] g(t) = g(c2).
It is obvious that we can change the functions pj so that the values Aj, ∥ p+j ∥L, ∥ p−j ∥L are

preserved, and the support of each of the functions pj is in any sufficiently small neighbor-
hoods of four points, t = 0 , t = 1, c1, c2. Let this condition be satisfied.

We will show that from the set {tj|j ∈ J1} we can successively exclude the points a1, b1, a2,
b2 by setting pj = 0 for the corresponding j. Let tk ∈ (0, 1) be one of such points, and let the
supports of all functions pk not intersect the interval (tk−1, tk+1). Then for some ξ ∈ (0, 1) the
equality tk = ξtk−1 +(1− ξ)tk+1 holds. Let p̃k = 0, p̃k−1 = pk−1 + ξ pk, p̃k+1 = pk+1 +(1− ξ)pk,
p̃i = pi for i ∈ J1 \ {tk−1, tk, tk+1}. Let

g̃(s)− ∑
j∈J1

(tj − s)+
∫ 1

0
g(τ) p̃j(τ) dτ = 0, s ∈ [0, 1].
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It is easy to check that g̃ satisfies the equation L̃∗ g̃ = 0 for

(L̃x)(t) = ẍ(t)− ∑
j∈J1

p̃j(t)x(tj), t ∈ [0, 1].

Obviously, g̃ satisfies the boundary conditions (2.16), (2.17).

3 Main result

Let us formulate the main assertion.

Theorem 3.1. Let non-negative P and Q be given. (P ,Q) ∈ Ω if and only if

Q ∈ [0, 4], P ⩽ min
k∈(0,1]

(1 +
√

k +
√

k + 1)2(k + 1)− Q
k

,

or
Q ∈ (4, 12 + 8

√
2], P ⩽ min

k∈[0,1]

(
(1 +

√
k +

√
k + 1)2(k + 1)− Q k

)
.

Proof. By Lemma 2.5, if (P ,Q) ̸∈ Ω, then there exists a non-surjective operator L ∈ MP ,Q
defined by

(Lx)(t) ≡ ẍ(t)−
4

∑
j=1

pj(t)x(tj), t ∈ [0, 1], (3.1)

where 0 = t1 < t2 < t3 < t4 = 1,

pj = p+j − p−j , p+j , p−j ∈ L, p+j (t) ⩾ 0, p−j (t) ⩾ 0, t ∈ [0, 1].

We will assume that∫ 1

0
p+j (s) ds = Pj, j = 1, . . . , 4,

4

∑
j=1

Pj = P ,

∫ 1

0
p−j (s) ds = Qj, j = 1, . . . , 4,

4

∑
j=1

Qj = Q.

For the equation (3.1) the adjoint equation is constructed in part 2.1. Its solution satisfies
the equalities (2.10), (2.11), (2.12). For convenience, we present here the adjoint boundary
value problem

g(t) = ∑
j=2,3,4

(tj − t)+
∫ 1

0
g(s)pj(s) ds, t ∈ [0, 1], (3.2)

g(0) = 0, g(1) = 0, (3.3)
4

∑
j=1

∫ 1

0
g(s)pj(s) ds = 0, (3.4)

4

∑
j=2

tj

∫ 1

0
g(s)pj(s) ds = 0, (3.5)

which has a non-trivial solution g. Let us denote the maximum of this solution by M ⩾ 0
(taken at the point t = t3) and the minimum by −m ⩽ 0 (taken at the point t = t2). The
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function g is linear on each of the intervals [0, t2], [t2, t3], [t3, 1]. At least one of the numbers
M and m is positive. Let m > 0.

Let us find for what minimal P , Q a non-zero solution to the problem (3.2)–(3.5) can exist.
Let Aj =

∫ 1
0 g(s)pj(s) ds, j = 1, 2, 3, 4.

From (3.2) for t ∈ [t3, 1] it follows that

ġ(t) = −A4 =
−M

1 − t3
, (3.6)

t ∈ (t3, 1), therefore A4 ⩾ 0.
From (3.2) for t ∈ (t2, t3) it follows that ġ(t) = −A4 − A3 = M+m

t3−t2
> 0. Since A4 ⩾ 0, then

A3 < 0.
From (3.2) for t ∈ (0, t2) it follows that

ġ(t) = −A4 − A3 − A2 =
−m
t2

< 0. (3.7)

Therefore, from (3.4) it follows that ġ(t) = A1 = −m
t2

, therefore A1 < 0. In addition, we have
A3 + A4 < 0, A4 + A3 + A2 > 0. Therefore, A2 > 0.

So, A1 < 0, A2 > 0, A3 < 0, A4 ⩾ 0.
To satisfy these conditions with minimal P and Q, the supports of the functions p+1 , p−2 ,

p+3 , p−4 should be concentrated in a sufficiently small neighborhood of the point t = t2, which
is the minimum point of the function g. Similarly, the supports of the functions p−1 , p+2 , p−3 ,
p+4 should be concentrated in a sufficiently small neighborhood of the point t = t3, which is
the maximum point of the function g. We have

inf
∥ p+i ∥L=Pi ,
∥ p−i ∥L=Qi

Ai = −M Qi − m Pi, i = 1, 3; sup
∥ p+i ∥L=Pi ,
∥ p−i ∥L=Qi

Ai = M Pi + m Qi, i = 2, 4, (3.8)

while inf and sup in (3.8) cannot be achieved for the integrable functions pj.
Consider the limiting case

Ai = −M Qi − m Pi, i = 1, 3; Ai = M Pi + m Qi, i = 2, 4. (3.9)

From (3.4) and (3.9), it follows that

A1 + A2 + A3 + A4 = M (P2 + P4 − Q1 − Q3)− m (P1 + P3 − Q2 − Q4) = 0. (3.10)

From (3.5) and (3.9), we obtain

t2 (M P2 + m Q2)− t3 (M Q3 + m P3) + M P4 + m Q4 = 0. (3.11)

Now, for k ≡ M
−m ⩾ 0 from (3.6), (3.7), (3.10), and (3.11), it follows that

k =
Q4(1 − t3)

1 − P4(1 − t3)
=

1 − P1 t2

Q1t2
=

P1 + P3 − Q2 − Q4

P2 + P4 − Q1 − Q3
=

P3 t2 − Q2 t2 − Q4

P2 t2 + P4 − Q3 t3
.

These inequalities are equivalent to the system
P1 + k Q1 = γ1,

k P2 + Q2 = γ1 + (1 + k)γ2,

P3 + k Q3 = k γ3 + (1 + k)γ2,

k P4 + Q4 = k γ3,

(3.12)
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where γi ≡ 1
∆i

, ∆i ≡ ti+1 − ti, i = 1, 2, 3.
From here and from the non-negativity of Pi, we obtain the conditions for Qi:

Q1 ⩽
γ1
k ,

Q2 ⩽ γ1 + (1 + k)γ2,

Q3 ⩽ γ3 +
(1+k)

k γ2,

Q4 ⩽ k γ3.

(3.13)

From (3.12) we get

P = P1 + P2 + P3 + P4 = R− 1
k
(Q2 + Q4)− k(Q1 + Q3), (3.14)

where

R ≡ γ1
1 + k

k
+ γ2

(1 + k)2

k
+ γ3(1 + k).

We need to find the minimum of P over k ∈ (0, 1], over all γi, i = 1, 2, 3, 1
γ1

+ 1
γ2

+ 1
γ3

⩽ 1,
and over all Qi ⩾ 0 such that Q1 + Q2 + Q3 + Q4 = Q and conditions (3.13) are satisfied. Let
us find the maximum value of Q for which conditions (3.13) are satisfied. We have

Q = Q1 + Q2 + Q3 + Q4 ⩽ R.

Set ∆2 = 1 − ∆1 − ∆3 and find the minimum

R = (1 + k)
(

1
∆1k

+
1 + k

(1 − ∆1 − ∆3)k
+

1
∆3

)
relative to the variables ∆1, ∆3, with the other arguments fixed. From the conditions ∂P

∂∆1
=

∂P
∂∆3

= 0, we have

∆1 =
1

1 +
√

k +
√

k + 1
, ∆3 = ∆1

√
k, ∆2 = ∆1

√
k + 1.

Introduce the notations
G(k) ≡ (1 +

√
k +

√
k + 1)2(k + 1), (3.15)

and for every Q

H1(k) ≡
G(k)− Q

k
, (3.16)

H2(k) ≡ G(k)− k Q. (3.17)

Then

R = (1 + k)
(1 +

√
k −

√
k + 1)2

(
√

k + 1 −
√

k)2(
√

k + 1 − 1)2
=

G(k)
k

.

We can compute the derivative:

dR
dk

= k−5/2 1 +
√

k +
√

k + 1√
k + 1

(k2(
√

k +
√

k + 1)−
√

k(
√

k + 1 + 1) < 0.

It is easy to check that dR
dk < 0 for all k ∈ (0, 1). Therefore, mink∈(0,1] R(k) = R(1) =

2(2 +
√

2)2 = 12 + 8
√

2 ≡ Qmax.
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Thus, if Q = Qmax, then equalities (3.12) are possible only if P = 0 and not for integrable
functions pj. If Q > Qmax, then equalities (3.12) are impossible.

Let Q ∈ [0,Qmax). Find the minimum of P in (3.14) for Qi ⩾ 0 such that ∑4
i=1 Qi = Q and

with the other variables fixed. Increasing Q2 and Q4 until the constraints (3.13) are satisfied
and decreasing Q1 and Q3 to zero, while keeping Q the same, we obtain one of the following
two cases:

i) if Q ⩽ γ1 + γ2(1 + k) + kγ3, then Q1 = Q3 = 0 and

P = R− Q
k

,

ii) if Q ⩾ γ1 + γ2(1 + k) + kγ3, then Q2 = γ1 + γ2(1 + k), Q4 = kγ3 and

P = R− k(Q− (γ1 + γ2(1 + k) + kγ3))−
γ1 + γ2(1 + k) + kγ3

k
= kR− kQ.

For a fixed k, the minimum value of R is G(k)
k , and the following equality holds for the

constraint on Q
γ1 + γ2(1 + k) + kγ3 = (1 +

√
k +

√
k + 1)2.

Thus, in case i) one should minimize P = H1(k) subject to

Q ⩽ (1 +
√

k +
√

k + 1)2, (3.18)

in the second case, one should minimize P = H2(k) subject to

Q ⩾ (1 +
√

k +
√

k + 1)2. (3.19)

It is obvious that for Q ⩽ 4 at the minimum point of H1(k), k ∈ (0, 1], the inequality (3.18) is
satisfied.

It is easy to check that at the minimum point of H2(k), k ∈ (0, 1], the inequality (3.19) is
satisfied if Q ⩾ 4.

Since the limiting case (3.9) is not achieved on integrable coefficients pj, the obtained
boundaries belong to the set of everywhere solvability Ω.

Now we obtain a representation for the boundaries of the set Ω, which in the notation
(3.15), (3.16), (3.17) in accordance with Theorem 3.1 look like this: (P ,Q) ∈ Ω if and only if

Q ∈ [0, 4], P ⩽ P̃1(Q) ≡ min
k∈(0,1]

H1(k).

or
Q ∈ (4, 12 + 8

√
2], P ⩽ P̃2(Q) ≡ min

k∈[0,1]
H2(k).

For all Q ∈ [0, 4], the function H1 takes its minimum at the point k ∈ [0, 1], which satisfies
the equation H′

1(k) = 0, that is if

G′(k)k − G(k) +Q = 0 (3.20)

(here and below (·)′ ≡ d(·)
d k ). Therefore, the dependence P̃1(Q) for Q ∈ [0, 4] can be defined

parametrically using the equalities (3.16), (3.20) .
First, we define the number k0 = k2

1 ≈ 0.43, where k1 ∈ [0, 1] is the only root of the equation
k4 + 6k3 + 5k2 − k = 0 on the interval [0, 1]. The number k0 satisfies the equation (3.20) for
Q = 4. The function Q(k) = G(k)− G′(k)k maps [k0, 1] onto [0, 4].
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Let us define the function P̃1(Q) parametrically:

Q = G(k)− G′(k)k, P̃1 ≡ G′(k), k ∈ [k0, 1]. (3.21)

Denote P4 ≡ P̃1(4) = G′(k0) ≈ 17.7.
We have, in particular,

P̃1(0) = 12 + 8
√

2 (k = 1), P̃1 (27/8) = 19 (k = 9/16), P̃1(4) = P4.

For Q ∈ (4,P4], the function H2(k) takes a minimum value for k ∈ [0, 1] at the point k = 0,
therefore P̃2(Q) = H2(0) = G(0) = 4. If Q ∈ (P4, 12 + 8

√
2], then the function H2(k) takes a

minimum value at the maximum point satisfying the equality

H′
2(k) = G′(k)−Q = 0. (3.22)

Therefore, the dependence P̃2(Q) for Q ∈ (P4, 12 + 8
√

2] can also be specified parametri-
cally using the equalities (3.17),(3.22):

Q = G′(k), P̃2 = G(k)− G′(k)k, k ∈ [k0, 1]. (3.23)

From the parameterizations (3.21) and (3.23) it is clear that the dependencies P̃1(Q) and P̃2(Q)

are mutually inverse.
If Q > 12 + 8

√
2, the minimum value of H2(k) is negative (and is accepted for k = 1).

Thus, operator (1.4) cannot be surjective for all linear positive operators satisfying equalities
(1.5) for any P.

Fig. 3.1 shows the boundaries of the set Ω.

Figure 3.1: The boundaries of the set Ω are marked in green. On the left, the
boundaries of the set of solvability of the two-point problem x(0) = 0, x(1) = 0
[23, 24] are marked in red. On the right, the boundaries of the set of solvability
of the periodic problem (1.6) [17] are marked in red.

Let us formulate the statements just obtained as consequences of Theorem 3.1.
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Corollary 3.2. If (P ,Q) ∈ Ω, then (Q,P) ∈ Ω.

Corollary 3.3.

1. If Q = 0, then (P ,Q) ∈ Ω if and only if 0 ⩽ P ⩽ 12 + 8
√

2.

2. If Q ∈ [0, 4], then (P ,Q) ∈ Ω if and only if P ∈ [0, G′(k)], where k ∈ (0, 1] is a unique
solution to the equation G(k)− G′(k)k = Q.

3. If Q ∈ [4,P4], then (P ,Q) ∈ Ω if and only if P ∈ [0, 4].

4. If Q ∈ [P4, 12+ 8
√

2], then (P ,Q) ∈ Ω if and only if P ∈ [0, G(k)−G′(k)k], where k ∈ (0, 1]
is the maximum root of the equation G′(k) = Q.

There are also rational points on the boundary of Ω.

Corollary 3.4. If Q = 27/8, then (P ,Q) ∈ Ω if and only if P ∈ [0, 19].
If Q = 19, then (P ,Q) ∈ Ω if and only if P ∈ [0, 27/8].
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