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We will study the lattice dynamical system of a nonlinear Boussinesq equation. Our objective is to explore the existence of the global attractor for the solution semiflow of the introduced lattice system and to investigate its upper semicontinuity with respect to a sequence of finite-dimensional approximate systems. As far as we are aware, our result here is the first concerning the lattice dynamical system corresponding to a differential equation of second order in time variable and fourth order in spatial variable with nonlinearity involving the gradients.

## 1. Introduction

Lattice dynamical systems arise naturally in many applied sciences, for instance, chemical reaction theory, material science, biology, laser systems, electrical engineering, etc. Specifically, lattice systems appear in models for propagation of pulses in myelinated axons where the membrane is excitable only at spatially discrete sites, and in this field we find much of the early theoretical development, see for example [ $5,6,12,13,14,15$ ]. In each field they have their own forms, but in some other cases, they appear as spatial discretizations of partial differential equations. In recent years, more deep properties of the solutions of lattice dynamical systems have been studied by many researchers under various assumptions on the nonlinear part. For traveling solutions one can see [ $2,3,7,8,9,20]$. The chaotic properties or pattern formation properties of solutions for such systems have been investigated in $[1,7,8,10,11,16]$.

Bates et al. [4] proved the existence of the global attractor for first-order lattice dynamical systems and investigated the approximation of the attractor by the corresponding ones of finite dimensional ordinary differential equations. Zhou [18] introduced a new weight norm to show the existence of the global attractor for second order lattice dynamical systems and to study the upper semicontinuity of the attractor, the idea of his work originated from [4, 17]. In [19] Zhou presented the general technique needed for investigating the attractors of the lattice dynamical systems, and he studied first and second order systems.

Consider the Hilbert space,

$$
\begin{equation*}
l^{2}:=\left\{u=\left(u_{i}\right)_{i \in \mathbb{Z}}, u_{i} \in \mathbb{R}: \sum_{i \in \mathbb{Z}}\left(u_{i}\right)^{2}<\infty\right\}, \tag{1.1}
\end{equation*}
$$

whose inner product and norm are given by: for all $u=\left(u_{i}\right)_{i \in \mathbb{Z}}, v=\left(v_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$,

$$
\begin{equation*}
\langle u, v\rangle=\sum_{i \in \mathbb{Z}} u_{i} v_{i}, \quad\|u\|=\langle u, u\rangle^{1 / 2} . \tag{1.2}
\end{equation*}
$$

Define the linear operators $D, D^{*}, B$, and $A$ from $l^{2}$ into $l^{2}$ as follows: For any $u=$ $\left(u_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$,

$$
\begin{gather*}
(D u)_{i}=u_{i+1}-u_{i}, \quad\left(D^{*} u\right)_{i}=u_{i}-u_{i-1}, \quad(B u)_{i}=u_{i+1}-2 u_{i}+u_{i-1}, \\
(A u)_{i}=u_{i+2}-4 u_{i+1}+6 u_{i}-4 u_{i-1}+u_{i-2}, \quad i \in \mathbb{Z} . \tag{1.3}
\end{gather*}
$$

Then we can check that all these are bounded linear operators on $l^{2}$, and we have

$$
\begin{equation*}
B=D^{*} D=D D^{*}, \quad A=B^{2} . \tag{1.4}
\end{equation*}
$$

Here we investigate the asymptotic behavior of solutions for the second order lattice dynamical system:

$$
\begin{equation*}
\ddot{u}_{1}+\delta \dot{u}_{i}+\alpha(A u)_{i}+\beta(B u)_{i}+\lambda u_{i}-\frac{1}{3} k\left(D\left(D^{*} u\right)^{3}\right)_{i}=f_{i}, \quad i \in \mathbb{Z} \tag{1.5}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
u_{i}(0)=u_{i, 0}, \quad \dot{u}_{i}(0)=u_{1 i, 0}, \quad i \in \mathbb{Z} \tag{1.6}
\end{equation*}
$$

where $\alpha, \delta, \lambda$, and $k$ are positive constants, $\beta$ is a real constant, $f=\left(f_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$, and

$$
\begin{equation*}
\lambda>4|\beta| \tag{1.7}
\end{equation*}
$$

Equation (1.5) can be regarded as a spatial discretization of the following damped semilinear wave equation with continuous spatial variable $x \in \mathbb{R}$, and $t \in \mathbb{R}^{+}$,

$$
\begin{equation*}
u_{t t}+\delta u_{t}+\lambda u+\alpha u_{x x x x}+\beta u_{x x}-k\left(u_{x}\right)^{2} u_{x x}=f \tag{1.8}
\end{equation*}
$$

It is clear that (1.8) represents a nonlinear Boussinesq differential equation on the unbounded domain $\Omega=(-\infty, \infty)$.

The Boussinesq equations appear in various applications of physics and mechanics, such as: long waves in shallow water, nonlinear elastic beam systems, thermomechanical phase transitions, and some Hamiltonian mechanics.

From the previous results, in general, it is difficult to estimate the attractor of the solution semiflow generated by the initial value problem of dissipative PDEs on unbounded domains because it is infinite-dimensional. Therefore it is significant to investigate the lattice dynamical systems corresponding to the initial value problem of PDEs on unbounded domains because of the importance of such systems and they can be considered as approximations to the corresponding continuous PDEs.

## 2. The existence and uniqueness of solutions

For $u=\left(u_{i}\right)_{i \in \mathbb{Z}}, v=\left(v_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$, define a bilinear form as

$$
\begin{equation*}
\langle u, v\rangle_{\lambda}=\langle B u, B v\rangle+\lambda\langle u, v\rangle, \quad\|u\|_{\lambda}=\left(\|B u\|^{2}+\lambda\|u\|^{2}\right)^{1 / 2} . \tag{2.1}
\end{equation*}
$$

We can easily show that the above bilinear form $\langle\cdot, \cdot\rangle_{\lambda}$ is an inner product of the space $l^{2}$.
It is clear that for $u=\left(u_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$,

$$
\begin{equation*}
\lambda\|u\|^{2} \leq\|u\|_{\lambda}^{2} \leq(16+\lambda)\|u\|^{2} . \tag{2.2}
\end{equation*}
$$

Denote by $l^{2}$ and $l_{\lambda}^{2}$ the spaces with the inner products and norms, respectively,

$$
\begin{equation*}
l^{2}=\left(l^{2},\langle\cdot, \cdot\rangle,\|\cdot\|\right), \quad l_{\lambda}^{2}=\left(l_{\lambda}^{2},\langle\cdot, \cdot\rangle_{\lambda},\|\cdot\|_{\lambda}\right), \tag{2.3}
\end{equation*}
$$

then $l^{2}$ and $l_{\lambda}^{2}$ are equivalent Hilbert spaces.
Consider the Hilbert space, $E=l_{\lambda}^{2} \times l^{2}$, endowed with the inner product and norm as: for $\varphi_{j}=\left(u^{(j)}, v^{(j)}\right)^{T}=\left(\left(u_{i}^{(j)}\right),\left(v_{i}^{(j)}\right)\right)_{i \in \mathbb{Z}}^{T} \in E, j=1,2$,

$$
\begin{align*}
\left\langle\varphi_{1}, \varphi_{2}\right\rangle_{E} & =\left\langle u^{(1)}, u^{(2)}\right\rangle_{\lambda}+\left\langle v^{(1)}, v^{(2)}\right\rangle, \\
\|\varphi\|_{E} & =\langle\varphi, \varphi\rangle_{E}^{1 / 2}, \quad \forall \varphi \in E . \tag{2.4}
\end{align*}
$$

We can present (1.5) as an abstract ordinary differential equation in the Hilbert space $E$. With the above notation (1.5) can be written as

$$
\begin{equation*}
\ddot{u}+\delta \dot{u}+\alpha A u+\beta B u+\lambda u-\frac{1}{3} k D\left(D^{*} u\right)^{3}=f, \quad \forall t>0, \tag{2.5}
\end{equation*}
$$

and the initial data (1.6) are

$$
\begin{equation*}
u(0)=\left(u_{i, 0}\right)_{i \in \mathbb{Z}}=u_{0}, \quad \dot{u}(0)=\left(u_{1 i, 0}\right)_{i \in \mathbb{Z}}=u_{10}, \quad i \in \mathbb{Z}, \tag{2.6}
\end{equation*}
$$

where $u=\left(u_{i}\right)_{i \in \mathbb{Z}}, f=\left(f_{i}\right)_{i \in \mathbb{Z}}$.
Let $v=\dot{u}+\varepsilon u, \varepsilon>0$. Taking into account condition (1.7), we can choose $\varepsilon>0$ such that

$$
\begin{equation*}
\frac{\varepsilon^{2}}{2}+\frac{3 \varepsilon}{2}-\delta \leq 0, \quad \varepsilon(1+\delta)+4|\beta|-\lambda \leq 0, \quad \frac{\delta}{4}-\varepsilon \geq 0 \tag{2.7}
\end{equation*}
$$

then the system (2.5) and (2.6) can be written as the following initial value problem in the Hilbert space $E$,

$$
\begin{equation*}
\dot{\varphi}+C(\varphi)=F(\varphi), \quad \varphi(0)=\left(u_{0}, v_{0}\right)^{T}=\left(u_{0}, u_{10}+\varepsilon u_{0}\right)^{T} \in E \tag{2.8}
\end{equation*}
$$

where

$$
\begin{align*}
\varphi & =(u, v)^{T}, \quad v=\dot{u}+\varepsilon u  \tag{2.9}\\
C(\varphi) & =\binom{\varepsilon u-v}{\alpha A u+\lambda u+(\delta-\varepsilon)(v-\varepsilon u)},  \tag{2.10}\\
F(\varphi) & =(0, g(u))^{T} . \tag{2.11}
\end{align*}
$$

Taking into account

$$
\begin{equation*}
g(u)=-\beta B u+\frac{1}{3} k D\left(D^{*} u\right)^{3}+f . \tag{2.12}
\end{equation*}
$$

Now, for $u=\left(u_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$, it is easy to show that

$$
\begin{equation*}
\left\|D^{*} u\right\|^{2}=\|D u\|^{2} \leq 4\|u\|^{2}, \quad\|B u\|^{2} \leq 16\|u\|^{2}, \quad\|A u\|^{2} \leq 288\|u\|^{2} \tag{2.13}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\left\|D\left(D^{*} u\right)^{3}\right\|^{2} \leq 4\left\|\left(D^{*} u\right)^{3}\right\|^{2} \leq 4\left\|D^{*} u\right\|^{6} \leq 256\|u\|^{6} \tag{2.14}
\end{equation*}
$$

From (2.13) and (2.14), it is clear that if $u=\left(u_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$, then $A u$, and $g(u)$ are both in $l^{2}$, and in such a case for $\varphi=(u, v)^{T} \in E$ we have $C(\varphi)$ and $F(\varphi)$, given by (2.10) and (2.11), map $E$ into $E$.

Here we prove that $F$, given by (2.11), is locally Lipschitz from $E$ into $E$. Let $\varphi_{j}=$ $\left(u^{(j)}, v^{(j)}\right)^{T}=\left(\left(u_{i}^{(j)}\right),\left(v_{i}^{(j)}\right)\right)_{i \in \mathbb{Z}}^{T} \in G, j=1,2$, where $G$ is a bounded set in $E$. Using (2.13), it follows that

$$
\begin{align*}
\left\|\left(F \varphi_{1}\right)-F\left(\varphi_{2}\right)\right\|_{E}^{2} & =\left\|g\left(u^{(1)}\right)-g\left(u^{(2)}\right)\right\|^{2} \\
& \leq 2 \beta^{2}\left\|B\left(u^{(1)}-u^{(2)}\right)\right\|^{2}+\frac{2}{9} k^{2}\left\|D\left(\left(D^{*} u^{(1)}\right)^{3}-\left(D^{*} u^{(2)}\right)^{3}\right)\right\|^{2} \\
& \leq 2 \beta^{2}\left\|B\left(u^{(1)}-u^{(2)}\right)\right\|^{2}+\frac{8}{9} k^{2}\left\|\left(D^{*} u^{(1)}\right)^{3}-\left(D^{*} u^{(2)}\right)^{3}\right\|^{2} . \tag{2.15}
\end{align*}
$$

But

$$
\begin{align*}
\left\|\left(D^{*} u^{(1)}\right)^{3}-\left(D^{*} u^{(2)}\right)^{3}\right\|^{2} & \leq \frac{9}{4}\left\|D^{*} u^{(1)}-D^{*} u^{(2)}\right\|^{2}\left\|\left(D^{*} u^{(1)}\right)^{2}+\left(D^{*} u^{(2)}\right)^{2}\right\|^{2} \\
& \leq \frac{9}{4}\left\|D^{*}\left(u^{(1)}-u^{(2)}\right)\right\|^{2}\left(\left\|D^{*} u^{(1)}\right\|^{2}+\left\|D^{*} u^{(2)}\right\|^{2}\right)^{2}  \tag{2.16}\\
& \leq 576\left\|u^{(1)}-u^{(2)}\right\|^{2}\left(\left\|u^{(1)}\right\|^{2}+\left\|u^{(2)}\right\|^{2}\right)^{2} .
\end{align*}
$$

Because $G$ is a bounded set in $E$, there exists a constant $L_{1}=L_{1}(G)>0$ such that

$$
\begin{equation*}
\left\|\left(D^{*}\left(u^{(1)}\right)\right)^{3}-\left(D^{*}\left(u^{(2)}\right)\right)^{3}\right\|^{2} \leq L_{1}\left\|u^{(1)}-u^{(2)}\right\|^{2} \tag{2.17}
\end{equation*}
$$

If we substitute (2.17) into (2.15), and if we let

$$
\begin{equation*}
L_{2}=\max \left\{2 \beta^{2}, \frac{8}{9} k^{2} L_{1} \lambda^{-1}\right\} \tag{2.18}
\end{equation*}
$$

then we get

$$
\begin{align*}
\left\|F\left(\varphi_{1}\right)-F\left(\varphi_{2}\right)\right\|_{E}^{2} & \leq L_{2}\left(\left\|B\left(u^{(1)}-u^{(2)}\right)\right\|^{2}+\lambda\left\|u_{i}^{(1)}-u_{i}^{(2)}\right\|^{2}\right)  \tag{2.19}\\
& \leq L_{2}\left\|\varphi_{1}-\varphi_{2}\right\|_{E}^{2} .
\end{align*}
$$

That $F$ is locally Lipschitz from $E$ into $E$. It is easy to see that $C$, given by (2.10), is locally Lipschitz from $E$ into $E$ since $A$ is a bounded linear operator from $l^{2}$ into $l^{2}$. Therefore using the standard theory of ordinary differential equations, we find that there exists a unique local solution $\varphi$ for the initial value problem (2.8). That we have the following lemma.

Lemma 2.1. For any initial data $\varphi(0)=\left(u_{0}, v_{0}\right)^{T} \in E$, there exists a unique local solution $\varphi(t)=(u(t), v(t))^{T}$ of the initial value problem (2.8), such that $\varphi \in C^{1}([0, T), E)$, for some $T>0$. If $T<\infty$, then $\lim _{t \rightarrow T^{-}}\|\varphi\|_{E}^{2}=\infty$.

It is shown in Lemma 3.1, below, that the solution $\varphi(t)$ of (2.8) exists globally, that is $\varphi \in C^{1}([0, \infty), E)$, which implies that the maps from $E$ into $E$,

$$
\begin{equation*}
S_{\varepsilon}(t): \varphi(0)=\left(u_{0}, v_{0}\right)^{T} \longrightarrow \varphi(t)=S_{\varepsilon}(t) \varphi(0)=(u(t), v(t))^{T}, \quad t \geq 0 \tag{2.20}
\end{equation*}
$$

generate a continuous semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ on $E$, where $v(t)=\dot{u}(t)+\varepsilon u(t)$. We can also call it the solution semiflow of (2.8).

## 3. The boundedness of global solutions

First, note that for all $u=\left(u_{i}\right)_{i \in \mathbb{Z}}, v=\left(v_{i}\right)_{i \in \mathbb{Z}} \in l^{2}$, we have

$$
\begin{equation*}
\langle D u, v\rangle=-\left\langle u, D^{*} v\right\rangle, \quad\langle B u, v\rangle=-\langle D u, D v\rangle, \quad\langle A u, v\rangle=\langle B u, B v\rangle . \tag{3.1}
\end{equation*}
$$

Let $\varphi(t)=(u(t), v(t))^{T} \in E$ be a solution of (2.8), where again $v(t)=\dot{u}(t)+\varepsilon u(t)$, and take the inner product $\langle\cdot, \cdot\rangle_{E}$ of $(2.8)$ with $\varphi(t)$, we obtain

$$
\begin{equation*}
\left\langle\ddot{u}+\delta \dot{u}+\alpha A u+\beta B u+\lambda u-\frac{1}{3} k D\left(D^{*} u\right)^{3}-f, \dot{u}+\varepsilon u\right\rangle=0 . \tag{3.2}
\end{equation*}
$$

Taking into account (3.1) and the following results:

$$
\begin{gather*}
-\frac{1}{3} k\left\langle D\left(\left(D^{*} u\right)^{3}\right), \dot{u}\right\rangle=\frac{1}{3} k\left\langle\left(D^{*} u\right)^{3}, D^{*} \dot{u}\right\rangle=\frac{1}{12} k \frac{d}{d t}\left\|\left(D^{*} u\right)^{2}\right\|^{2}, \\
\varepsilon\langle\ddot{u}, u\rangle=\varepsilon\left(\frac{d}{d t}\langle\dot{u}, u\rangle-\|\dot{u}\|^{2}\right) . \tag{3.3}
\end{gather*}
$$

We can write (3.2) in the following form:

$$
\begin{equation*}
\frac{d}{d t} P(t)+N(t)=0 \tag{3.4}
\end{equation*}
$$

where

$$
\begin{gather*}
P(t)=\frac{1}{2}\|\dot{u}\|^{2}+\frac{\alpha}{2}\|B u\|^{2}-\frac{\beta}{2}\|D u\|^{2}+\frac{\lambda}{2}\|u\|^{2} \\
 \tag{3.5}\\
+\frac{1}{12} k\left\|\left(D^{*} u\right)^{2}\right\|^{2}-\langle f, u\rangle+\varepsilon\langle\dot{u}, u\rangle+\frac{\varepsilon \delta}{2}\|u\|^{2}, \\
N(t)=(\delta-\varepsilon)\|\dot{u}\|^{2}+\varepsilon \alpha\|B u\|^{2}-\varepsilon \beta\|D u\|^{2}+\varepsilon \lambda\|u\|^{2}+\frac{\varepsilon}{3} k\left\|\left(D^{*} u\right)^{2}\right\|^{2}-\varepsilon\langle f, u\rangle .
\end{gather*}
$$

Now

$$
\begin{align*}
\varepsilon P(t)-N(t)= & \left(\frac{3 \varepsilon}{2}-\delta\right)\|\dot{u}\|^{2}-\frac{\varepsilon \alpha}{2}\|B u\|^{2}+\frac{\varepsilon \beta}{2}\|D u\|^{2}+\frac{\varepsilon}{2}(\varepsilon \delta-\lambda)\|u\|^{2}  \tag{3.6}\\
& -\frac{\varepsilon}{4} k\left\|\left(D^{*} u\right)^{2}\right\|^{2}+\varepsilon^{2}\langle\dot{u}, u\rangle .
\end{align*}
$$

Since

$$
\begin{gather*}
\frac{\varepsilon \beta}{2}\|D u\|^{2} \leq \frac{\varepsilon|\beta|}{2}\|D u\|^{2} \leq 2 \varepsilon|\beta|\|u\|^{2},  \tag{3.7}\\
\varepsilon^{2}\langle\dot{u}, u\rangle \leq \frac{\varepsilon^{2}}{2}\|\dot{u}\|^{2}+\frac{\varepsilon^{2}}{2}\|u\|^{2} .
\end{gather*}
$$

It is easy to see that

$$
\begin{equation*}
\varepsilon P(t)-N(t) \leq\left(\frac{\varepsilon^{2}}{2}+\frac{3 \varepsilon}{2}-\delta\right)\|\dot{u}\|^{2}+\frac{\varepsilon}{2}(\varepsilon(1+\delta)+4|\beta|-\lambda)\|u\|^{2} . \tag{3.8}
\end{equation*}
$$

From (2.7), it follows that

$$
\begin{equation*}
\varepsilon P(t)-N(t) \leq 0 . \tag{3.9}
\end{equation*}
$$

From (3.4) and (3.9), it follows that for $t>0$,

$$
\begin{equation*}
\frac{d}{d t} P(t)+\varepsilon P(t) \leq 0 \tag{3.10}
\end{equation*}
$$

By using the Gronwall lemma, it follows that

$$
\begin{equation*}
P(t) \leq P(0) e^{-\varepsilon t} . \tag{3.11}
\end{equation*}
$$

But we know that

$$
\begin{align*}
& \varepsilon\langle\dot{u}, u\rangle \geq-\frac{1}{4}\|\dot{u}\|^{2}-\varepsilon^{2}\|u\|^{2}, \\
&-\frac{\beta}{2}\|D u\|^{2} \geq-\frac{|\beta|}{2}\|D u\|^{2} \geq-2|\beta|\|u\|^{2}, \tag{3.12}
\end{align*}
$$

and for any $M_{1}>0$, we have

$$
\begin{equation*}
-\langle f, u\rangle \geq-\frac{2}{M_{1}}\|f\|^{2}-\frac{M_{1}}{8}\|u\|^{2} \tag{3.13}
\end{equation*}
$$

From (3.5), we get

$$
\begin{equation*}
P(t) \geq \frac{1}{4}\|\dot{u}\|^{2}+\frac{\alpha}{2}\|B u\|^{2}+\left(\frac{\lambda}{2}+\frac{\varepsilon \delta}{2}-\varepsilon^{2}-\frac{M_{1}}{8}-2|\beta|\right)\|u\|^{2}-\frac{2}{M_{1}}\|f\|^{2} . \tag{3.14}
\end{equation*}
$$

From (1.7), we know that $\lambda>4|\beta|$, and we can choose $M_{1}$ as small as desired such that

$$
\begin{equation*}
\lambda\left(1-\frac{M_{1}}{4 \lambda}-2 M_{1}\right)-4|\beta| \geq 0 \tag{3.15}
\end{equation*}
$$

and in such a case, we can write (3.14) in the following form:

$$
\begin{align*}
P(t) \geq & \frac{1}{4}\|\dot{u}\|^{2}+\frac{\alpha}{2}\|B u\|^{2}+\lambda M_{1}\|u\|^{2} \\
& +\left(\lambda\left(\frac{1}{2}-\frac{M_{1}}{8 \lambda}-M_{1}\right)+\frac{\varepsilon \delta}{2}-\varepsilon^{2}-2|\beta|\right)\|u\|^{2}-\frac{2}{M_{1}}\|f\|^{2}  \tag{3.16}\\
\geq & \frac{1}{4}\|\dot{u}\|^{2}+\frac{\varepsilon \delta}{4}\|u\|^{2}+\frac{\alpha}{2}\|B u\|^{2}+\lambda M_{1}\|u\|^{2}-\frac{2}{M_{1}}\|f\|^{2},
\end{align*}
$$

because $\varepsilon \delta / 4-\varepsilon^{2} \geq 0$ from (2.7). If we choose

$$
\begin{equation*}
M_{2}=\min \left\{\frac{1}{8}, \frac{\delta}{8 \varepsilon}, \frac{\alpha}{2}, M_{1}\right\}, \tag{3.17}
\end{equation*}
$$

then it follows that

$$
\begin{equation*}
\|B u\|^{2}+\lambda\|u\|^{2}+2\|\dot{u}\|^{2}+2 \varepsilon^{2}\|u\|^{2} \leq \frac{1}{M_{2}}\left(P(t)+\frac{2}{M_{1}}\|f\|^{2}\right), \tag{3.18}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\|\varphi\|_{E}^{2}=\|B u\|^{2}+\lambda\|u\|^{2}+\|v\|^{2}=\|B u\|^{2}+\lambda\|u\|^{2}+\|\dot{u}+\varepsilon u\|^{2} \leq \frac{1}{M_{2}}\left(P(t)+\frac{2}{M_{1}}\|f\|^{2}\right) . \tag{3.19}
\end{equation*}
$$

Now, from (3.11) we obtain that for $t>0$ :

$$
\begin{array}{r}
\|\varphi\|_{E}^{2} \leq \frac{1}{M_{2}}\left(P(0) e^{-\varepsilon t}+\frac{2}{M_{1}}\|f\|^{2}\right), \\
\lim _{t \rightarrow \infty}\|\varphi\|_{E}^{2} \leq \frac{2}{M_{3}}\|f\|^{2}, \tag{3.21}
\end{array}
$$

where $M_{3}=M_{1} M_{2}$. Inequality (3.21) implies that the solution semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ of (2.8) possesses a bounded absorbing set in E. Taking into account Lemma 2.1, we have the following lemma.

Lemma 3.1. If $f \in l^{2}$, (1.7) and (2.7) are satisfied, then for any initial data in $E$, the solution $\varphi(t)$ of (2.8) exists globally, for all $t \geq 0$. Moreover, there exists a bounded ball $O=O_{E}\left(0, r_{0}\right)$ in $E$, centered at 0 with radius $r_{0}$, such that for every bounded set $G$ of $E$, there exists $T(G) \geq 0$ such that

$$
\begin{equation*}
S_{\varepsilon}(t) G \subset O, \quad \forall t \geq T(G) \tag{3.22}
\end{equation*}
$$

where $r_{0}^{2}>\left(2 / M_{3}\right)\|f\|^{2}$. Therefore, there is a constant $T_{0} \geq 0$ depending on $O$ such that

$$
\begin{equation*}
S_{\varepsilon}(t) O \subset O, \quad \forall t \geq T_{0} \tag{3.23}
\end{equation*}
$$

## 4. The existence of the global attractor

To prove the existence of the global attractor for the solution semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ of (2.8), we need to prove the asymptotic compactness of $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$. The key for proving the asymptotic compactness of semiflows on an unbounded domain, such as the lattice system here, is to establish uniform estimates on "Tail Ends" of solutions.
Lemma 4.1. Assume that $f \in l^{2}$, (1.7) and (2.7) are satisfied, and $\varphi(0)=\left(u_{0}, v_{0}\right)^{T}=$ $\left(u_{0}, u_{10+} \varepsilon u_{0}\right)^{T} \in O$, where $O$ is the bounded absorbing ball given by Lemma 3.1. Then for any $\eta>0$, there exist positive constants $T(\eta)$ and $K(\eta)$ such that the solution $\varphi(t)=(u(t), v(t))^{T}$ $=\left(\varphi_{i}\right)_{i \in \mathbb{Z}}=\left(\left(u_{i}(t)\right),\left(v_{i}(t)\right)\right)_{i \in \mathbb{Z}}^{T} \in E$ of $(2.8), v(t)=\dot{u}(t)+\varepsilon u(t)$, satisfies

$$
\begin{equation*}
\sum_{|i| \geq K(\eta)}\left\|\varphi_{i}(t)\right\|_{E}^{2}=\sum_{|i| \geq K(\eta)}\left(\left\|(B u(t))_{i}\right\|^{2}+\lambda\left\|u_{i}(t)\right\|^{2}+\left\|v_{i}(t)\right\|^{2}\right) \leq \eta \tag{4.1}
\end{equation*}
$$

for all $t \geq T(\eta)$.

Proof. Consider a smooth increasing function $\theta \in C^{1}\left(\mathbb{R}^{+}, \mathbb{R}\right)$ such that

$$
\begin{gather*}
\theta(s)=0, \quad 0 \leq s<1 \\
0 \leq \theta(s) \leq 1, \quad 1 \leq s<2,  \tag{4.2}\\
\theta(s)=1, \quad s \geq 2
\end{gather*}
$$

and there exists a constant $M_{0}$ such that $\theta^{\prime}(s) \leq M_{0}, \forall s \in \mathbb{R}^{+}$.
Let $\varphi(t)=(u(t), v(t))^{T}=\left(\varphi_{i}\right)_{i \in \mathbb{Z}}=\left(\left(u_{i}(t)\right),\left(v_{i}(t)\right)\right)_{i \in \mathbb{Z}}^{T}$ be a solution of (2.8), where $v(t)=\dot{u}(t)+\varepsilon u(t)$. Let $m$ be a positive integer. Set $w_{i}=\theta(|i| / m) u_{i}, z_{i}=\theta(|i| / m) v_{i}$, and $y=(w, z)^{T}=\left(\left(w_{i}\right),\left(z_{i}\right)\right)_{i \in \mathbb{Z}}^{T}$.

Using (3.1), it follows that

$$
\begin{align*}
-\frac{1}{3} k\left\langle D\left(D^{*}(u)\right)^{3}, z\right\rangle= & \frac{1}{3} k \sum_{i \in \mathbb{Z}}\left(D^{*} u\right)_{i}^{3}\left(D^{*} z\right)_{i} \\
= & \frac{1}{3} k \sum_{i \in \mathbb{Z}}\left(D^{*} u\right)_{i}^{3}\left(\theta\left(\frac{|i|}{m}\right)\left(D^{*} v\right)_{i}+\left(D^{*} z\right)_{i}-\theta\left(\frac{|i|}{m}\right)\left(D^{*} v\right)_{i}\right) \\
= & \frac{1}{3} k \sum_{i \in \mathbb{Z}}\left(\theta\left(\frac{|i|}{m}\right)\left(\frac{1}{4} \frac{d}{d t}\left(D^{*} u\right)_{i}^{4}+\varepsilon\left(D^{*} u\right)_{i}^{4}\right)\right. \\
& \left.\quad+\left(D^{*} u\right)_{i}^{3}\left(\left(D^{*} z\right)_{i}-\theta\left(\frac{|i|}{m}\right)\left(D^{*} v\right)_{i}\right)\right) . \tag{4.3}
\end{align*}
$$

Similarly, one can rewrite $\alpha\langle A u, z\rangle$ and $\beta\langle B u, z\rangle$. In such a case, considering the inner product of (2.8) with $y$, we get that

$$
\begin{equation*}
\frac{d}{d t} P_{1}(t)+N_{1}(t)=0 \tag{4.4}
\end{equation*}
$$

where

$$
\begin{gather*}
P_{1}(t)=\sum_{i \in \mathbb{Z}}\left(\theta\left(\frac{|i|}{m}\right)\binom{\frac{1}{2} \dot{u}_{i}^{2}+\frac{\alpha}{2}(B u)_{i}^{2}-\frac{\beta}{2}(D u)_{i}^{2}+\frac{\lambda}{2} u_{i}^{2}}{+\frac{k}{12}\left(D^{*} u\right)_{i}^{4}-f_{i} u_{i}+\varepsilon \dot{u}_{i} u_{i}+\frac{\varepsilon \delta}{2} u_{i}^{2}}\right), \\
N_{1}(t)=\sum_{i \in \mathbb{Z}}\left(\theta\left(\frac{|i|}{m}\right)\left((\delta-\varepsilon) \dot{u}_{i}^{2}+\varepsilon \alpha(B u)_{i}^{2}-\varepsilon \beta(D u)_{i}^{2}+\varepsilon \lambda u_{i}^{2}+\frac{\varepsilon k}{3}\left(D^{*} u\right)_{i}^{4}-\varepsilon f_{i} u_{i}\right)\right) \\
+\sum_{i \in \mathbb{Z}}\binom{\alpha(B u)_{i}\left((B z)_{i}-\theta\left(\frac{|i|}{m}\right)(B v)_{i}\right)-\beta(D u)_{i}\left((D z)_{i}-\theta\left(\frac{|i|}{m}\right)(D v)_{i}\right)}{+\frac{1}{3} k\left(D^{*} u\right)_{i}^{3}\left(\left(D^{*} z\right)_{i}-\theta\left(\frac{|i|}{m}\right)\left(D^{*} v\right)_{i}\right)} . \tag{4.5}
\end{gather*}
$$

Along the lines of (69) of [19], taking into account Lemma 3.1, it follows that there exists a constant $R_{1}=R_{1}\left(M_{0}, r_{0}\right)$ such that for $t \geq T_{0}$

$$
\begin{equation*}
\sum_{i \in \mathbb{Z}}\binom{\alpha(B u)_{i}\left((B z)_{i}-\theta\left(\frac{|i|}{m}\right)(B v)_{i}\right)-\beta(D u)_{i}\left((D z)_{i}-\theta\left(\frac{|i|}{m}\right)(D v)_{i}\right)}{+\frac{1}{3} k\left(D^{*} u\right)_{i}^{3}\left(\left(D^{*} z\right)_{i}-\theta\left(\frac{|i|}{m}\right)\left(D^{*} v\right)_{i}\right)} \geq-\frac{R_{1}}{m} \tag{4.6}
\end{equation*}
$$

In such a case, if we compare $P_{1}$ and $N_{1}$ with $P$ and $N$ given within Section 3, taking into account (3.9) and (3.20), it is clear that for $t \geq T_{0}$,

$$
\begin{gather*}
\varepsilon P_{1}(t)-N_{1}(t) \leq \frac{R_{1}}{m}, \\
P_{1}(t) \leq P_{1}(0) e^{-\varepsilon t}+\frac{R_{1}}{m}\left(1-e^{-\varepsilon t}\right),  \tag{4.7}\\
\sum_{i \in \mathbb{Z}} \theta\left(\frac{|i|}{m}\right)\left\|\varphi_{i}\right\|_{E}^{2} \leq \frac{1}{M_{2}}\left(P_{1}(0) e^{-\varepsilon t}+\frac{2}{M_{1}} \sum_{i \in \mathbb{Z}} \theta\left(\frac{|i|}{m}\right) f_{i}^{2}+\frac{R_{1}}{m}\right) .
\end{gather*}
$$

It is assumed that $\varphi(0) \in O$, therefore it is clear that there exists a constant $R_{2}=R_{2}\left(r_{0}\right)$ such that $P_{1}(0) \leq R_{2}$. Thus

$$
\begin{equation*}
\sum_{i \in \mathbb{Z}} \theta\left(\frac{|i|}{m}\right)\left\|\varphi_{i}\right\|_{E}^{2} \leq \frac{1}{M_{2}}\left(R_{2} e^{-\varepsilon t}+\frac{2}{M_{1}} \sum_{i \in \mathbb{Z}} \theta\left(\frac{|i|}{m}\right) f_{i}^{2}+\frac{R_{1}}{m}\right), \quad \forall t \geq T_{0} \tag{4.8}
\end{equation*}
$$

Now for $\eta>0$, there exists $T_{1}=T_{1}(\eta)$ such that

$$
\begin{equation*}
\frac{1}{M_{2}} R_{2} e^{-\varepsilon t} \leq \frac{\eta}{2} \tag{4.9}
\end{equation*}
$$

and since $f \in l^{2}$, let us fix $m$ to be sufficiently large such that for $t \geq T_{0}$,

$$
\begin{equation*}
\frac{1}{M_{2}}\left(\frac{2}{M_{1}} \sum_{i \in \mathbb{Z}} \theta\left(\frac{|i|}{m}\right) f_{i}^{2}+\frac{R_{1}}{m}\right) \leq \frac{1}{M_{2}}\left(\frac{2}{M_{1}} \sum_{|i| \geq m} f_{i}^{2}+\frac{R_{1}}{m}\right) \leq \frac{\eta}{2} . \tag{4.10}
\end{equation*}
$$

Let $T(\eta)=\max \left\{T_{0}, T_{1}\right\}$ and $K(\eta)=2 m$, then from (4.8), (4.9), and (4.10) it is clear that for all $t \geq T(\eta)$,

$$
\begin{equation*}
\sum_{|i| \geq K(\eta)}\left\|\varphi_{i}\right\|_{E}^{2}=\sum_{|i| \geq K(\eta)}\left(\theta\left(\frac{|i|}{m}\right)\left\|\varphi_{i}\right\|_{E}^{2}\right) \leq \sum_{i \in \mathbb{Z}}\left(\theta\left(\frac{|i|}{m}\right)\left\|\varphi_{i}\right\|_{E}^{2}\right) \leq \eta . \tag{4.11}
\end{equation*}
$$

The proof is completed.
Lemma 4.2. Assume that $f \in l^{2}$, (1.7) and (2.7) are satisfied. Then the solution semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ of (2.8) is asymptotically compact in $E$, that is, if $\left\{\varphi_{n}\right\}$ is bounded in $E$ and $t_{n} \rightarrow$ $\infty$, then $\left\{S_{\varepsilon}\left(t_{n}\right) \varphi_{n}\right\}$ is precompact in $E$.

Proof. By using Lemmas 3.1 and 4.1, above, the proof of this lemma will be similar to that of [18, Lemma 3.2].

Now we are in a position to state the existence of the global attractor for the solution semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ of (2.8).

Theorem 4.3. If $f \in l^{2}$, (1.7), and (2.7) are satisfied, then the solution semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ of (2.8) possesses a global attractor $\mathscr{B}$ in $E$.

Proof. From the existence theorem of global attractors, Lemmas 3.1, and 4.2 we get the result.

If we consider the mapping

$$
\begin{equation*}
S(t):\left(u_{0}, u_{10}\right)^{T} \longrightarrow(u(t), \dot{u}(t))^{T} \in l^{2} \times l^{2}, \tag{4.12}
\end{equation*}
$$

which is associated with the original problem (1.5) and (1.6) in the space $l^{2} \times l^{2}$, then

$$
S(t)=R_{-\varepsilon} S_{\varepsilon}(t) R_{\varepsilon}, \quad \text { where } R_{\varepsilon}=\left(\begin{array}{ll}
1 & 0  \tag{4.13}\\
\varepsilon & 1
\end{array}\right)
$$

is an isomorphism on $l^{2} \times l^{2}$. Since the semiflow $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ possesses a global attractor $\mathscr{B}$ in $E$, the global attractor of $\{S(t)\}_{t \geq 0}$, in $E$, exists as $\mathscr{A}=R_{-\varepsilon} \mathscr{P}$.

## 5. Upper semicontinuity of the global attractor

Finally in this section we will consider the approximation to the global attractor $\mathscr{B}$ of the solution semigroup $\left\{S_{\varepsilon}(t)\right\}_{t \geq 0}$ by the global attractors of finite-dimensional ordinary differential systems.

Let $n \geq 2$ be an integer,

$$
\begin{equation*}
\mathbb{Z}_{n}=\{i \in \mathbb{Z}:|i| \leq n\}, \tag{5.1}
\end{equation*}
$$

and $w=\left(w_{i}\right)_{|i| \leq n} \in \mathbb{R}^{2 n+1}$. We consider the $(2 n+1)$-dimensional ordinary differential equations with initial data in $\mathbb{R}^{2 n+1}$ :

$$
\begin{equation*}
\ddot{w}_{i}+\delta \dot{w}_{i}+\alpha(A w)_{i}+\beta(B w)_{i}+\lambda w_{i}-\frac{1}{3} k\left(D\left(D^{*} w\right)^{3}\right)_{i}=f_{i}, \quad t>0, \quad i \in \mathbb{Z}_{n} \tag{5.2}
\end{equation*}
$$

with the initial values

$$
\begin{equation*}
w_{i}(0)=w_{i 0}, \quad \dot{w}_{i}(0)=z_{i 0}, \quad i \in \mathbb{Z}_{n} \tag{5.3}
\end{equation*}
$$

Then (5.2) and (5.3) can be written as a form of vectors in $\mathbb{R}^{2 n+1}$,

$$
\begin{gather*}
\ddot{w}+\delta \dot{w}+\alpha \widetilde{A} w+\beta \widetilde{B} w+\lambda w-\frac{1}{3} k \tilde{h}(w)=\tilde{f},  \tag{5.4}\\
w(0)=\left(w_{i 0}\right)_{|i| \leq n}, \quad \dot{w}(0)=\left(z_{i 0}\right)_{|i| \leq n},
\end{gather*}
$$

where $w=\left(w_{i}\right)_{|i| \leq n}, \tilde{f}=\left(f_{i}\right)_{|i| \leq n}, \tilde{h}(w)=\left(\left(D\left(D^{*} w\right)^{3}\right)_{i}\right)_{|i| \leq n}$,

$$
\begin{gather*}
w_{-n+1}=w_{n+2}, \quad w_{-n}=w_{n+1}, \quad w_{n}=w_{-n-1}, \quad w_{n-1}=w_{-n-2} \\
(\widetilde{D} u)_{i}=u_{i+1}-u_{i}, \quad\left(\tilde{D}^{*} u\right)_{i}=u_{i}-u_{i-1}, \quad(\widetilde{B} u)_{i}=u_{i+1}-2 u_{i}+u_{i-1}  \tag{5.5}\\
(\tilde{A} u)_{i}=u_{i+2}-4 u_{i+1}+6 u_{i}-4 u_{i-1}+u_{i-2}, \quad i \in \mathbb{Z}_{n}
\end{gather*}
$$

then it is clear that

$$
\begin{equation*}
\tilde{A}=\widetilde{B}^{2}, \quad \widetilde{B}=\tilde{D}^{*} \tilde{D}=\widetilde{D} \tilde{D}^{*} \tag{5.6}
\end{equation*}
$$

For any $w=\left(w_{i}\right)_{|i| \leq n}, z=\left(z_{i}\right)_{|i| \leq n} \in \mathbb{R}^{2 n+1}$, define

$$
\begin{gather*}
\langle w, z\rangle_{\mathbb{R}^{2 n+1}}=\sum_{|i| \leq n} w_{i} z_{i}, \quad\|w\|_{\mathbb{R}^{2 n+1}}=\langle w, w\rangle_{\mathbb{R}^{2 n+1}}^{1 / 2}  \tag{5.7}\\
\langle w, z\rangle_{\mathbb{R}_{\lambda}^{2 n+1}}=\langle\widetilde{B} w, \widetilde{B} z\rangle_{\mathbb{R}^{2 n+1}}+\lambda\langle w, z\rangle_{\mathbb{R}^{2 n+1}}, \quad\|w\|_{\mathbb{R}_{\lambda}^{2 n+1}}=\langle w, z\rangle_{\mathbb{R}_{\lambda}^{2 n+1}}^{1 / 2}
\end{gather*}
$$

In such a case it is clear that $\mathbb{R}^{2 n+1}=\left(\mathbb{R}^{2 n+1},\|\cdot\|\right)$ and $\mathbb{R}_{\lambda}^{2 n+1}=\left(\mathbb{R}^{2 n+1},\|\cdot\|_{\lambda}\right)$ are Hilbert spaces.

Let $\widetilde{E}=\mathbb{R}_{\lambda}^{2 n+1} \times \mathbb{R}^{2 n+1}$, endowed with the inner product and norm as follows: for $W_{j}=$ $\left(w^{(j)}, z^{(j)}\right)^{T}=\left(\left(w_{i}^{(j)}\right),\left(z_{i}^{(j)}\right)\right)_{|i| \leq n}^{T} \in \widetilde{E}, j=1,2$,

$$
\begin{equation*}
\left\langle W_{1}, W_{2}\right\rangle_{\widetilde{E}}=\left\langle w^{(1)}, w^{(2)}\right\rangle_{\mathbb{R}_{\lambda}^{2 n+1}}+\left\langle z^{(1)}, z^{(2)}\right\rangle_{\mathbb{R}^{2 n+1}}, \quad\left\|W_{1}\right\|_{\widetilde{E}}=\left\langle W_{1}, W_{1}\right\rangle_{\widetilde{E}}^{1 / 2} \tag{5.8}
\end{equation*}
$$

then $\widetilde{E}$ is a Hilbert space.
Let $z=\dot{w}+\varepsilon w$, where $\varepsilon>0$ satisfies (2.7). It is easy to check that problem (5.4) can be formulated to the following first-order system in the Hilbert space $\widetilde{E}$,

$$
\begin{equation*}
\dot{Y}+\widetilde{C}(Y)=\widetilde{F}(Y), \quad Y(0)=(w(0), \dot{w}(0)+\varepsilon w(0))^{T} \in \widetilde{E} \tag{5.9}
\end{equation*}
$$

where $Y=(w, z)^{T}$,

$$
\begin{gather*}
\tilde{C}(Y)=\binom{\varepsilon w-z}{\alpha \tilde{A} w+\lambda w+(\delta-\varepsilon)(z-\varepsilon w)}, \quad \tilde{F}(Y)=\binom{0}{\tilde{g}(w)}  \tag{5.10}\\
\tilde{g}(w)=-\beta \widetilde{B} w+\frac{1}{3} k \tilde{h}(w)+\tilde{f}
\end{gather*}
$$

Obviously, the problems (5.4) and (5.9) are well posed in $\widetilde{E}$. From Lemma 5.1 below, the solution $Y(t)$ of (5.9) is bounded in finite time, thus, $Y(t)$ exists globally, that is, for any $Y(0) \in \widetilde{E}$, there exists a unique solution $Y \in C([0, \infty), \widetilde{E}) \cap C^{1}((0, \infty), \widetilde{E})$, and maps of solutions $S_{\varepsilon, n}(t): Y(0) \rightarrow Y(t)=S_{\varepsilon, n}(t) Y(0) \in \widetilde{E}$ generate a continuous semi$\operatorname{group}\left\{S_{\varepsilon, n}(t)\right\}_{t \geq 0}$ on $\widetilde{E}$.

Similar to Lemma 3.1 and Theorem 4.3 we can prove the following lemma.
Lemma 5.1. If $f \in l^{2}$, (1.7) and (2.7) are satisfied, then there exists a bounded ball $\widetilde{O}=$ $\widetilde{O}_{\widetilde{E}}\left(0, r_{0}\right)$ in $\widetilde{E}$, centered at 0 with radius $r_{0}$, such that for every bounded set $\widetilde{G}$ of $\widetilde{E}$, there exists $T(\widetilde{G}) \geq 0$ such that

$$
\begin{equation*}
S_{\varepsilon, n}(t) \widetilde{G} \subset \widetilde{O}, \quad \forall t \geq T(\widetilde{G}), n=1,2, \ldots \tag{5.11}
\end{equation*}
$$

where $r_{0}$ is the same constant given by Lemma 3.1, and it is independent of $n$. Moreover, the semigroup $\left\{S_{\varepsilon, n}(t)\right\}_{t \geq 0}$ possesses a global attractor $\mathscr{B}_{n}, \mathscr{B}_{n} \subset \widetilde{O} \subset \widetilde{E}$.

Here we prove that the global attractors $\mathscr{B}_{n}$ of the semigroup $\left\{S_{n}(t)\right\}_{t \geq 0}$ converge to the global attractor $\mathscr{B}$ of the semigroup $\{S(t)\}_{t \geq 0}$. In such a case we should extend the element $u=\left(u_{i}\right)_{\|i\|_{m} \leq n} \in \mathbb{R}^{2 n+1}$ to an element of $l^{2}$ such that $u_{i}=0$ for $|i|>n$, still denote it by $u$.

Lemma 5.2. If $f \in l^{2},(1.7)$ and (2.7) are satisfied, and $\varphi_{n}(0) \in \mathscr{B}_{n}$, then there exists a subsequence $\left\{\varphi_{n_{k}}(0)\right\}$ of $\left\{\varphi_{n}(0)\right\}$ and $\varphi_{0} \in \mathscr{B}$ such that $\varphi_{n_{k}}(0)$ converges to $\varphi_{0}$ in $E$.

Proof. Consider $\varphi_{n}(t)=S_{n}(t) \varphi_{n}(0)=\left(u_{n}(t), v_{n}(t)\right)^{T} \in \tilde{E}$ to be a solution of (5.9). Since $\varphi_{n}(0) \in \mathscr{B}_{n}, \varphi_{n}(t) \in \mathscr{B}_{n} \subset \widetilde{O}$ for all $t \in \mathbb{R}^{+}$, and again the element $\varphi_{n}(t)=\left(\varphi_{n, i}(t)\right)_{|i| \leq n} \in$ $\widetilde{E}$ can be extended to an element of $E$ such that $\varphi_{n, i}(t)=(0,0)^{T}$ for $|i|>n$, still denote it by $\varphi_{n}(t)$, it follows that

$$
\begin{equation*}
\left\|\varphi_{n}(t)\right\|_{\tilde{E}}=\left\|\varphi_{n}(t)\right\|_{E}=\left(\left\|B u_{n}\right\|^{2}+\lambda\left\|u_{n}\right\|^{2}+\left\|v_{n}\right\|^{2}\right)^{1 / 2} \leq r_{0}, \quad \forall t \in \mathbb{R}^{+}, n=1,2, \ldots \tag{5.12}
\end{equation*}
$$

From (2.13) and (5.12), it follows that there exists a constant $C_{1}=C_{1}\left(r_{0}\right)$ such that

$$
\begin{align*}
\left\|\widetilde{C}\left(\varphi_{n}(t)\right)\right\|_{\tilde{E}}^{2} & \leq\left\|C\left(\varphi_{n}(t)\right)\right\|_{E}^{2} \\
& =\left\|B\left(\varepsilon u_{n}-v_{n}\right)\right\|^{2}+\lambda\left\|\varepsilon u_{n}-v_{n}\right\|^{2}+\left\|\alpha A u_{n}+\lambda u_{n}+(\delta-\varepsilon)\left(v_{n}-\varepsilon u_{n}\right)\right\|^{2} \\
& \leq C_{1}, \quad \forall t \in \mathbb{R}^{+}, n=1,2, \ldots . \tag{5.13}
\end{align*}
$$

Similarly, we can extend the element $\tilde{f}=\left(f_{i}\right)_{|i| \leq n}$ to the element $f_{n}=\left(f_{n, i}\right)_{i \in \mathbb{Z}} \in l^{2}$ such that $f_{n, i}=f_{i}$ for $|i| \leq n$, and $f_{n, i}=0$ for $|i|>n$. In such a case, by using (2.13), (2.14), and (5.12), there exists a constant $C_{2}=C_{2}\left(r_{0},\|f\|\right)$ such that

$$
\begin{align*}
\left\|\widetilde{F}\left(\varphi_{n}(t)\right)\right\|_{\widetilde{E}}^{2} & \leq\left\|F\left(\varphi_{n}(t)\right)\right\|_{E}^{2}=\left\|-\beta B u_{n}+\frac{1}{3} k D\left(D^{*} u_{n}\right)^{3}+f_{n}\right\|^{2}  \tag{5.14}\\
& \leq C_{2}, \quad \forall t \in \mathbb{R}^{+}, n=1,2, \ldots
\end{align*}
$$

From (5.9), we obtain that

$$
\begin{equation*}
\left\|\dot{\varphi}_{n}(t)\right\|_{E}^{2} \leq 2\left\|C\left(\varphi_{n}(t)\right)\right\|_{E}^{2}+2\left\|F\left(\varphi_{n}(t)\right)\right\|_{E}^{2} \tag{5.15}
\end{equation*}
$$

Thus by using (5.13), (5.14), and (5.15), it follows that there exists a constant $C_{3}=$ $C_{3}\left(r_{0},\|f\|\right)$ such that

$$
\begin{equation*}
\left\|\dot{\varphi}_{n}(t)\right\|_{E} \leq C_{3}, \quad \forall t \in \mathbb{R}^{+}, n=1,2, \ldots \tag{5.16}
\end{equation*}
$$

Let $J_{k}(k=1,2, \ldots)$ be a sequence of compact intervals of $\mathbb{R}^{+}$such that $J_{k} \subset J_{k+1}$ and $\cup_{k} J_{k}=$ $\mathbb{R}^{+}$. Consider $s, t \in J_{k}$, we obtain

$$
\begin{equation*}
\left\|\varphi_{n}(t)-\varphi_{n}(s)\right\|_{E} \leq C_{3}|t-s|, \tag{5.17}
\end{equation*}
$$

which gives the equicontinuity of $\left\{\varphi_{n}(t)\right\}_{n=1}^{\infty}$ in $C\left(J_{k}, E\right)$. Equation (5.12) implies that, for fixed $t,\left\{\varphi_{n}(t)\right\}_{n=1}^{\infty}$ is uniformly bounded in $E$, therefore there exists a subsequence of $\left\{\varphi_{n}(t)\right\}_{n=1}^{\infty}$, still denoted by $\left\{\varphi_{n}(t)\right\}_{n=1}^{\infty}$, and $\tilde{\varphi}_{t} \in E$ such that

$$
\begin{equation*}
\varphi_{n}(t) \longrightarrow \tilde{\varphi}_{t}, \quad \text { weakly in } E \text { as } n \longrightarrow \infty \tag{5.18}
\end{equation*}
$$

If we use the same method used to prove [19, Lemma 3.2], we can show that the weak convergence, here, is a strong one, that is, for all $t \in J_{k},\left\{\varphi_{n}(t)\right\}_{n=1}^{\infty}$ is precompact in $E$. By Ascoli's theorem, there exists a subsequence $\left\{\varphi_{n_{1}}(t)\right\}$ of $\left\{\varphi_{n}(t)\right\}$ and $\varphi_{t} \in C\left(J_{1}, E\right)$ such that $\varphi_{n_{1}}(t)$ converges to $\varphi_{t}$ in $C\left(J_{1}, E\right)$. Again by Ascoli's theorem and induction, there exists a subsequence $\left\{\varphi_{n_{k+1}}(t)\right\}$ of $\left\{\varphi_{n_{k}}(t)\right\}$ such that $\varphi_{n_{k+1}}(t)$ converges to $\varphi_{t}$ in $C\left(J_{k+1}, E\right)$. Taking the diagonal subsequence in the usual way, there exists a subsequence $\left\{\varphi_{n_{k}}(t)\right\}$ of $\left\{\varphi_{n}(t)\right\}$, still denoted by $\left\{\varphi_{n}(t)\right\}_{n=1}^{\infty}$, and $\varphi(t) \in C\left(\mathbb{R}^{+}, E\right)$ such that

$$
\begin{equation*}
\varphi_{n}(t) \longrightarrow \varphi(t) \quad \text { in } C(J, E) \text { as } n \longrightarrow \infty \text { for any compact set } J \subset \mathbb{R}^{+} . \tag{5.19}
\end{equation*}
$$

By (5.12), there exists a constant $C_{4}=C_{4}\left(r_{0}\right)$ such that for $\varphi(t)=(u(t), v(t))^{T}=\left(\left(u_{i}(t)\right)\right.$, $\left.\left(v_{i}(t)\right)\right)_{i \in \mathbb{Z}}^{T} \in E, v(t)=\dot{u}(t)+\varepsilon u(t)$,

$$
\begin{equation*}
\|\varphi(t)\|_{E}=\left(\|B u\|^{2}+\lambda\|u\|^{2}+\|v\|^{2}\right)^{1 / 2} \leq C_{4}, \quad \forall t \in \mathbb{R}^{+} . \tag{5.20}
\end{equation*}
$$

Here we prove that $\varphi(t) \in \mathscr{B}$. By (5.16),

$$
\begin{equation*}
\dot{\varphi}_{n}(t) \longrightarrow \dot{\varphi}(t) \quad \text { weakly star in } L^{\infty}\left(\mathbb{R}^{+}, E\right) \text { as } n \longrightarrow \infty \tag{5.21}
\end{equation*}
$$

Let $i \in \mathbb{Z}$ and $n \geq|i|$. Since $\varphi_{n}(t)=\left(\left(u_{n, i}(t)\right),\left(v_{n, i}(t)\right)\right)_{|i| \leq n}^{T} \in \widetilde{E}$ is the solution of (5.9), it follows that for all $t \in \mathbb{R}^{+}$and $\|i\| \leq n-2$

$$
\begin{equation*}
\ddot{u}_{n, i}+\delta \dot{u}_{n, i}+\alpha\left(A u_{n}\right)_{i}+\beta\left(B u_{n}\right)_{i}+\lambda u_{n, i}-\frac{1}{3} k\left(D\left(D^{*} u_{n}\right)^{3}\right)_{i}=f_{i} . \tag{5.22}
\end{equation*}
$$

Therefore for all $\psi \in C_{0}^{\infty}(J)$, we obtain

$$
\begin{gather*}
\int_{J} \ddot{u}_{n, i} \psi(t) d t+\delta \int_{J} \dot{u}_{n, i} \psi(t) d t+\alpha \int_{J}\left(A u_{n}\right)_{i} \psi(t) d t+\beta \int_{J}\left(B u_{n}\right)_{i} \psi(t) d t \\
\quad+\lambda \int_{J} u_{n, i} \psi(t) d t-\frac{1}{3} k \int_{J}\left(D\left(D^{*} u_{n}\right)^{3}\right)_{i} \psi(t) d t=\int_{J} f_{i} \psi(t) d t . \tag{5.23}
\end{gather*}
$$

It is seen that

$$
\begin{align*}
& \left|\int_{J}\left(D\left(D^{*} u_{n}\right)^{3}\right)_{i} \psi(t) d t-\int_{J}\left(D\left(D^{*} u\right)^{3}\right)_{i} \psi(t) d t\right| \\
& \quad \leq \sup _{t \in J}\left|\left(D\left(\left(D^{*} u_{n}\right)^{3}-\left(D^{*} u\right)^{3}\right)\right)_{i}\right| \int_{J}|\psi(t)| d t . \tag{5.24}
\end{align*}
$$

Using (2.13), (5.12), and (5.20), there exists a constant $C_{5}=C_{5}\left(r_{0}\right)$ such that

$$
\begin{align*}
\left|\left(D\left(\left(D^{*} u_{n}\right)^{3}-\left(D^{*} u\right)^{3}\right)\right)_{i}\right| & \leq 4\left|\left(\left(D^{*} u_{n}\right)^{3}-\left(D^{*} u\right)^{3}\right)_{i}\right| \\
& \leq 9\left|\left(D^{*}\left(u_{n}-u\right)\right)_{i}\right|^{2}\left|\left(D^{*} u_{n}\right)_{i}^{2}+\left(D^{*} u\right)_{i}^{2}\right|^{2}  \tag{5.25}\\
& \leq C_{5}\left|u_{n, i}-u_{i}\right|^{2},
\end{align*}
$$

and from (5.19), as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{t \in J}\left|u_{n, i}-u_{i}\right| \longrightarrow 0 . \tag{5.26}
\end{equation*}
$$

That as $n \rightarrow \infty$,

$$
\begin{equation*}
\left|\int_{J}\left(D\left(D^{*} u_{n}\right)^{3}\right)_{i} \psi(t) d t-\int_{J}\left(D\left(D^{*} u\right)^{3}\right)_{i} \psi(t) d t\right| \longrightarrow 0 \tag{5.27}
\end{equation*}
$$

Using (5.21), (5.22), (5.23), (5.26), and (5.27), it follows that for all $t \in J$,

$$
\begin{equation*}
\ddot{u}_{i}+\delta \dot{u}_{i}+\alpha(A u)_{i}+\beta(B u)_{i}+\lambda u_{i}-\frac{1}{3} k\left(D\left(D^{*} u\right)^{3}\right)_{i}=f_{i} . \tag{5.28}
\end{equation*}
$$

But $J$ is arbitrary, thus, (5.28), holds for all $t \in \mathbb{R}^{+}$, which means that $\varphi(t)$ is a solution of (2.5) and (2.6). From (5.20), it follows that $\varphi(t)$ is bounded for $t \in \mathbb{R}^{+}$, that $\varphi(t) \in \mathscr{B}$, therefore $\varphi_{n}(0) \rightarrow \varphi(0) \in \mathscr{B}$, and the proof is completed.

Now we are ready to represent the main result of this section.
Theorem 5.3. If $f \in l^{2}$, (1.7), and (2.7), are satisfied, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d_{E}\left(\mathscr{P}_{n}, \mathscr{B}\right)=0 \tag{5.29}
\end{equation*}
$$

where $d_{E}\left(\mathscr{B}_{n}, \mathscr{B}\right)=\sup _{a \in \mathscr{B}_{n}} \inf _{b \in \mathscr{P}}\|a-b\|_{E}$.

Proof. We argue by contradiction. If the conclusion is not true, then there exists a sequence $\varphi_{n_{k}} \in \mathscr{B}_{n_{k}}$ and a constant $K>0$ such that

$$
\begin{equation*}
d_{E}\left(\varphi_{n_{k}}, \mathscr{B}\right) \geq K>0 \tag{5.30}
\end{equation*}
$$

However, by Lemma 5.2, we know that there exists a subsequence $\varphi_{n_{k m}}$ of $\varphi_{n_{k}}$ such that

$$
\begin{equation*}
d_{E}\left(\varphi_{n_{k_{m}}}, \mathscr{B}\right) \longrightarrow 0, \tag{5.31}
\end{equation*}
$$

which contradicts (5.30). The proof is completed.
Theorem 5.3 shows that the global attractor $\mathscr{B}$ of the lattice dynamical system (2.8) is upper semicontinuous with respect to the (cut-off) approximate finite-dimension dynamical system (5.9).
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