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The paper presents general existence principles which can be used for a large class of
nonlocal boundary value problems of the form (φ(x′))′ = f1(t,x,x′) + f2(t,x,x′)F1x +
f3(t,x,x′)F2x,α(x)= 0, β(x)= 0, where f j satisfy local Carathéodory conditions on some
[0,T]×� j ⊂ R2, f j are either regular or have singularities in their phase variables ( j =
1,2,3), Fi : C1[0,T] → C0[0,T] (i = 1,2), and α,β : C1[0,T] → R are continuous. The
proofs are based on the Leray-Schauder degree theory and use regularization and sequen-
tial techniques. Applications of general existence principles to singular BVPs are given.
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1. Introduction

Let T > 0. As usual, Cj[0,T] and AC j[0,T] ( j = 0,1) denote the set of functions having
the jth derivative continuous and absolutely continuous on [0,T], respectively. L1[0,T] is
the set of Lebesgue integrable functions on [0,T]. In what follows, C0[0,T] and L1[0,T]
are equipped with the norms

‖x‖ =max
{∣∣x(t)

∣
∣ : 0≤ t ≤ T

}
, ‖x‖L =

∫ T

0

∣
∣x(t)

∣
∣dt, (1.1)

respectively.
Assume that G ⊂ R2. Car([0,T]×G) stands for the set of functions f : [0,T]×G→

R satisfying local Carathéodory conditions on [0,T]×G, that is: (j) for each (x, y) ∈
G, the function f (·,x, y) : [0,T] → R is measurable; (jj) for a.e. t ∈ [0,T], the func-
tion f (t,·,·) : G→ R is continuous; (jjj) for each compact set K ⊂ G, sup{| f (t,x, y)| :
(x, y)∈ K} ∈ L1[0,T]. For any measurable � ⊂ R, μ(�) denotes the Lebesgue measure
of �.
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2 General existence principles for nonlocal BVPs

We will denote by � the set of operators F : C1[0,T]→ C0[0,T] which are
(a) continuous and
(b) bounded, that is, for any r > 0,

sup
{‖Fx‖ : x ∈ C1[0,T],‖x‖+‖x′‖ ≤ r

}
<∞. (1.2)

Finally, let � denote the set of functionals α : C1[0,T]→R which are
(a) continuous and
(b) bounded, that is, α(Ω) is bounded (in R) for any bounded Ω⊂ C1[0,T].

We study singular nonlocal boundary value problems (BVPs) of the type

(
φ
(
x′(t)

))′ = f1
(
t,x(t),x′(t)

)
+ f2

(
t,x(t),x′(t)

)(
F1x

)
(t)

+ f3
(
t,x(t),x′(t)

)(
F2x

)
(t)

(1.3)

α(x)= 0, β(x)= 0, (1.4)

where φ is an increasing homeomorphism from R onto R, f j ∈ Car([0,T]×� j), the

sets � j = �
j
1 ×�

j
2 ⊂ R2 are not necessarily closed, f j have singularities in their phase

variables on the boundary ∂� j of � j ( j = 1,2,3), Fi ∈� (i= 1,2) and α,β ∈�.
Let j ∈ {1,2,3}. We say that f j has a singularity on ∂� j in its phase variable xi (i= 1,2)

if there exists ai, j ∈ ∂�
j
i such that

limsup
xi→ai, j , xi∈�

j
i

∣
∣ f j

(
t,x1,x2

)∣∣=∞ (1.5)

for a.e. t ∈ [0,T] and all x3−i ∈D
j
3−i.

A function x ∈ C1[0,T] is said to be a solution of the BVP (1.3), (1.4) if φ(x′) ∈
AC[0,T], x satisfies the boundary conditions (1.4) and (1.3) holds for almost all t ∈
[0,T].

Nonlocal BVPs for second-order differential equations with nonlinear left-hand sides
and having singularities in their phase variables were studied in [1, 2, 5, 10–12]. In [1]
the differential equation (g(x))′′ = f (t,x, (g(x))′) is discussed together with the non-
local boundary conditions x(0) = x(T), min{x(t) : 0 ≤ t ≤ T} = 0. In [2] the authors
present conditions guaranteeing that the BVP (φ(x′))′ = μ f (t,x,x′), x(0) = 0 = x(T),
max{x(t) : 0≤ t ≤ T} = A has for any A > 0 a positive solution with a positive value of the
parameter μ. The existence of a solution of (φ(x′))′ = f (t,x,x′) satisfying x(0) = x(T),
max{x(t) : 0 ≤ t ≤ T} = A is considered in [11], satisfying x(0) = x(T) = −γmin{x(t) :
0≤ t ≤ T} (γ ∈ (0,∞)) in [10] and satisfying min{x(t) : 0≤ t ≤ T} = 0, χ(x′)= 0 where
χ is a continuous functional in [12]. Existence results for functional-differential equations
with nonlinear functional left-hand sides and nonlocal functional boundary conditions
are also presented in [5].

The aim of this paper is to present general existence principles for solving regular
and singular nonlocal BVPs for second-order functional-differential equations with φ-
Laplacian and to give applications of these general principles. The general existence prin-
ciple for regular nonlocal BVPs can be used either for solving regular BVPs or in the case
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of singular BVPs for solving a sequence of auxiliary regular BVPs obtaining by regulariza-
tion and sequential techniques. We note that our general existence principle for singular
nonlocal BVPs is related to that given in [9] for singular BVPs

x(n)(t)= h
(
t,x(t), . . . ,x(n−1)(t)

)
, x ∈�, (1.6)

where h has singularities in all its phase variables and � is a closed subset of Cn−1[0,T].
To obtain a solution of the BVP (1.3), (1.4), we use regularization and sequential tech-

niques. To use these techniques we consider a sequence of regular functional-differential
equations

(
φ
(
x′(t)

))′ = f1,n
(
t,x(t),x′(t)

)
+ f2,n

(
t,x(t),x′(t)

)(
F1x

)
(t)

+ f3,n
(
t,x(t),x′(t)

)(
F2x

)
(t),

(1.7)

where f j,n ∈ Car([0,T]×R2), n∈N, j = 1,2,3. If xn is a solution of the BVP (1.7), (1.4),
then a solution of the BVP (1.3), (1.4) is obtained as the limit (in C1[0,T]) of a subse-
quence of {xn}. In limiting processes one usually uses the Lebesgue dominated conver-
gence theorem. Note that in our case with general nonlocal boundary conditions (1.4), we
often cannot find a Lebesgue integrable majorant function for the auxiliary sequence of
regular functions connected to the BVP (1.3), (1.4). In such a case our limiting processes
are based on Vitali’s convergence theorem, where the assumption about the existence of
a Lebesgue integrable majorant function is replaced by a more general assumption about
the uniform integrability.

A collection �⊂ L1[0,T] is called uniformly integrable (UI) on [0,T] if to given ε > 0
there exists δ > 0 such that if ρ∈� and � ⊂ [0,T], μ(�) < δ, then

∫

�

∣
∣ρ(t)

∣
∣dt < ε. (1.8)

Theorem 1.1 (Vitali’s convergence theorem, [3]). Let {ρn} be a sequence in L1[0,T] which
convergent to ρ for a.e. t ∈ [0,T]. Then the following statements are equivalent:

(a) ρ∈ L1[0,T] and limn→∞‖ρn− ρ‖L = 0,
(b) the sequence {ρn} is UI on [0,T].

Remark 1.2. Assumption (b) in Theorem 1.1 is equivalent to the following condition: to
given ε > 0 there exists δ > 0 such that for any at most countable set {aj ,bj} j∈J of mutually
disjoint intervals (aj ,bj)⊂ (0,T),

∑
j∈J(bj − aj) < δ, we have

∑

j∈J

∫ bj

aj

∣
∣ρn(t)

∣
∣dt < ε, n∈N. (1.9)

The rest of the paper is organized as follows. In Section 2, we present a general ex-
istence principle for regular nonlocal BVP and general existence principles for singular
nonlocal BVP. Applications of both principles are given in Sections 3 and 4. Section 3 dis-
cusses singular nonlocal BVPs where nonlinearities in the singular differential equations
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are positive. Section 4 is devoted to the study of positive solutions to singular Dirich-
let BVPs for functional-differential equations with right-hand sides changing their sign.
Results are demonstrated with examples throughout.

2. General existence principles

We first denote by � the set of functionals F : C1[0,T]→ L1[0,T] which are
(a) continuous and
(b) for each r > 0,

sup
{∣∣(Fx)(t)

∣
∣ : x ∈ C1[0,T],‖x‖+‖x′‖ ≤ r

}∈ L1[0,T]. (2.1)

Notice that for each f ∈ Car([0,T] × R2), the operator F : C1[0,T] → L1[0,T] with
(Fx)(t)= f (t,x(t),x′(t)), belongs to the set �.

Consider the regular functional-differential equation

(
φ
(
x′(t)

))′ = (Fx)(t), (2.2)

where F ∈�. We give a general existence principle for the BVP (2.2), (1.4).

Theorem 2.1 (general existence principle for regular nonlocal BVP). Let φ be an
increasing homeomorphism fromR ontoR, F ∈� and α,β ∈�. Suppose there exist positive
constants S0 and S1 such that

‖x‖ < S0, ‖x′‖ < S1 (2.3)

for all solutions x to the BVP

(
φ
(
x′(t)

))′ = λ(Fx)(t)

α(x)= 0, β(x)= 0
(2.4)

and each λ∈ [0,1]. Also assume there exists positive constants Λ0 and Λ1 such that

|A| <Λ0, |B| <Λ1 (2.5)

for all solutions (A,B)∈R2 of the system

α(A+Bt)−μα(−A−Bt)= 0

β(A+Bt)−μβ(−A−Bt)= 0
(2.6)

and each μ∈ [0,1]. Then the BVP (2.2), (1.4) has a solution.

Proof. Set

Ω= {x : x ∈ C1[0,T], ‖x‖ < max
{
S0,Λ0 +Λ1T

}
, ‖x′‖ < max

{
S1,Λ1

}}
. (2.7)
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Then Ω is an open, bounded and symmetric with respect to 0 ∈ C1[0,T] subset of the
Banach space C1[0,T]. Define the operator 	 : [0,1]×Ω→ C1[0,T] by the formula

	(λ,x)(t)= x(0) +α(x) +
∫ t

0
φ−1

(
φ
(
x′(0) +β(x)

)
+ λ

∫ s

0
(Fx)(v)dv

)
ds. (2.8)

A standard argument shows that 	 is a continuous operator. We claim that 	([0,1]×Ω)
is compact in C1[0,T]. Indeed, since Ω is bounded in C1[0,T],

∣
∣α(x)

∣
∣≤ r,

∣
∣β(x)

∣
∣≤ r,

∣
∣(Fx)(t)

∣
∣≤ ρ(t) (2.9)

for a.e. t ∈ [0,T] and x ∈Ω, where r is a positive constant and ρ∈ L1[0,T]. Then

∣
∣	(λ,x)(t)

∣
∣≤max

{
S0,Λ0 +Λ1T

}
+ r +Tφ−1(φ

(
max

{
S1,Λ1

}
+ r
)

+‖ρ‖L
)
,

∣
∣	(λ,x)′(t)

∣
∣≤ φ−1(φ

(
max

{
S1,Λ1

}
+ r
)

+‖ρ‖L
)
,

∣
∣φ
[
	(λ,x)′

(
t2
)]−φ

[
	(λ,x)′

(
t1
)]∣∣≤

∣
∣
∣
∣

∫ t2

t1
ρ(t)dt

∣
∣
∣
∣

(2.10)

for t, t1, t2 ∈ [0,T] and (λ,x)∈ [0,1]×Ω. Hence 	([0,1]×Ω) is bounded in C1[0,T] and
{φ[	(λ,x)′(t)]} is equicontinuous on [0,T]. From

∣
∣	(λ,x)′

(
t2
)−	(λ,x)′

(
t1
)∣∣= ∣∣φ−1[φ

(
	(λ,x)′

(
t2
))]−φ−1[φ

(
	(λ,x)′

(
t1
))]∣∣

(2.11)
and φ−1 being an increasing homeomorphism from R onto R, we deduce that {	(λ,
x)′(t)} is also equicontinuous on [0,T]. Now the Arzelà-Ascoli theorem shows that 	([0,
1]×Ω) is compact in C1[0,T]. Thus 	 is a compact operator.

Suppose that x0 is a fixed point of the operator 	(1,·). Then

x0(t)= x0(0) +α
(
x0
)

+
∫ t

0
φ−1

(
φ
(
x′0(0) +β

(
x0
))

+
∫ s

0

(
Fx0

)
(v)dv

)
ds. (2.12)

Hence α(x0)= 0, β(x0)= 0 and x0 is a solution of (2.2). Therefore x0 is a solution of the
BVP (2.2), (1.4) and to prove our theorem, it suffices to show that

D
(

−	(1,·),Ω,0

) 	= 0, (2.13)

where “D” stands for the Leray-Schauder degree and 
 is the identity operator on
C1[0,T]. For this purpose let the compact operator � : [0,1]×Ω→ C1[0,T] be given
by

�(μ,x)(t)= x(0) +α(x)−μα(−x) +
[
x′(0) +β(x)−μβ(−x)

]
t. (2.14)
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Then �(1,·) is odd (i.e., �(1,−x)=−�(1,x) for x ∈Ω) and

�(0,·)=	(0,·). (2.15)

If �(μ0,x0)= x0 for some μ0 ∈ [0,1] and x0 ∈Ω, then

x0(t)= x0(0) +α
(
x0
)−μ0α

(− x0
)

+
[
x′0(0) +β

(
x0
)−μ0β

(− x0
)]
t, t ∈ [0,T].

(2.16)

Therefore x0(t) = A0 + B0t where A0 = x0(0) + α(x0)− μ0α(−x0), B0 = x′0(0) + β(x0)−
μ0β(−x0), and also α(x0)−μ0α(−x0)= 0, β(x0)−μ0β(−x0)= 0. Hence

α
(
A0 +B0t

)−μ0α
(−A0−B0t

)= 0,

β
(
A0 +B0t

)−μ0β
(−A0−B0t

)= 0.
(2.17)

Thus

∣
∣A0

∣
∣ <Λ0,

∣
∣B0

∣
∣ <Λ1 (2.18)

since (A0,B0) is a solution of (2.6) with μ= μ0. Then ‖x0‖ <Λ0 +Λ1T , ‖x′0‖ <Λ1, which
gives x0 	∈ ∂Ω. Now, by the Borsuk antipodal theorem and a homotopy property (see, e.g.,
[6]),

D
(

−�(0,·),Ω,0

)=D
(

−�(1,·),Ω,0

) 	= 0. (2.19)

Finally assume that 	(λ∗,x∗)= x∗ for some λ∗ ∈ [0,1] and x∗ ∈Ω. Then x∗ is a solution
of the BVP (2.4) with λ= λ∗ and, by our assumptions, ‖x∗‖ < S0 and ‖x′∗‖ < S1. Hence
x∗ 	∈ ∂Ω and a homotopy property yields

D
(

−	(0,·),Ω,0

)=D
(

−	(1,·),Ω,0

)
. (2.20)

From the last equality, (2.15) and (2.19) it follows that (2.13) is true. Therefore the BVP
(2.2), (1.4) has a solution. �

Remark 2.2. Let the functionals α,β ∈� be linear. Then the system (2.6) has the form

Aα(1) +Bα(t)= 0,

Aβ(1) +Bβ(t)= 0,
(2.21)

and all of its solutions (A,B) are bounded if and only if α(1)β(t)−α(t)β(1) 	= 0 (and then
(A,B)= (0,0)).

Special cases of Theorem 2.1 are the general existence principles presented in [8] for
the differential equation (φ(x′))′ = q(t) f (t,x,x′) with the Dirichlet and mixed boundary
conditions.

Now consider the singular functional-differential equation (1.3) where φ is an increas-

ing homeomorphism from R onto R, f j ∈ Car([0,T]×� j), the sets � j =�
j
1×�

j
2 ⊂R2
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are not necessarily closed, f j have singularities in their phase variables on the bound-
ary ∂� j of � j ( j = 1,2,3) and Fi ∈� (i = 1,2). Also consider the sequence of regular
differential equations (1.7) where f j,n ∈ Car([0,T]×R2), n∈N, j = 1,2,3.

Theorem 2.3 (general existence principle for singular nonlocal BVP). Let α,β ∈�. Suppose
there exist a bounded set Ω⊂ C1[0,T] such that

(i) for each n∈N, the regular BVP (1.7), (1.4) has a solution xn ∈Ω,
(ii) the sequences { f j,n(t,xn(t),x′n(t))} are uniformly integrable on [0,T] for j = 1,2,3.

Then we have
(a) there exist x ∈Ω and a subsequence {xkn} of {xn} such that limn→∞ xkn = x in C1([0,

T]),
(b) x is a solution of the BVP (1.3), (1.4) if

lim
n→∞ f j,kn

(
t,xkn(t),x′kn(t)

)= f j
(
t,x(t),x′(t)

)
, j = 1,2,3, (2.22)

for almost all t ∈ [0,T].

Proof. Since Ω is bounded in C1[0,T] and {xn} ⊂Ω, there are positive constants K and r
such that

∣
∣(F1xn

)
(t)
∣
∣≤ K ,

∣
∣(F2xn

)
(t)
∣
∣≤ K ,

∥
∥xn

∥
∥≤ r,

∥
∥x′n

∥
∥≤ r, n∈N. (2.23)

Now (ii) guarantees that for each ε > 0 there exists δ > 0 such that for each t1, t2 ∈ [0,T],
|t2− t1| < δ, and n∈N,

∣
∣φ
(
x′n
(
t2
))−φ

(
x′n
(
t1
))∣∣≤

∣
∣
∣
∣

∫ t2

t1

∣
∣ f1,n

(
t,xn(t),x′n(t)

)∣∣dt
∣
∣
∣
∣

+K
3∑

j=2

∣
∣
∣
∣

∫ t2

t1

∣
∣ f j,n

(
t,xn(t),x′n(t)

)∣∣dt
∣
∣
∣
∣ < ε.

(2.24)

Therefore {φ(x′n(t))} is equicontinuous on [0,T], and then using (2.23) and the fact that
φ is continuous and increasing on R, we see that {x′n(t)} is equicontinuous on [0,T] as
well. The Arzelà-Ascoli theorem guarantees the existence of a subsequence {xkn} of {xn}
converging in C1[0,T] to x ∈Ω.

Suppose that limn→∞ f j,kn(t,xkn(t),x′kn(t)) = f j(t,x(t),x′(t)) for a.e. t ∈ [0,T] and for
j = 1,2,3. By (ii), { f j,kn(t,xkn(t),x′kn(t))} are uniformly integrable on [0,T]. Therefore,
by Vitali’s convergence theorem, f j(t,x(t),x′(t))∈ L1[0,T] for j = 1,2,3 and also letting
n→∞ in

φ
(
x′kn(t)

)= φ
(
x′kn(0)

)
+
∫ t

0
f1,kn

(
s,xkn(s),x′kn(s)

)
ds

+
∫ t

0
f2,kn

(
s,xkn(s),x′kn(s)

)(
F1xkn

)
(s)ds

+
∫ t

0
f3,kn

(
s,xkn(s),x′kn(s)

)(
F2xkn

)
(s)ds

(2.25)
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for t ∈ [0,T] and n∈N, we have

φ
(
x′(t)

)= φ
(
x′(0)

)
+
∫ t

0
f1
(
s,x(s),x′(s)

)
ds

+
∫ t

0
f2
(
s,x(s),x′(s)

)(
F1x

)
(s)ds

+
∫ t

0
f3
(
s,x(s),x′(s)

)(
F2x

)
(s)ds, t ∈ [0,T].

(2.26)

Consequently, φ(x′)∈ AC[0,T] and x is a solution of (1.3). In addition, since limn→∞ xkn
= x in C1[0,T] and α and β are continuous in C1[0,T], it follows that α(x)= 0, β(x)= 0.
Hence x is a solution of the BVP (1.3), (1.4). �

Remark 2.4. Let f j in (1.3) have singularities only at the value 0 of their phase variables
and f j,n in (1.7) satisfy

f j,n(t,x, y)= f j(t,x, y), j = 1,2,3 (2.27)

for a.e. t ∈ [0,T] and all (x, y)∈� j , n∈N, |x| ≥ 1/n and |y| ≥ 1/n. Then the condition

lim
n→∞ f j,kn

(
t,xkn(t),x′kn(t)

)= f j
(
t,x(t),x′(t)

)
, j = 1,2,3 (2.28)

for a.e. t ∈ [0,T] is satisfied if x and x′ have a finite number of zeros.

Remark 2.5. The absolute continuity of the Lebesgue integral yields that condition (ii) in
Theorem 2.3 is satisfied if there exists a function ϕ∈ L1[0,T] such that

∣
∣ f j,n

(
t,xn(t),x′n(t)

)∣∣≤ ϕ(t) (2.29)

for a.e. t ∈ [0,T] and each n∈N, j ∈ {1,2,3}.
We now discuss the special case of (1.3) with f1 = f and f2 = f3 = 0, that is the differ-

ential equation

(
φ
(
x′(t)

))′ = f
(
t,x(t),x′(t)

)
, (2.30)

where f ∈Car([0,T]×(0,∞)× (R \ {0})). Together with (2.30), we consider the sequence
of regular differential equations

(
φ
(
x′(t)

))′ = fn
(
t,x(t),x′(t)

)
, (2.31)

where fn ∈ Car([0,T]×R2) and

fn(t,x, y)= f (t,x, y) for a.e. t ∈ [0,T] and all x ≥ 1/n, |y| ≥ 1/n. (2.32)

For the solvability of the singular BVP (2.30), (1.4) the following result holds.
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Theorem 2.6. Suppose that
(j) there exists γ ∈ L1[0,T] such that fn(t,x, y) ≥ γ(t) > 0 for a.e. t ∈ [0,T] and each

(x, y)∈R2, n∈N,
(jj) there exists a bounded set Ω ⊂ C1[0,T] such that for each n ∈ N, the BVP (2.31),

(1.4) has a solution xn ∈ Ω, xn(ξn) = x′(ξn) = 0 where ξn ∈ [0,T] and {x′n(t)} is
equicontinuous on [0,T].

Then
(a) there exist x ∈Ω and a subsequence {xkn} of {xn} such that limn→∞ xkn = x in C1[0,

T], x(ξ)= x′(ξ)= 0 with a ξ ∈ [0,T] and x > 0 on [0,T] \ {ξ}.
(b) x is a solution of the BVP (2.30), (1.4) if to given ε > 0, there exist δε ∈ L1[0,T] and

nε ∈N such that

fkn
(
t,xkn(t),x′kn(t)

)≤ δε(t) (2.33)

for a.e. t ∈ [0,T] \ [ξ − ε, ξ + ε] and each n≥ nε.

Proof. Since (φ(x′n(t)))′ = fn(t,xn(t),x′n(t)) ≥ γ(t) > 0 for a.e. t ∈ [0,T] and each n ∈N,
x′n is increasing on [0,T] and xn(ξn)= x′n(ξn)= 0 implies

x′n(t)≤−φ
(∫ ξn

t
γ(s)ds

)
, xn(t)≥

∫ ξn

t
φ
(∫ ξn

s
γ(v)dv

)
ds, t ∈ [0,ξn

]
,

x′n(t)≥ φ
(∫ t

ξn
γ(s)ds

)
, xn(t)≥

∫ t

ξn
φ
(∫ s

ξn
γ(v)dv

)
ds, t ∈ [ξn,T

]
.

(2.34)

We know, by the assumptions, that {xn} is bounded in C1[0,T] and {x′n(t)} is equicon-
tinuous on [0,T]. Hence there exist a convergent subsequence {xkn} converging to x in
C1[0,T] and a convergent subsequence {ξkn} converging to ξ in R. Then x ∈ C1[0,T],
ξ ∈ [0,T], and taking the limit as n→∞ in (2.34) with kn instead of n, we get

x′(t)≤−φ
(∫ ξ

t
γ(s)ds

)
, x(t)≥

∫ ξ

t
φ
(∫ ξ

s
γ(v)dv

)
ds, t ∈ [0,ξ],

x′(t)≥ φ
(∫ t

ξ
γ(s)ds

)
, x(t)≥

∫ t

ξ
φ
(∫ s

ξ
γ(v)dv

)
ds, t ∈ [ξ,T].

(2.35)

Therefore x(ξ)= x′(ξ)= 0, x > 0, |x′| > 0 on [0,T] \ {ξ}, and consequently (see (2.32))

lim
n→∞ fkn

(
t,xkn(t),x′kn(t)

)= f
(
t,x(t),x′(t)

)
(2.36)

for almost all t ∈ [0,T].
From {φ(x′kn(0))} and {φ(x′kn(T))} being bounded,

φ
(
x′kn(T)

)−φ
(
x′kn(0)

)=
∫ T

0
fkn
(
t,xkn(t),x′kn(t)

)
dt, n∈N, (2.37)
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and fkn(t,xkn(t),x′kn(t)) ≥ γ(t) > 0, it follows that f (t,x(t),x′(t)) ∈ L1[0,T], by Fatou’s
theorem. If the condition in (b) is satisfied, then letting n→∞ in

φ
(
x′kn(t)

)= φ
(
x′kn(0)

)
+
∫ t

0
fkn
(
s,xkn(s),x′kn(s)

)
ds,

φ
(
x′kn(t)

)= φ
(
x′kn(T)

)−
∫ t

T
fkn
(
s,xkn(s),x′kn(s)

)
ds,

(2.38)

we obtain

φ
(
x′n(t)

)= φ
(
x′(0)

)
+
∫ t

0
f
(
s,x(s),x′(s)

)
ds, t ∈ [0,ξ),

φ
(
x′(t)

)= φ
(
x′(T)

)−
∫ t

T
f
(
s,x(s),x′(s)

)
ds, t ∈ (ξ,T]

(2.39)

by the Lebesgue dominated convergence theorem. Now using f (t,x(t),x′(t))∈ L1[0,T],
we have φ(x′) ∈ AC[0,T] and x is a solution of (2.30). Also from α(xkn) = 0, β(xkn) = 0
and the continuity of α and β on C1[0,T] it follows α(x) = 0, β(x) = 0. Hence x is a
solution of the BVP (2.30), (1.4). �

3. Application to singular nonlocal BVPs with positive nonlinearities

3.1. Introduction. Denote by � the set of all functionals α : C1[0,T]→R which are
(i) continuous,

(ii) sign preserving with respect to the derivative of functions in the following sense:
x ∈ C1[0,T], εx′ > 0 on [0,T] where ε ∈ {−1,1} ⇒ εα(x) > 0,

(iii) bounded that is Ω⊂ C1[0,T] bounded⇒ α(Ω) bounded.
Of course, �⊂� where � is defined in Section 1.

Remark 3.1. If α ∈� then α(A) = 0 for each A ∈ R. Indeed, let α ∈�, A ∈ R and set
xn(t) = A+ t/n, yn(t) = A− t/n for t ∈ [0,T] and n ∈N. Then α(yn) < 0 < α(xn) by (ii),
and {xn}, {yn} are convergent in C1[0,T] to A. Thus 0 ≥ limn→∞α(yn) = α(A) and 0 ≤
limn→∞α(xn)= α(A) yield α(A)= 0.

Example 3.2. Let γ : C1[0,T]→ [0,T] be a continuous functional, q,r ∈ C0(R), q be pos-
itive, ur(u) > 0 for u 	= 0 and 0≤ t1 < t2 < ··· < tn ≤ T . Then the functionals

α1(x)= x′
(
γ(x)

)
, α2(x)=

∫ T

0
q
(
x(t)

)
r
(
x′(t)

)
dt, α3(x)=

n∑

j=1

q
(
x
(
t j
))
r
(
x′
(
t j
))

(3.1)
and all their linear combination with positive coefficients belong to the set �.

We discuss the singular nonlocal boundary value problems

(
φ
(
x′(t)

))′ = f
(
t,x(t),x′(t)

)
, (3.2)

min
{
x(t) : 0≤ t ≤ T

}= 0, α(x)= 0, (3.3)

where φ ∈ C0(R), α ∈�, f ∈ Car([0,T]× (0,∞)× (R \ {0})) is positive and f may be
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singular at the value 0 of both its phase variables in the following sense limx→0+ f (t,x, y)=
∞ for a.e. t ∈ [0,T] and each y ∈R \ {0}, limy→0 f (t,x, y)=∞ for a.e. t ∈ [0,T] and each
x ∈ (0,∞). Equation (3.2) is the special case of (1.3) with F1 = F2 = 0.

A function x ∈ C1[0,T] is said to be a solution of the BVP (3.2), (3.3) if φ(x′) ∈
AC[0,T], x satisfies (3.3) and for a.e. t ∈ [0,T] fulfills (3.2).

We give conditions on the functions φ and f in (3.2) which guarantee the solvability
of the BVP (3.2), (3.3) for each α∈� in (3.3). Existence results are based on regulariza-
tion and sequential techniques and use our general existence principles (Theorems 2.1
and 2.6). Notice that any solution of the BVP (3.2), (3.3) and its derivative “go through”
singularities of f somewhere inside of [0,T].

Throughout this section we will use the following assumptions.
(H1) φ ∈ C0(R) is odd and increasing on R, limx→∞φ(x)=∞;
(H2) f ∈ Car([0,T]× (0,∞)× (R \ {0})) and there exists δ ∈ L1[0,T], such that for

a.e. t ∈ [0,T] and each (x, y)∈ (0,∞)× (R \ {0}),

0 < δ(t)≤ f (t,x, y); (3.4)

(H3) For a.e. t ∈ [0,T] and each (x, y)∈ (0,∞)× (R \ {0}),

f (t,x, y)≤ (h1(x) +h2(x)
)[
ω1
(∣∣φ(y)

∣
∣)+ω2

(∣∣φ(y)
∣
∣)], (3.5)

with h1,ω1 ∈ C0[0,∞) positive and nondecreasing, h2,ω2 ∈ C0(0,∞) positive and
nonincreasing, h1 +h2 and ω1 +ω2 nonincreasing on a neighbourhood of 0,

∫ 1

0
h2(s)ds <∞, (3.6)

liminf
x→∞

G(x)
H(Tx)

> 1, (3.7)

where

G(x)=
∫ φ(x)

0

φ−1(s)
ω1(s) +ω2(s)

ds, H(x)=
∫ x

0

(
h1(s) +h2(s)

)
ds (3.8)

for x ∈ [0,∞).

3.2. Auxiliary regular BVPs. Let assumption (H2) be satisfied. For each n ∈ N, define
the function fn ∈ Car([0,T]×R2) by the formula

fn(t,x, y)=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f (t,x, y) for t ∈ [0,T], x ≥ 1
n

, |y| ≥ 1
n

f
(
t,

1
n

, y
)

for t ∈ [0,T], x <
1
n

, |y| ≥ 1
n

n

2

[
fn

(
t,x,

1
n

)(
y +

1
n

)

− fn

(
t,x,−1

n

)(
y− 1

n

)]
for t ∈ [0,T], x ∈R, |y| < 1

n
.

(3.9)
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Then (H2) gives

0 < δ(t)≤ fn(t,x, y), (t,x, y)∈ [0,T]×R2, n∈N. (3.10)

Since h1 + h2 and ω1 + ω2 are nonincreasing on a neighbourhood of 0 by (H3), there
exists n∗ ∈N such that h1(1/n) +h2(1/n)≤ h1(x) +h2(x) and ω1(φ(1/n)) +ω2(φ(1/n))≤
ω1(φ(x)) +ω2(φ(x)) for n≥ n∗ and x ∈ (0,1/n]. Hence (H3) yields

λ fn(t,x, y)≤ (h1
(|x|)+h2

(|x|))[ω1
(∣∣φ(y)

∣
∣)+ω2

(∣∣φ(y)
∣
∣)] (3.11)

for a.e. t ∈ [0,T] and each (x, y) ∈ R2
0, λ ∈ [0,1], n ∈ N∗, where N∗ = {n : n ∈ N, n ≥

n∗}.
Consider the family of regular differential equations

(
φ
(
x′(t)

))′ = λ fn
(
t,x(t),x′(t)

)
(3.12)λn

depending on the parameters λ∈ [0,1] and n∈N∗.
We need some preliminary results given in the next two lemmas.

Lemma 3.3. Let α∈� and α(x)− λα(−x)= 0 for some x ∈ C1[0,T] and λ∈ [0,1]. Then
x′(ξ)= 0 for a ξ ∈ [0,T].

Proof. If not, then εx′ > 0 on [0,T] where ε ∈ {−1,1}. Therefore εα(x) > 0 and εα(−x) <
0. Hence ε[α(x)− λα(−x)] > 0, which is impossible. �

Lemma 3.4. Let α∈�. Then for each μ∈ [0,1], the system

α(A+Bt)−μα(−A−Bt)= 0,

min{A+Bt : 0≤ t ≤ T}−μmin{−A−Bt : 0≤ t ≤ T} = 0,
(3.13)

has the unique solution (A,B)= (0,0) in R2.

Proof. Fix μ ∈ [0,1]. Let (A0,B0) ∈ R2 be a solution of (3.13). If B0 	= 0, then from the
properties of α it follows that να(A0 +B0t) > 0 and να(−A0−B0t) < 0 where ν= signB0.
Therefore ν[α(A0 +B0t)−μα(−A0−B0t)] > 0, contrary to [α(A0 +B0t)− μα(−A0−B0t)]
= 0. Hence B0 = 0. Then

0=min
{
A0 +B0t : 0≤ t ≤ T

}−μmin
{−A0−B0t : 0≤ t ≤ T

}= (1 +μ)A0, (3.14)

and A0 = 0. We have proved that (0,0) is the unique solution of (3.13) for each μ∈ [0,1].
�

Now we give a priori bounds for solutions of the BVP (3.12)λn, (3.3).

Lemma 3.5. Let assumptions (H1) and (H2) be satisfied. Then

∣
∣x′(t)

∣
∣≥ φ−1

(
λ
∫ ξx

t
δ(s)ds

)
, x(t)≥

∫ ξx

t
φ−1

(
λ
∫ ξx

s
δ(v)dv

)
ds, t ∈ [0,ξx

]
, (3.15)

x′(t)≥ φ−1
(
λ
∫ t

ξx
δ(s)ds

)
, x(t)≥

∫ t

ξx
φ−1

(
λ
∫ s

ξx
δ(v)dv

)
ds, t ∈ [ξx,T

]
, (3.16)
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for any solution x of the BVP (3.12)λn, (3.3) with λ ∈ (0,1] and n ∈ N∗, where ξx is the
unique zero of x (and also x′) in [0,T]. If λ= 0, then x = 0 is the unique solution of the BVP
(3.12)0

n, (3.3).

Proof. Let x be a solution of the BVP (3.12)λn , (3.3) with some λ ∈ (0,1] and n ∈ N∗.
Since

(
φ
(
x′(t)

))′ ≥ λδ(t) > 0 for a.e. t ∈ [0,T] (3.17)

by (3.10), φ(x′) is increasing on [0,T] and so x′ is as well. Now α(x)= 0 and Lemma 3.3
imply that x′(ξx) = 0 for a unique ξx ∈ [0,T]. Therefore x′ < 0 on [0,ξx) (if ξx > 0) and
x′ > 0 on (ξx,T] (if ξx < T). From the condition min{x(t) : 0≤ t ≤ T} = 0 it follows that
x(ξx)= 0 and x > 0 on [0,T] \ {ξx}. Integrating (3.17) from t ∈ [0,ξx) to ξx (if ξx > 0) and
using the fact that φ−1 is an odd function on R, we get

∣
∣x′(t)

∣
∣≥ φ−1

(
λ
∫ ξx

t
δ(s)ds

)
. (3.18)

Hence

x(t)=
∫ ξx

t

∣
∣x′(s)

∣
∣ds≥

∫ ξx

t
φ−1

(
λ
∫ ξx

s
δ(v)dv

)
ds (3.19)

for t ∈ [0,ξx]. Integrating (3.17) now from ξx to t ∈ (ξx,T] (if ξx < T) yields

x′(t)≥ φ−1
(
λ
∫ t

ξx
δ(s)ds

)
, (3.20)

and therefore

x(t)=
∫ t

ξx
x′(s)ds≥

∫ t

ξx
φ−1

(
λ
∫ s

ξx
δ(v)dv

)
ds (3.21)

for t ∈ [ξx,T]. The validity of (3.15) follows from (3.18) and (3.19) and that of (3.16)
from (3.20) and (3.21).

It is clear that x = 0 is the unique solution of the BVP (3.12)0
n , (3.3). �

Remark 3.6. If (H1) and (H2) are satisfied, then (3.15) and (3.16) show that x > 0 on
[0,T] \ {ξx} for any solution x of the BVP (3.12)λn , (3.3) with λ ∈ (0,1] and n ∈ N∗,
where ξx ∈ [0,T] is the unique zero of x.

Lemma 3.7. Let assumptions (H1)–(H3) be satisfied. Then there are positive constants M0

and M1 independent of λ and n such that

‖x‖ <M0, ‖x′‖ <M1 (3.22)

for any solution x to the BVP (3.12)λn , (3.3) with λ∈ [0,1] and n∈N∗.
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Proof. Fix λ∈ (0,1] and n∈N∗. Let x be a solution of the BVP (3.12)λn , (3.3). We know
that (see Remark 3.6 and the proof of Lemma 3.5) x(ξx) = x′(ξx) = 0 for a unique ξx ∈
[0,T], x′ < 0 on [0,ξx) (if ξx > 0), x′ > 0 on (ξx,T] (if ξx < T) and x′ is increasing on [0,T].
Hence

‖x′‖ =max
{∣∣x′(0)

∣
∣,x′(T)

}
. (3.23)

Also, by (3.11),

(
φ
(
x′(t)

))′ ≤ [h1
(
x(t)

)
+h2

(
x(t)

)][
ω1
(∣∣φ

(
x′(t)

)∣∣)+ω2
(∣∣φ

(
x′(t)

)∣∣)] (3.24)

for a.e. t ∈ [0,T]. Integrating from t ∈ [0,ξx) to ξx the inequality

(
φ
(
x′(t)

))′
x′(t)

ω1
(−φ

(
x′(t)

))
+ω2

(−φ
(
x′(t)

)) ≥ [h1
(
x(t)

)
+h2

(
x(t)

)]
x′(t), (3.25)

we get

G
(∣∣x′(t)

∣
∣)≤H

(
x(t)

)
, t ∈ [0,ξx

]
, (3.26)

where G and H are given in (3.8). Integrating the inequality (see (3.24))

(
φ
(
x′(t)

))′
x′(t)

ω1
(
φ
(
x′(t)

))
+ω2

(
φ
(
x′(t)

)) ≤ [h1
(
x(t)

)
+h2

(
x(t)

)]
x′(t) (3.27)

over [ξx, t]⊂ [ξx,T], we get

G
(
x′(t)

)≤H
(
x(t)

)
, t ∈ [ξx,T

]
. (3.28)

Since ‖x‖ ≤ T‖x′‖, from (3.23), (3.26) with t = 0 and (3.28) with t = T , we obtain

G
(‖x′‖)=G

(
max

{∣∣x′(0)
∣
∣,x′(T)

})≤H
(
T‖x′‖). (3.29)

By (3.7), there exists a positive constant M1 such that G(u)/H(Tu) > 1 holds for all u ≥
M1. Therefore (see (3.29)) ‖x′‖ <M1 and then ‖x‖ <M0 where M0 = TM1.

If λ= 0, then x = 0 is the unique solution of the BVP (3.12)0
n , (3.3). This solution also

satisfies (3.22). �

Finally, we state and prove an existence result for the BVP (3.12)1
n , (3.3).

Lemma 3.8. Suppose that assumptions (H1)–(H3) are satisfied. Then the BVP (3.12)1
n , (3.3)

has a solution xn for each n∈N∗ and
∥
∥xn

∥
∥ <M0,

∥
∥x′n

∥
∥ <M1, n∈N∗, (3.30)

where M0 and M1 are positive constants.

Proof. By Lemma 3.7, there exists positive constants M0 and M1 such that any solution
x of the BVP (3.12)λn , (3.3) with n∈N∗ and λ∈ [0,1] satisfies (3.22). Fix n∈N∗. Now
using Lemma 3.4, the solvability of the BVP (3.12)1

n , (3.3) follows from Theorem 2.1
where we set (Fx)(t)= fn(t,x(t),x′(t)) for x ∈ C1[0,T] in (2.2). �
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3.3. Existence result and an example. In the proof of the solvability of the BVP (3.2),
(3.3), we will need the following result.

Lemma 3.9. Let assumptions (H1)–(H3) be satisfied and let xn be a solution of the BVP
(3.12)1

n , (3.3) for n∈N∗. Then the sequence {x′n}n∈N∗ is equicontinuous on [0,T].

Proof. By Lemma 3.8 and (3.3),

0≤ xn(t) <M0,
∥
∥x′n

∥
∥ <M1, t ∈ [0,T], n∈N∗, (3.31)

where M0 and M1 are positive constants. Also xn(ξn)= x′n(ξn)= 0 for a unique ξn ∈ [0,T],
x′n < 0 on [0,ξn) (if ξn > 0), x′n > 0 on (ξn,T] (if ξn < T) and x′n is increasing on [0,T].
Integrating (see (3.25) and (3.27))

(
φ
(
x′n(t)

))′
x′n(t)

ω1
(−φ

(
x′n(t)

))
+ω2

(−φ
(
x′n(t)

)) ≥ [h1
(
xn(t)

)
+h2

(
xn(t)

)]
x′n(t) (3.32)

from η1 to η2, 0≤ η1 ≤ η2 ≤ ξn, and

(
φ
(
x′n(t)

))′
x′n(t)

ω1
(
φ
(
x′n(t)

))
+ω2

(
φ
(
x′n(t)

)) ≤ [h1
(
xn(t)

)
+h2

(
xn(t)

)]
x′n(t) (3.33)

from η3 to η4, ξn ≤ η3 ≤ η4 ≤ T , we get

(0≤)G
(− x′n

(
η1
))−G

(− x′n
(
η2
))≤H

(
xn
(
η1
))−H

(
xn
(
η2
))

, (3.34)

(0≤)G
(
x′n
(
η4
))−G

(
x′n
(
η3
))≤H

(
xn
(
η4
))−H

(
xn
(
η3
))

, (3.35)

respectively. Since {xn}n∈N∗ is bounded inC0[0,T] and equicontinouts on [0,T] by (3.31)
and H is continuous and increasing on [0,T], {H(xn(t))}n∈N∗ is equicontinuous on
[0,T]. Hence to given ε > 0 there exists γ > 0 such that for each t1, t2 ∈ [0,T], |t1− t2| < γ,
we have

∣
∣H

(
xn
(
t2
))−H

(
xn
(
t1
))∣∣ < ε, n∈N∗. (3.36)

We now show that {Ĝ(x′n(t))}n∈N∗ is equicontinuous on [0,T], where Ĝ ∈ C0(R) is de-
fined by the formula

Ĝ(u)=
⎧
⎨

⎩
G(u) for u∈ [0,∞)

−G(−u) for u∈ (−∞,0).
(3.37)

Let 0≤ t1 ≤ t2 ≤ T , t2− t1 < γ. If t2 ≤ ξn, then (see (3.34) with η1 = t1, η2 = t2)

(0≤)Ĝ
(
x′n
(
t2
))− Ĝ

(
x′n
(
t1
))≤H

(
xn
(
t1
))−H

(
xn
(
t2
))

< ε, (3.38)

and if ξn ≤ t1, then (see (3.35) with η3 = t1, η4 = t2)

(0≤)Ĝ
(
x′n
(
t2
))− Ĝ

(
x′n
(
t1
))≤H

(
xn
(
t2
))−H

(
xn
(
t1
))

< ε. (3.39)
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Finally, let t1 < ξn < t2. Then (see (3.34) with η1 = t1, η2 = ξn and (see (3.35) with η3 = ξn,
η4 = t2)

(0≤)− Ĝ
(
x′n
(
t1
))≤H

(
xn
(
t1
))

< ε, (0≤)Ĝ
(
x′n
(
t2
))≤H

(
xn
(
t2
))

< ε. (3.40)

From (3.38)–(3.40) it follows

0≤ Ĝ
(
x′n
(
t2
))− Ĝ

(
x′n
(
t1
))

< 2ε, (3.41)

and consequently {Ĝ(x′n(t))}n∈N∗ is equicontinuous on [0,T]. Since {x′n}n∈N∗ is bounded
in C0[0,T] and Ĝ is continuous and increasing on R, {x′n(t)}n∈N∗ is equicontinuous on
[0,T]. �

Theorem 3.10. Suppose assumptions (H1)–(H3) are satisfied. Then the BVP (3.2), (3.3)
has a solution for each α∈� in (3.3).

Proof. Fix α∈�. By Lemma 3.8, there exists a solution xn of the BVP (3.12)1
n , (3.3) for

any n∈N∗ and the inequalities (3.31) are true where M0 and M1 are positive constants.
Also Lemma 3.5 shows that

∣
∣x′n(t)

∣
∣≥ φ−1

(∫ ξn

t
δ(s)ds

)
, xn(t)≥

∫ ξn

t
φ−1

(∫ ξn

s
δ(v)dv

)
ds, t ∈ [0,ξn

]
,

x′n(t)≥ φ−1
(∫ t

ξn
δ(s)ds

)
, xn(t)≥

∫ t

ξn
φ−1

(∫ s

ξn
δ(v)dv

)
ds, t ∈ [ξn,T

]
,

(3.42)

where ξn∈[0,T] is the unique zero of xn. In addition the sequence {x′n(t)}n∈N∗ is equicon-
tinuous on [0,T] by Lemma 3.9. Hence Theorem 2.6 (see assertion (a)) guarantees the
existence of a subsequence {xkn} of {xn} converging in C1[0,T] to x and x(ξ)= x′(ξ)= 0
for a unique ξ ∈ [0,T]. Letting n→∞ in (3.42) with xkn instead of xn and ξkn instead of
ξn, we get

∣
∣x′(t)

∣
∣≥ φ−1

(∫ ξ

t
δ(s)ds

)
, x(t)≥

∫ ξ

t
φ−1

(∫ ξ

s
δ(v)dv

)
ds, t ∈ [0,ξ],

x′(t)≥ φ−1
(∫ t

ξ
δ(s)ds

)
, x(t)≥

∫ t

ξ
φ−1

(∫ s

ξ
δ(v)dv

)
ds, t ∈ [ξ,T].

(3.43)

Fix ε > 0. Since limn→∞ xkn = x in C1[0,T] and x > 0, |x′| > 0 on [0,T] \ {ξ} by (3.43),
there exists nε ∈N∗ such that

xkn(t)≥ μ0
ε ,

∣
∣x′kn(t)

∣
∣≥ μ1

ε , t ∈ [0,T] \ [ξ − ε, ξ + ε], n≥ nε, (3.44)

where μ0
ε = (1/2)min{x(t) : t ∈ [0,T] \ [ξ − ε,ξ + ε]} and μ1

ε = (1/2)min{|x′(t)| : t ∈ [0,
T] \ [ξ − ε,ξ + ε]}. Then

(0 <) fkn
(
t,xkn(t),x′kn(t)

)≤ δε for a.e. t ∈ [0,T], (3.45)

where δε = (h1(M0) + h2(μ0
ε ))[ω(φ(M1)) +ω2(φ(μ1

ε ))]. Hence x is a solution of the BVP
(3.2), (3.3) by Theorem 2.6 (see assertion (b)). �
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Example 3.11. Consider the differential equation

(
φp(x′)

)′ = t(T − t)
(

1 + c1x
ρ +

c2

xβ

)(
1 + c3|x′|γ +

c4

|x′|ν
)

, (3.46)

where φp(u) = |u|pu for u ∈ R, p > −1, cj (1 ≤ j ≤ 4) are positive constants, ρ,γ,ν ∈
(0,∞) and β ∈ (0,1). Also p > ρ + γ− 1 or p = ρ + γ− 1 and p > (c1Tρ+3/4)max{1,c3,c4}
− 1. It is clear that φp satisfies (H1) (with φp instead of φ). Set

f (t,x, y)= t(T − t)
(

1 + c1x
ρ +

c2

xβ

)(
1 + c3|y|γ +

c4

|y|ν
)

(3.47)

for (t,x, y) ∈ [0,T]× (0,∞)× (R \ {0}). Then f satisfies (H2) with δ(t) = t(T − t) and
(3.5) with

h1(x)= T2

4

(
1 + c1x

ρ
)
, h2(x)= T2c2

4xβ
,

ω1(x)= 1 + c3x
γ/(p+1), ω2 = c4

xν/(p+1) .
(3.48)

The validity of
∫ 1

0 h2(s)ds <∞ follows from β ∈ (0,1). For x ∈ [1,∞),

G(x)=
∫ φ(x)

0

φ−1(s)
ω1(s) +ω2(s)

ds=
∫ xp+1

0

s(1+ν)/(p+1)

c4 + sν/(p+1)
(
1 + c3sγ/(p+1)

) ds

≥ 1
c

∫ xp+1

1

s(1+ν)/(p+1)

s(γ+ν)/(p+1) ds=
p+ 1

c(p+ 2− γ)

(
xp+2−γ − 1

)
,

(3.49)

where c =max{1,c3,c4} and since

H(x)=
∫ x

0

(
h1(s) +h2(s)

)
ds= T2

4

∫ x

0

(
1 + c1s

ρ +
c2

sβ

)
ds

= T2

4

(
x+

c1

ρ + 1
xρ+1 +

c2

1−β
x1−β

) (3.50)

for x ∈ [0,∞), we have

lim
x→∞

G(x)
H(Tx)

≤ lim
x→∞

(
(p+ 1)/c(p+ 2− γ)

)(
xp+2−γ − 1

)

(
T2/4

)(
Tx+

(
c1/(ρ + 1)

)
(Tx)ρ+1 +

(
c2/(1−β)

)
(Tx)1−β)

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∞ if p > ρ + γ− 1

4(p+ 1)
cc1Tρ+3 if p = ρ + γ− 1

0 if p < ρ + γ− 1.

(3.51)

Applying Theorem 3.10, the BVP (3.46), (3.3) has a solution for each α∈�.



18 General existence principles for nonlocal BVPs

4. Application to singular Dirichlet BVPs with sign changing nonlinearities

4.1. Introduction. In this section we consider the singular Dirichlet boundary value
problem

(
φ
(
x′(t)

))′ = f
(
x(t)

)− q(t)h
(
x(t)

)
x′(0) + r(t)p

(
x(t)

)
x′(T), (4.1)

x(0)= 0, x(T)= 0, (4.2)

where q,r ∈ C0[0,T] and f ,h, p ∈ C0(0,∞) are singular at the value 0 in the following
sense limx→0+ f (x) = −∞, limx→0+ h(x) = ∞ and limx→0+ p(x) = ∞. Notice that (4.1) is
the special case of (1.3) with (F1x)(t)= x′(0) and (F2x)(t)= x′(T).

The form of (4.1) is motivated by the regular functional-differential equation

x′′(t)= f1
(
t,x(t)

)− γα0
g0
(
t,x(t)

)

∫ 1
0 g0

(
s,x(s)

)
ds
x′(0) + γα1

g1
(
t,x(t)

)

∫ 1
0 g1

(
s,x(s)

)
ds
x′(1) (4.3)

considered in [4] together with the Dirichlet boundary conditions x(0)= 0= x(1). Under
restrictive sign conditions on the continuous functions f1, g0, g1 and constants γ, α0, α1,
the existence of a nonnegative solution is proved in [4] by the topological transversality
principle. This BVP is a mathematical model for a biological population [4].

We say that x is a positive solution of the BVP (4.1), (4.2) if x ∈ C1[0,T], φ(x′) ∈
AC(0,T), x > 0 on (0,T), x satisfies the boundary conditions (4.2) and (4.1) holds on
(0,T).

Throughout this section the following assumptions will be used.
(K1) φ ∈ C0(R) is increasing and odd, limx→∞φ(x)=∞;
(K2) There exists a positive constant K and γ ∈ (1,∞) such that

Φ(x)≥ Kxγ for x ∈ [0,∞), (4.4)

where

Φ(x)=
∫ φ(x)

0
φ−1(s)ds for x ∈R; (4.5)

(K3) f ,h, p ∈ C0(0,∞), where h, p are positive, f vanishes exactly once on (0,∞),
limx→0+ f (x)=−∞, limx→0+ h(x)=∞, limx→0+ p(x)=∞ and

∫ 1

0
f (x)dx >−∞,

∫ 1

0
h(x)dx <∞,

∫ 1

0
p(x)dx <∞; (4.6)

(K4) q,r ∈ C0[0,T] are nondecreasing and nonnegative on [0,T], q(T) > 0 and r(T) >
0;

(K5) liminfx→∞(K1/(γ−1)
∫ x

0 f (s)ds)/[‖q‖∫ x0 h(s)ds+‖r‖∫ x0 p(s)ds]γ/(γ−1) > 1;
(K6) There exists Δ > 0 such that f is nondecreasing and h, p are nonincreasing on

(0,Δ].

Remark 4.1. If φ satisfies (K1) then the function Φ defined by (4.5) is even onR and Φ > 0
on R \ {0}.
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Remark 4.2. Let φ satisfy (K1) and let φ(u)− φ(v) ≥ A(uβ − vβ) for u ≥ v ≥ 0 where A
and β are positive constant. Then

Φ(x)=
∫ φ(x)

0
φ−1(s)ds≥

∫ φ(x)

φ(x/2)
φ−1(s)ds≥ x

2

(
φ(x)−φ

(
x

2

))
≥ A

2

(

1−
(

1
2

)β)

xβ+1

(4.7)
for x ∈ [0,∞). Hence (4.4) is satisfied with K = (A/2)(1− (1/2)β) and γ = β+ 1.

Remark 4.3. If (K1) is satisfied and (4.4) is true with a γ ∈ (0,∞), then γ > 1. To see this
notice (4.4) gives

∫ x

0
φ−1(s)ds≥ K

(
φ−1(x)

)γ
, x ∈ [0,∞). (4.8)

Hence (φ−1(x))γ ≤ (1/K)
∫ x

0 φ
−1(s)ds < (1/K)φ−1(x)x and

1≤ 1
K

(
φ−1(x)

)1−γ
x (4.9)

for x ∈ (0,∞). Since limx→0φ−1(x)= 0, we see that γ > 1.

Remark 4.4. From (K4) it follows that q(T)= ‖q‖ and r(T)= ‖r‖.

4.2. Auxiliary regular BVPs. Let assumption (K3) be satisfied. For n ∈N, define fn,hn,
pn ∈ C0[0,∞) by the formulas

fn(x)=
⎧
⎨

⎩
f (x) if f (x)≥−n
−n if f (x) <−n or x = 0,

hn(x)=
⎧
⎨

⎩
h(x) if h(x)≤ n

n if h(x) > n or x = 0,

pn(x)=
⎧
⎨

⎩
p(x) if p(x)≤ n

n if p(x) > n or x = 0.

(4.10)

Then (for n∈N)

f (x)≤ fn(x),
∣
∣ f (x)

∣
∣≥ ∣∣ fn(x)

∣
∣,

h(x)≥ hn(x) > 0, p(x)≥ pn(x) > 0
(4.11)

for x ∈ (0,∞). Also fn(0)=−n and hn(0)= pn(0)= n for n∈N. Finally, define continu-
ous functions f ∗n ,h∗n , p∗n :R→R by

f ∗n (x)=
⎧
⎨

⎩
fn(x) for x ∈ [0,∞)

−n− γn|x|1/(γ−1) for x ∈ (−∞,0),
(4.12)
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where (for γ see (K2))

γn = 2γ
γ− 1

(
1
K

)1/(γ−1)(
n‖q‖)γ/(γ−1)

,

h∗n (x)=
⎧
⎨

⎩
hn(x) for x ∈ [0,∞)

n for x ∈ (−∞,0),

p∗n (x)=
⎧
⎨

⎩
pn(x) for x ∈ [0,∞)

n for x ∈ (−∞,0).

(4.13)

Consider the family of regular functional-differential equations

(
φ
(
x′(t)

))′ = λ
(
f ∗n
(
x(t)

)− q(t)h∗n
(
x(t)

)
x′(0) + r(t)p∗n

(
x(t)

)
min

{
0,x′(T)

})
(4.14)nλ

depending on the parameters λ∈ [0,1] and n∈N.
The following result we will need in the proofs of Lemmas 4.6 and 4.8.

Lemma 4.5. Let assumptions (K1) and (K2) be satisfied and let

Φ(u)≤ |Cu| (4.15)

for a constant C and some u∈R. Then

|u| ≤
( |C|
K

)1/(γ−1)

. (4.16)

Proof. By Remark 4.1, Φ is even onR. Hence Φ(|u|)≤ |C||u| and then from the inequal-
ity (see (4.4)) K|u|γ ≤ |C||u| we get (4.16). �

Lemma 4.6. Let assumptions (K1)–(K4) be satisfied and let x(t) be a solution of the BVP
(4.14)nλ , (4.2). Then

x(t)≥ 0 for t ∈ [0,T]. (4.17)

Proof. If λ = 0 then x(t) = a+ bt for t ∈ [0,T] with some a,b ∈ R and (4.2) yields a =
b = 0. Hence x = 0 and (4.17) is true. Let λ∈ (0,1]. Suppose that min{x(t) : 0≤ t ≤ T} =
x(ξ) < 0. Then (4.2) gives ξ ∈ (0,T), and consequently x′(ξ)= 0. If x′(0)≥ 0 then

(
φ
(
x′(t)

))′|t=ξ ≤ λ f ∗n
(
x(ξ)

)= λ
(
−n− γn

∣
∣x(ξ)

∣
∣1/(γ−1)

)
< 0. (4.18)

Hence φ(x′) is decreasing on a neighbourhood  of the point t = ξ and then x′ is also
decreasing on  since φ is increasing on R by (K1) and as a result x′ > 0 on [0,ξ)∩
and x′ < 0 on (ξ,T]∩, which contradicts the minimal value of x at t = ξ. Therefore
x′(0) < 0 and there exists ν∈ (0,ξ] such that x′(ν)= 0 and x′ < 0 on [0,ν). Since

r(t)p∗n
(
x(t)

)
min

{
0,x′(T)

}
x′(t)≥ 0, t ∈ [0,ν], (4.19)
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we have

(
φ
(
x′(t)

))′
x′(t)≥ λ

(
f ∗n
(
x(t)

)− q(t)h∗n
(
x(t)

)
x′(0)

)
x′(t) (4.20)

on [0,ν]. Integrating (4.20) from 0 to ν yields

−Φ(x′(0)
)≥ λ

(∫ x(ν)

0
f ∗n (s)ds− x′(0)

∫ ν

0
q(t)h∗n

(
x(t)

)
x′(t)dt

)
(4.21)

and using
∫ x(ν)

0 f ∗n (s)ds > 0, we get

Φ
(
x′(0)

)
< x′(0)

∫ ν

0
q(t)h∗n

(
x(t)

)
x′(t)dt. (4.22)

Now by Lemma 4.5,

∣
∣x′(0)

∣
∣≤

(
1
K

∣
∣
∣
∣

∫ ν

0
q(t)h∗n

(
x(t)

)
x′(t)dt

∣
∣
∣
∣

)1/(γ−1)

. (4.23)

From (4.21) and Φ(u) > 0 for u∈R \ {0} (see Remark 4.1), we also get

∫ x(ν)

0
f ∗n (s)ds < x′(0)

∫ ν

0
q(t)h∗n

(
x(t)

)
x′(t)dt (4.24)

and using (4.23),

∫ x(ν)

0
f ∗n (s)ds <

(
1
K

)1/(γ−1)(∣∣
∣
∣

∫ ν

0
q(t)h∗n

(
x(t)

)
x′(t)dt

∣
∣
∣
∣

)γ/(γ−1)

. (4.25)

Since

∫ x(ν)

0
f ∗n (s)ds=−

∫ x(ν)

0

(
γn|s|1/(γ−1) +n)ds= γn

(
1− 1

γ

)∣
∣x(ν)

∣
∣γ/(γ−1)

+n
∣
∣x(ν)

∣
∣,

∣
∣
∣
∣

∫ ν

0
q(t)h∗n

(
x(t)

)
x′(t)dt

∣
∣
∣
∣≤ ‖q‖

∣
∣
∣
∣

∫ ν

0
h∗n
(
x(t)

)
x′(t)dt

∣
∣
∣
∣= n‖q‖

∣
∣
∣
∣

∫ ν

0
x′(t)dt

∣
∣
∣
∣= n‖q‖∣∣x(ν)

∣
∣,

(4.26)

we have (see (4.25) and (4.26))

γn

(
1− 1

γ

)∣
∣x(ν)

∣
∣γ/(γ−1)

+n
∣
∣x(ν)

∣
∣ <

(
1
K

)1/(γ−1)(
n‖q‖∣∣x(ν)

∣
∣)γ/(γ−1)

. (4.27)

Hence

n <

[(
1
K

)1/(γ−1)(
n‖q‖)γ/(γ−1)− γn

(
1− 1

γ

)]∣
∣x(ν)

∣
∣1/(γ−1)

, (4.28)
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contrary to (see (4.13))

(
1
K

)1/(γ−1)(
n‖q‖)γ/(γ−1)− γn

(
1− 1

γ

)
=−

(
1
K

)1/(γ−1)(
n‖q‖)γ/(γ−1)

< 0. (4.29)

We have proved that (4.17) is true. �

Remark 4.7. Lemma 4.6 shows that any solution x of the BVP (4.14)nλ , (4.2) is nonnega-
tive on [0,T]. Hence x′(T)≤ 0 and the equality

(
φ
(
x′(t)

))′ = λ
(
fn
(
x(t)

)− q(t)hn
(
x(t)

)
x′(0) + r(t)pn

(
x(t)

)
x′(T)

)
(4.30)

is satisfied on [0,T].

Our next result gives a priori bounds for solutions of the BVP (4.14)nλ , (4.2).

Lemma 4.8. Let assumptions (K1)–(K5) be satisfied. Then there exist positive constants S0

and S1 independent of λ and n∈N such that

0≤ x(t) < S0, ‖x′‖ < S1, t ∈ [0,T], (4.31)

for any solution x of the BVP (4.14)nλ , (4.2).

Proof. Let x be a solution of the BVP (4.14)nλ , (4.2) for some λ ∈ [0,1] and n ∈ N. By
Lemma 4.6, x ≥ 0 on [0,T], and therefore x′(0)≥ 0, x′(T)≤ 0 and (see Remark 4.7) the
equality (4.30) is satisfied on [0,T]. By (K5), there exists a positive constant S0 such that

∫ u

0
f (s)ds > K−1/(γ−1)

(
‖q‖

∫ u

0
h(s)ds+‖r‖

∫ u

0
p(s)ds

)γ/(γ−1)

(4.32)

for any u≥ S0, and therefore (see (4.11))

∫ u

0
fn(s)ds > K−1/(γ−1)

(
‖q‖

∫ u

0
hn(s)ds+‖r‖

∫ u

0
pn(s)ds

)γ/(γ−1)

(4.33)

for u∈ [S0,∞). Let max{x(t) : 0≤ t ≤ T} = x(ξ) > 0. Then from (4.2) it follows that ξ ∈
(0,T), and consequently x′(ξ)= 0. We now show that x(ξ) < S0, that is the first inequality
in (4.31) is true. Suppose that x(ξ)≥ S0. Then (4.33) yields

∫ x(ξ)

0
fn(s)ds > 0 (4.34)

and since fn vanishes exactly once on [0,∞),

∫ x(ξ)

u
fn(s)ds > 0, u∈ [0,x(ξ)

)
. (4.35)

Integrating

(
φ
(
x′(t)

))′
x′(t)= λ

(
fn
(
x(t)

)− q(t)hn
(
x(t)

)
x′(0) + r(t)pn

(
x(t)

)
x′(T)

)
x′(t) (4.36)
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over [0,ξ] and [ξ,T], we get

−Φ(x′(0)
)= λ

(∫ x(ξ)

0
fn(s)ds− x′(0)

∫ ξ

0
q(t)hn

(
x(t)

)
x′(t)dt

+ x′(T)
∫ ξ

0
r(t)pn

(
x(t)

)
x′(t)dt

)
,

(4.37)

Φ
(
x′(T)

)= λ
(∫ 0

x(ξ)
fn(s)ds− x′(0)

∫ T

ξ
q(t)hn

(
x(t)

)
x′(t)dt

+ x′(T)
∫ T

ξ
r(t)pn

(
x(t)

)
x′(t)dt

)
.

(4.38)

By the Bonnet mean value theorem (see, e.g., [7]),

∫ ξ

0
q(t)hn

(
x(t)

)
x′(t)dt = q(ξ)

∫ ξ

ν
hn
(
x(t)

)
x′(t)dt = q(ξ)

∫ x(ξ)

x(ν)
hn(s)ds

≤ ‖q‖
∫ x(ξ)

0
hn(s)ds,

(4.39)

where ν∈ (0,ξ), and similarly

∫ ξ

0
r(t)pn

(
x(t)

)
x′(t)dt ≤ ‖r‖

∫ x(ξ)

0
pn(s)ds, (4.40)

∫ T

ξ
q(t)hn

(
x(t)

)
x′(t)dt ≥−‖q‖

∫ x(ξ)

0
hn(s)ds, (4.41)

∫ T

ξ
r(t)pn

(
x(t)

)
x′(t)dt ≥−‖r‖

∫ x(ξ)

0
pn(s)ds. (4.42)

Set

A= ‖q‖
∫ x(ξ)

0
hn(s)ds, B = ‖r‖

∫ x(ξ)

0
pn(s)ds. (4.43)

Then (see (4.34), (4.37), (4.39), (4.40))

Φ
(
x′(0)

)
< Ax′(0) +B

∣
∣x′(T)

∣
∣ (4.44)

and (see (4.35), (4.38), (4.41), (4.42) and Remark 4.1)

Φ
(∣∣x′(T)

∣
∣) < Ax′(0) +B

∣
∣x′(T)

∣
∣. (4.45)

If x′(0) ≥ |x′(T)| then (4.44) gives Φ(x′(0)) < (A+B)x′(0) and from Lemma 4.5 it fol-
lows

x′(0)≤
(
A+B

K

)1/(γ−1)

. (4.46)
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Analogously, if |x′(T)| ≥ x′(0) then (4.45) and Lemma 4.5 yield

∣
∣x′(T)

∣
∣≤

(
A+B

K

)1/(γ−1)

. (4.47)

Therefore

min
{
x′(0),

∣
∣x′(T)

∣
∣}≤

(
A+B

K

)1/(γ−1)

. (4.48)

Since (see (4.37) with λ∈ (0,1], (4.39) and (4.40))

∫ x(ξ)

0
fn(s)ds < x′(0)

∫ ξ

0
q(t)hn

(
x(t)

)
x′(t)dt+

∣
∣x′(T)

∣
∣
∫ ξ

0
r(t)pn

(
x(t)

)
x′(t)dt

≤ Ax′(0) +B
∣
∣x′(T)

∣
∣,

(4.49)

we have (see (4.48))

∫ x(ξ)

0
fn(s)ds <

(A+B)γ/(γ−1)

K1/(γ−1) , (4.50)

and then (see (4.33)) x(ξ) < S0, contrary to our assumption x(ξ) ≥ S0. We have verified
that 0≤ x(t)≤ x(ξ) < S0 for t ∈ [0,T].

Finally, we prove the second inequality in (4.31). Let ‖x′‖ = |x′(η)| > 0 for an η ∈
[0,T]. By (4.2), x′(ε)= 0 for some ε ∈ (0,T). Assume that ε < η (when η < ε we proceed
similarly). Integrating (4.36) over [ε,η] gives

Φ
(
x′(η)

)= λ
(∫ x(η)

x(ε)
fn(s)ds− x′(0)

∫ η

ε
q(t)hn

(
x(t)

)
x′(t)dt

+ x′(T)
∫ η

ε
r(t)pn

(
x(t)

)
x′(t)dt

)
.

(4.51)

Now using the inequalities

0≤ x′(0)≤ ∣∣x′(η)
∣
∣,

∣
∣x′(T)

∣
∣≤ ∣∣x′(η)

∣
∣ (4.52)

and (see (4.11))

∣
∣
∣
∣

∫ x(η)

x(ε)
fn(s)ds

∣
∣
∣
∣≤

∫ S0

0

∣
∣ fn(s)

∣
∣ds≤

∫ S0

0

∣
∣ f (s)

∣
∣ds,

∣
∣
∣
∣

∫ η

ε
q(t)hn

(
x(t)

)
x′(t)dt

∣
∣
∣
∣≤ ‖q‖

∫ S0

0
hn(s)ds≤ ‖q‖

∫ S0

0
h(s)ds,

∣
∣
∣
∣

∫ η

ε
r(t)pn

(
x(t)

)
x′(t)dt

∣
∣
∣
∣≤ ‖r‖

∫ S0

0
pn(s)ds≤ ‖r‖

∫ S0

0
p(s)ds,

(4.53)

we have (see (4.51) and Remark 4.1)

Φ
(∣∣x′(η)

∣
∣)≤ C1 +C2

∣
∣x′(η)

∣
∣, (4.54)
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where

C1 =
∫ S0

0

∣
∣ f (s)

∣
∣ds, C2 = ‖q‖

∫ S0

0
h(s)ds+‖r‖

∫ S0

0
p(s)ds. (4.55)

Assuming |x′(η)| ≥ 1, Φ(|x′(η)|)≤ (C1 +C2)|x′(η)| and then

∣
∣x′(η)

∣
∣≤

(
C1 +C2

K

)1/(γ−1)

(4.56)

by Lemma 4.5. Hence ‖x′‖ < S1 where

S1 =
(
C1 +C2

K

)1/(γ−1)

+ 1. (4.57)
�

We now present a result about the solvability of the BVP (4.14)n1 , (4.2).

Lemma 4.9. Let assumptions (K1)–(K5) be satisfied. Then for each n ∈ N, there exists a
solution xn of the BVP (4.14)n1 , (4.2) and

0≤ xn(t) < S0,
∥
∥x′n

∥
∥ < S1, t ∈ [0,T], n∈N, (4.58)

where S0 and S1 are positive constants.

Proof. By Lemma 4.8 we know that any solution x of the BVP (4.14)nλ , (4.2) with λ ∈
[0,1] and n∈N satisfies (4.31) where S0 and S1 are positive constants. Let α,β∈C1[0,T]→
R be defined by

α(x)= x(0), β(x)= x(T). (4.59)

If we prove that for each μ∈ [0,1], all solutions (A,B)∈R2 of the system

α(A+Bt)−μα(−A−Bt)= 0,

β(A+Bt)−μβ(−A−Bt)= 0
(4.60)

are bounded, then the assertion of our lemma follows from Theorem 2.1 where (Fx)(t)=
fn(x(t)) − q(t)h∗n (x(t))x′(0) + r(t)p∗n (x(t))min{0,x′(T)} in (2.2). Since α(1)β(t) −
α(t)β(1) = T , (A,B) = (0,0) is the unique solution of (4.60) for each μ ∈ [0,1] (see
Remark 2.2), and our proof is finished. �

We will need the following result in limiting processes.

Lemma 4.10. Let assumptions (K1)–(K5) be satisfied. Then there exists a positive constant c
independent of n such that

x(t)≥

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ct for t ∈
[

0,
T

2

]

c(T − t) for t ∈
(
T

2
,T
] (4.61)

for any solution x of the BVP (4.14)n1 , (4.2).
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Proof. Let x be a solution of the BVP (4.14)n1 , (4.2). Then x ≥ 0 on [0,T] by Lemma 4.6
and therefore x′(0)≥ 0 and x′(T)≤ 0. Thus for t̂ = 0 and t̂ = T ,

(
φ
(
x′(t)

))′|t=t̂ = fn(0)− q( t̂ )hn(0)x′(0) + r( t̂ )pn(0)x′(T)

=−n− q( t̂ )nx′(0) + r( t̂ )nx′(T)≤−n,
(4.62)

and consequently x′(0) > 0 and x′(T) < 0. With respect to the values of (φ(x′))′ on [0,T],
we will divide the next part of the proof into two cases.

Case 1. Suppose (φ(x′))′ < 0 on [0,T]. Then x′ is decreasing and therefore x is concave
on [0,T]. Also (see (4.2)) x′(ξ)= 0 for a unique ξ ∈ (0,T). Now we give a positive lower
bound for x(ξ). Let

ε =max
{(
φ
(
x′(t)

))′
: 0≤ t ≤ T

}= (φ(x′(t)))′|t=τ(< 0), (4.63)

where τ ∈ [0,T]. Then x′(t) ≥ φ−1(|ε|(ξ − t)) for t ∈ [0,ξ], x′(t) ≤ φ−1(|ε|(ξ − t)) for
t ∈ [ξ,T], and consequently

x(ξ)=
∫ ξ

0
x′(t)dt ≥

∫ ξ

0
φ−1(|ε|(ξ − t)

)
dt =

∫ ξ

0
φ−1(|ε|t)dt,

−x(ξ)= x(T)− x(ξ)=
∫ T

ξ
x′(t)dt ≤

∫ T

ξ
φ−1(|ε|(ξ − t)

)
dt =−

∫ T−ξ

0
φ−1(|ε|t)dt.

(4.64)
Therefore

x(ξ)≥max
{∫ ξ

0
φ−1(|ε|t)dt,

∫ T−ξ

0
φ−1(|ε|t)dt

}
≥
∫ T/2

0
φ−1(|ε|t)dt. (4.65)

If −ε = |ε| ≥ 1, we have x(ξ) ≥ ∫ T/20 φ−1(t)dt and then x being concave on [0,T] gives

x(T/2) ≥ (1/2)
∫ T/2

0 φ−1(t)dt. Let −ε < 1. Since ε = (φ(x′(t)))′|t=τ ≤ fn(x(τ)), fn(x(τ)) ≥
ε(>−1), and therefore

f
(
x(τ)

)= fn
(
x(τ)

)≥ ε. (4.66)

Now limu→0+ f (u)=−∞ implies f (u)≤−1 for u∈ (0,a] with an a > 0. Then (4.66) gives

x(τ) > a and since x is concave on [0,T], x(T/2) > a/2. Set c1 =min{(1/2)
∫ T/2

0 φ−1(t)dt,
a/2}. Then c1 is independent of n, x(T/2) > c1 and

x(t)≥

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2c1

T
t for t ∈

[
0,
T

2

]

2c1

T
(T − t) for t ∈

[
T

2
,T
]
.

(4.67)
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Case 2. Suppose (φ(x′(t)))′|t=η = 0 for an η ∈ (0,T). Set

a=min
{
t : t ∈ [0,T],

(
φ
(
x′(s)

))′|s=t = 0
}

,

b =max
{
t : t ∈ [0,T],

(
φ
(
x′(s)

))′|s=t = 0
}
.

(4.68)

Then 0 < a≤ b < T since we know that (φ(x′(s)))′|t=t̄ < 0 for t̄ = 0 and t̄ = T . Also denote
χ ∈ (0,∞) the unique zero of f (see (K3)). We now show that for any t ∈ (0,T) satisfying
(φ(x′(t)))′ ≥ 0,

x(t)≥ χ. (4.69)

Let (φ(x′(t)))′|t=t0 ≥ 0 for a t0 ∈ (0,T). Since (φ(x′(t)))′|t=t0 ≤ fn(x(t0))= f (x(t0)), x(t0)
≥ χ which proves (4.69). Hence x(a)≥ χ and x(b)≥ χ. From (φ(x′))′ < 0 on [0,a)∪ (b,T]
we conclude that x is concave on the intervals [0,a] and [b,T], hence

x(t)≥

⎧
⎪⎪⎨

⎪⎪⎩

χ

a
t for t ∈ [0,a]

χ

T − b
(T − t) for t ∈ [b,T].

(4.70)

Assume a < b. If min{x(t) : a ≤ t ≤ b} = x(ρ) < χ for a ρ ∈ (a,b), then (φ(x′(t)))′|t=ρ ≥
0 and (4.69) yields x(ρ) ≥ χ, which is impossible. Therefore x(t) ≥ χ on [a,b]. Hence
x(T/2)≥ χ/2 and

x(t)≥

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

χ

T
t for t ∈

[
0,
T

2

]

χ

T
(T − t) for t ∈

[
T

2
,T
]

,
(4.71)

which is also true when a= b.
Summarizing, (4.67) and (4.71) show that (4.61) is true with

c =min
{

2c1

T
,
χ

T

}
. (4.72)

Clearly, c is independent of n. �

4.3. Existence result and an example.

Theorem 4.11. Suppose that assumptions (K1)–(K6) are satisfied. Then the BVP (4.1),
(4.2) has a positive solution.

Proof. Let S0 and S1 be positive constants in Lemma 4.8. Set

Ω= {x : x ∈ C1[0,T], ‖x‖ < S0, ‖x′‖ < S1
}
. (4.73)

By Lemmas 4.9 and 4.10, for each n ∈ N, there exists a positive solution xn of the BVP



28 General existence principles for nonlocal BVPs

(4.14)n1 , (4.2) such that xn ∈Ω and

xn(t)≥

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ct for t ∈
[

0,
T

2

]

c(T − t) for t ∈
[
T

2
,T
]

,
(4.74)

where c is a positive constant independent of n. Set t∗ =min{Δ/S1,T/2} where Δ appears
in (K6). Then

ct ≤ xn(t)=
∫ t

0
x′n(s)ds≤ S1t ≤ Δ, t ∈ [0, t∗

]
,

c(T − t)≤ xn(t)=−
∫ T

t
x′n(s)ds≤ S1(T − t)≤ Δ, t ∈ [T − t∗,T

]
.

(4.75)

Without loss of generality we can assume that f (u) ≤ 0 for u ∈ (0,Δ]. Then (see (4.11)
and (K6))

∣
∣ fn

(
xn(t)

)∣∣≤ ∣∣ f (xn(t)
)∣∣≤ ∣∣ f (ct)

∣
∣, hn

(
xn(t)

)≤ h
(
xn(t)

)≤ h(ct),

pn
(
xn(t)

)≤ p
(
xn(t)

)≤ p(ct)
(4.76)

for t ∈ (0, t∗], and analogously

∣
∣ fn

(
xn(t)

)∣∣≤ ∣∣ f (c(T − t)
)∣∣, hn

(
xn(t)

)≤ h
(
c(T − t)

)
,

pn
(
xn(t)

)≤ p
(
c(T − t)

) (4.77)

for t ∈ [T − t∗,T). Set

Wn(t)= fn
(
xn(t)

)− q(t)hn
(
xn(t)

)
x′(0) + r(t)pn

(
xn(t)

)
x′(T) (4.78)

for t ∈ [0,T], n∈N. Then

∣
∣Wn(t)

∣
∣≤ ∣∣ f (ct)

∣
∣+ S1‖q‖h(ct) + S1‖r‖p(ct), t ∈ (0, t∗],

∣
∣Wn(t)

∣
∣≤ ∣∣ f (c(T − t)

)∣∣+ S1‖q‖h
(
c(T − t)

)
+ S1‖r‖p

(
c(T − t)

) (4.79)

for t ∈ [T − t∗,T), and

∣
∣Wn(t)

∣
∣≤max

{∣∣ f (u)
∣
∣ : ct∗ ≤ u≤ S0

}
+ S1‖q‖max

{
h(u) : ct∗ ≤ u≤ S0

}

+‖r‖max
{
p(u) : ct∗ ≤ u≤ S0

} (4.80)

for t ∈ [t∗,T − t∗]. Now (4.79)-(4.80) and (K3) guarantee the existence a ρ ∈ L1[0,T]
such that

∣
∣Wn(t)

∣
∣≤ ρ(t), t ∈ (0,T), n∈N, (4.81)
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and then, by Theorem 2.3 (statement (a)) with (F1x)(t) = x′(0) and (F2x)(t) = x′(T) in
(1.3) and (1.7), there exists a subsequence {xkn} of {xn} converging to x in C1[0,T]. Thus
x ∈ C1[0,T], x satisfies the boundary conditions (4.2) and (see (4.74))

x(t)≥

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ct for t ∈
[

0,
T

2

]

c(T − t) for t ∈
[
T

2
,T
]
.

(4.82)

Hence x > 0 on (0,T) and then

lim
n→∞Wkn(t)= f

(
x(t)

)− q(t)h
(
x(t)

)
x′(0) + r(t)p

(
x(t)

)
x′(T) (4.83)

for t ∈ (0,T). By Theorem 2.3 (statement (b)), x is a positive solution of (4.1). We have
proved that x is a positive solution of the BVP (4.1), (4.2). �

Example 4.12. Consider the differential equation

(|x′|p−1x′
)′ = xα− 1

xβ
− t3

(
1 +

1
xρ

)
x′(0) +

et

xν
x′(T), (4.84)

where p ∈ (0,∞), β,ρ,ν ∈ (0,1) and α ∈ (1/p,∞) or α = 1/p if (p/T3(p + 1))1+1/p > 1.
Equation (4.84) is the special case of (4.1) with φ(x)= |x|p−1x, f (x)= xα− 1/xβ, h(x)=
1 + 1/xρ, p(x)= 1/xν, q(t)= t3 and r(t)= et satisfying assumptions (K1), (K3), (K4) and
(K6). Since

Φ(x)=
∫ φ(x)

0
φ−1(s)ds= p

p+ 1
|x|p+1, x ∈R, (4.85)

(K2) is satisfied with K = p/(p+ 1) and γ = p+ 1. From

lim
x→∞

K1/(γ−1)
∫ x

0 f (s)ds
[‖q‖∫ x0 h(s)ds+‖r‖∫ x0 p(s)ds

]γ/(γ−1)

= lim
x→∞

(
p

p+ 1

)1/p( xα+1

α+ 1
− x1−β

1−β

)[
T3
(
x+

x1−ρ

1− ρ

)
+

eT

1− ν
x1−ν

]−1−1/p

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

∞ if α >
1
p

(
p

T3(p+ 1)

)1+1/p

if α= 1
p

(4.86)

we see that also (K5) is satisfied. Applying Theorem 4.11, the BVP (4.84), (4.2) has a
positive solution.
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