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#### Abstract

Firstly, we propose a concept of uniformly almost periodic functions on almost periodic time scales and investigate some basic properties of them. When time scale $\mathbb{T}=\mathbb{R}$ or $\mathbb{Z}$, our definition of the uniformly almost periodic functions is equivalent to the classical definitions of uniformly almost periodic functions and the uniformly almost periodic sequences, respectively. Then, based on these, we study the existence and uniqueness of almost periodic solutions and derive some fundamental conditions of admitting an exponential dichotomy to linear dynamic equations. Finally, as an application of our results, we study the existence of almost periodic solutions for an almost periodic nonlinear dynamic equations on time scales.


## 1. Introduction

In recent years, researches in many fields on time scales have received much attention. The theory of calculus on time scales (see [1,2] and references cited therein) was initiated by Hilger in his Ph.D. thesis in 1988 [3] in order to unify continuous and discrete analysis, and it has a tremendous potential for applications and has recently received much attention since his fundamental work. It has been created in order to unify the study of differential and difference equations. Many papers have been published on the theory of dynamic equations on time scales [4-10]. Also, the existence of almost periodic, asymptotically almost periodic, and pseudo-almost periodic solutions is among the most attractive topics in qualitative theory of differential equations and difference equations due to their applications, especially in biology, economics and physics [11-29]. However, there are no concepts of almost periodic functions on time scales so that it is impossible for us to study almost periodic solutions for dynamic equations on time scales.

Motivated by the above, our main purpose of this paper is firstly to propose a concept of uniformly almost periodic functions on time scales and investigate some basic properties of them. Then we study the existence and uniqueness of almost periodic solutions to linear dynamic equations on almost time scales. Finally, as an application of our results, we study the existence of almost periodic solutions for almost periodic nonlinear dynamic equations on time scales.

The organization of this paper is as follows. In Section 2, we introduce some notations and definitions and state some preliminary results needed in the later sections. In Section 3, we propose the concept of uniformly almost periodic functions on almost periodic time scales and investigate the basic properties of uniformly almost periodic functions on almost periodic time scales. In Section 4, we study the existence and uniqueness of almost periodic solutions and derive some fundamental conditions of admitting an exponential dichotomy to linear dynamic equations on time scales. In Section 5, as an application of our results, we study the existence of almost periodic solutions for almost periodic nonlinear dynamic equations on time scales.

## 2. Preliminaries

In this section, we will first recall some basic definitions lemmas which are used in what follows.

Let $\mathbb{T}$ be a nonempty closed subset (time scale) of $\mathbb{R}$. The forward and backward jump operators $\sigma, \rho: \mathbb{T} \rightarrow \mathbb{T}$ and the graininess $\mu: \mathbb{T} \rightarrow \mathbb{R}^{+}$are defined, respectively, by

$$
\begin{equation*}
\sigma(t)=\inf \{s \in \mathbb{T}: s>t\}, \quad \rho(t)=\sup \{s \in \mathbb{T}: s<t\}, \quad \mu(t)=\sigma(t)-t \tag{2.1}
\end{equation*}
$$

A point $t \in \mathbb{T}$ is called left-dense if $t>\inf \mathbb{T}$ and $\rho(t)=t$, left-scattered if $\rho(t)<t$, right-dense if $t<\sup \mathbb{T}$ and $\sigma(t)=t$, and right-scattered if $\sigma(t)>t$. If $\mathbb{T}$ has a left-scattered maximum $m$, then $\mathbb{T}^{k}=\mathbb{T} \backslash\{m\}$; otherwise $\mathbb{T}^{k}=\mathbb{T}$. If $\mathbb{T}$ has a right-scattered minimum $m$, then $\mathbb{T}_{k}=\mathbb{T} \backslash\{m\} ;$ otherwise $\mathbb{T}_{k}=\mathbb{T}$.

A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is right-dense continuous provided it is continuous at rightdense point in $\mathbb{T}$ and its left-side limits exist at left-dense points in $\mathbb{T}$. If $f$ is continuous at each right-dense point and each left-dense point, then $f$ is said to be a continuous function on $\mathbb{T}$.

For $y: \mathbb{T} \rightarrow \mathbb{R}$ and $t \in \mathbb{T}^{k}$, we define the delta derivative of $y(t), y^{\Delta}(t)$, to be the number (if it exists) with the property that, for a given $\varepsilon>0$, there exists a neighborhood $U$ of $t$ such that

$$
\begin{equation*}
\left|[y(\sigma(t))-y(s)]-y^{\Delta}(t)[\sigma(t)-s]\right|<\varepsilon|\sigma(t)-s| \tag{2.2}
\end{equation*}
$$

for all $s \in U$.
Let $y$ be right-dense continuous; if $Y^{\Delta}(t)=y(t)$, then we define the delta integral by

$$
\begin{equation*}
\int_{a}^{t} y(s) \Delta s=Y(t)-Y(a) \tag{2.3}
\end{equation*}
$$

A function $p: \mathbb{T} \rightarrow \mathbb{R}$ is called regressive provided $1+\mu(t) p(t) \neq 0$ for all $t \in \mathbb{T}^{k}$. The set of all regressive and rd-continuous functions $p: \mathbb{T} \rightarrow \mathbb{R}$ will be denoted by $\mathcal{R}=\mathcal{R}(\mathbb{T})=$ $\mathcal{R}(\mathbb{T}, \mathbb{R})$. We define the set $\mathcal{R}^{+}=\mathcal{R}^{+}(\mathbb{T}, \mathbb{R})=\{p \in \mathcal{R}: 1+\mu(t) p(t)>0$, for all $t \in \mathbb{T}\}$.

An $n \times n$-matrix-valued function $A$ on a time scale $\mathbb{T}$ is called regressive provided

$$
\begin{equation*}
I+\mu(t) A(t) \text { is invertible } \quad \forall t \in \mathbb{T} \tag{2.4}
\end{equation*}
$$

and the class of all such regressive and rd-continuous functions is denoted, similar to the above scalar case, by $\mathcal{R}=\mathbb{R}(\mathbb{T})=\mathcal{R}\left(\mathbb{T}, \mathbb{R}^{n \times n}\right)$.

If $r$ is a regressive function, then the generalized exponential function $e_{r}$ is defined by

$$
\begin{equation*}
e_{r}(t, s)=\exp \left\{\int_{s}^{t} \xi_{\mu(\tau)}(r(\tau)) \Delta \tau\right\} \tag{2.5}
\end{equation*}
$$

for all $s, t \in \mathbb{T}$, with the cylinder transformation

$$
\xi_{h}(z)= \begin{cases}\frac{\log (1+h z)}{h} & \text { if } h \neq 0  \tag{2.6}\\ z & \text { if } h=0\end{cases}
$$

Definition 2.1 (see $[1,2]$ ). Let $p, q: \mathbb{T} \rightarrow \mathbb{R}$ be two regressive functions; define

$$
\begin{equation*}
p \oplus q=p+q+\mu p q, \quad \Theta p=-\frac{p}{1+\mu p}, \quad p \oplus q=p \oplus(\ominus q) \tag{2.7}
\end{equation*}
$$

Lemma 2.2 (see $[1,2]$ ). Assume that $p, q: \mathbb{T} \rightarrow R$ are two regressive functions, then
(i) $e_{0}(t, s) \equiv 1$ and $e_{p}(t, t) \equiv 1$;
(ii) $e_{p}(\sigma(t), s)=(1+\mu(t) p(t)) e_{p}(t, s)$;
(iii) $e_{p}(t, s)=1 / e_{p}(s, t)=e_{\ominus p}(s, t)$;
(iv) $e_{p}(t, s) e_{p}(s, r)=e_{p}(t, r)$;
(v) $\left(e_{\ominus p}(t, s)\right)^{\Delta}=(\ominus p)(t) e_{\ominus p}(t, s) ;$
(vi) if $a, b, c \in \mathbb{T}$, then $\int_{a}^{b} p(t) e_{p}(c, \sigma(t)) \Delta t=e_{p}(c, a)-e_{p}(c, b)$.

Lemma 2.3 (see $[1,2]$ ). Assume that $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a function sequence on $J$ such that
(i) $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ is a uniformly bounded on $J$;
(ii) $\left\{f_{n}^{\Delta}\right\}_{n \in \mathbb{N}}$ is a uniformly bounded on $J$.

Then, there is a subsequence of $\left\{f_{n}\right\}_{n \in \mathbb{N}}$ which converges uniformly on $J$ where $J$ is an arbitrary compact subset of $\mathbb{T}$.

## 3. Uniformly Almost Periodic Functions

Let $\mathbb{T}$ be a given time scale, and $\mathbb{T}$ is a complete metric space with the metric (distance) $d$ defined by

$$
\begin{equation*}
d\left(t, t_{0}\right)=\left|t-t_{0}\right| \quad \text { for } t, t_{0} \in \mathbb{T} . \tag{3.1}
\end{equation*}
$$

For a given $\delta>0$, the $\delta$-neighborhood $U\left(t_{0}, \delta\right)$ of a given point $t_{0} \in \mathbb{T}$ is the set of all points $t \in \mathbb{T}$ such that $d\left(t, t_{0}\right)<\delta$.

Throughout this paper, $\mathbb{E}^{n}$ denotes $\mathbb{R}^{n}$ or $\mathbb{C}^{n}, D$ denotes an open set in $\mathbb{E}^{n}$ or $D=\mathbb{E}^{n}$, and $S$ denotes an arbitrary compact subset of $D$.

Definition 3.1. $f: X \rightarrow \mathbb{E}^{n}$ is called continuous at $t_{0} \in X \subseteq \mathbb{T}$ if, and only if for any $\varepsilon>0$, there exists $U\left(t_{0}, \delta\right)$ such that, for any $s \in U\left(t_{0}, \delta\right)$,

$$
\begin{equation*}
\left|f(s)-f\left(t_{0}\right)\right|<\varepsilon \tag{3.2}
\end{equation*}
$$

$f$ is called continuous on $X$ provided that it is continuous for every $t \in X$.
Definition 3.2. $f: X \rightarrow \mathbb{E}^{n}$ is called uniformly continuous on $X \subseteq \mathbb{T}$ if, for any $\varepsilon>0$, there exists $\delta(\varepsilon)$ such that, for any $t_{1}, t_{2} \in X$ with $\left|t_{1}-t_{2}\right|<\delta(\varepsilon)$ it is implied that

$$
\begin{equation*}
\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right|<\varepsilon \tag{3.3}
\end{equation*}
$$

Similar to the finite covering theorem in functional analysis (see [30]), one can easily show that the following.

Lemma 3.3. Let $([a, b] \cap \mathbb{T}) \subset \mathbb{T}$ be a closed interval. If $([a, b] \cap \mathbb{T}) \subseteq \bigcup_{\alpha \in I}\left(G_{\alpha} \cap \mathbb{T}\right)$, where $I$ is an index set, and for every $\alpha \in I, G_{\alpha}$ is an open set in $\mathbb{R}$, then there exist $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \in I$, such that $([a, b] \cap \mathbb{T}) \subseteq \bigcup_{k=1}^{n}\left(G_{\alpha_{k}} \cap \mathbb{T}\right)$.

Also, one can easily prove the following two lemmas.
Lemma 3.4. If $\left\{S_{n}(x)\right\}$ converges uniformly to $S(x)$ on $[a, b] \cap \mathbb{T}$ and each $S_{n}(x)$ is continuous on $[a, b] \cap \mathbb{T}$, then $S(x)$ is continuous on $[a, b] \cap \mathbb{T}, \lim _{n \rightarrow \infty} \int_{a}^{b} S_{n}(x) \Delta x=\int_{a}^{b} S(x) \Delta x=\int_{a}^{b} \lim _{n \rightarrow \infty}$ $S_{n}(x) \Delta x$, and $\left\{\int_{a}^{x} S_{n}(t) \Delta t\right\}$ converges uniformly to $\int_{a}^{x} S(t) \Delta t$.

Lemma 3.5. If a sequence $\left\{S_{n}(x)\right\}$ converges to $S(x)$ on $[a, b] \cap \mathbb{T}$ and, for each $n \in \mathbb{N}, S_{n}(x)$ has continuous derivative $S_{n}^{\Delta}(x)$ and $\left\{S_{n}^{\Delta}(x)\right\}$ converges uniformly to $Q(x)$, then $S^{\Delta}(x)=Q(x)$, that is, $\lim _{n \rightarrow \infty} S_{n}^{\Delta}(x)=\left(\lim _{n \rightarrow \infty} S_{n}(x)\right)^{\Delta}$, and $\left\{S_{n}(x)\right\}$ converges to $S(x)$ uniformly on $[a, b] \cap$ $\mathbb{T}$.

By using Lemma 3.3, one can easily show that the following.
Lemma 3.6. Let $f \in C\left([a, b] \cap \mathbb{T}, \mathbb{E}^{n}\right)$, then $f$ is uniformly continuous on $[a, b] \cap \mathbb{T}$.
Definition 3.7. A time scale $\mathbb{T}$ is called an almost periodic time scale if

$$
\begin{equation*}
\Pi:=\{\tau \in \mathbb{R}: t \pm \tau \in \mathbb{T}, \forall t \in \mathbb{T}\} \neq\{0\} \tag{3.4}
\end{equation*}
$$

Obviously, if $\tau_{1}, \tau_{2} \in \Pi$, then $\tau_{1} \pm \tau_{2} \in \Pi$ and if $T$ is an almost periodic time scale, then $\inf \mathbb{T}=-\infty$ and $\sup \mathbb{T}=+\infty$.

Example 3.8. If $\mathbb{T}=\bigcup_{k \in \mathbb{Z}}[k(a+b), k(a+b)+b]$, where $a \neq-b$, then

$$
\begin{gather*}
\sigma(t)= \begin{cases}t & \text { if } t \in \bigcup_{k=0}^{\infty}[k(a+b), k(a+b)+b), \\
t+a & \text { if } t \in \bigcup_{k=0}^{\infty}\{k(a+b)+b\}\end{cases} \\
\mu(t)= \begin{cases}0 & \text { if } t \in \bigcup_{k=0}^{\infty}[k(a+b), k(a+b)+b), \\
a & \text { if } t \in \bigcup_{k=0}^{\infty}\{k(a+b)+b\} .\end{cases} \tag{3.5}
\end{gather*}
$$

$a+b \in \Pi \neq\{0\}$. Hence, it is an almost periodic time scale. Obviously, if $b=0, a=1$, then $\mathbb{T}=\mathbb{Z}$. If $b=1, a=0$, then $\mathbb{T}=\mathbb{R}$.

Definition 3.9. Let $\mathbb{T}$ be an almost periodic time scale. A function $f \in C\left(\mathbb{T}, \mathbb{E}^{n}\right)$ is called an almost periodic function if the $\varepsilon$-translation set of $f$

$$
\begin{equation*}
E\{\varepsilon, f\}=\{\tau \in \Pi:|f(t+\tau)-f(t)|<\varepsilon, \forall t \in \mathbb{T}\} \tag{3.6}
\end{equation*}
$$

is a relatively dense set in $\mathbb{T}$ for all $\varepsilon>0$; that is, for any given $\varepsilon>0$, there exists a constant $l(\varepsilon)>0$ such that each interval of length $l(\varepsilon, S)$ contains a $\tau(\varepsilon) \in E\{\varepsilon, f\}$ such that

$$
\begin{equation*}
|f(t+\tau)-f(t)|<\varepsilon, \quad \forall t \in \mathbb{T} \tag{3.7}
\end{equation*}
$$

$\tau$ is called the $\varepsilon$-translation number of $f$ and $l(\varepsilon)$ is called the inclusion length of $E\{\varepsilon, f\}$.
Definition 3.10. Let $\mathbb{T}$ be an almost periodic time scale. A function $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$ is called an almost periodic function in $t \in \mathbb{T}$ uniformly for $x \in D$ if the $\varepsilon$-translation set of $f$

$$
\begin{equation*}
E\{\varepsilon, f, S\}=\{\tau \in \Pi:|f(t+\tau, x)-f(t, x)|<\varepsilon, \forall(t, x) \in \mathbb{T} \times S\} \tag{3.8}
\end{equation*}
$$

is a relatively dense set in $\mathbb{T}$ for all $\varepsilon>0$ and for each compact subset $S$ of $D$; that is, for any given $\varepsilon>0$ and each compact subset $S$ of $D$, there exists a constant $l(\varepsilon, S)>0$ such that each interval of length $l(\varepsilon, S)$ contains a $\tau(\varepsilon, S) \in E\{\varepsilon, f, S\}$ such that

$$
\begin{equation*}
|f(t+\tau, x)-f(t, x)|<\varepsilon, \quad \forall t \in \mathbb{T} \times \mathrm{S} \tag{3.9}
\end{equation*}
$$

$\tau$ is called the $\varepsilon$-translation number of $f$ and $l(\varepsilon, S)$ is called the inclusion length of $E\{\varepsilon, f, S\}$.
Obviously, an almost periodic function can be regarded as a special case of a uniformly almost periodic function. So, in the following, we mainly discuss the basic properties of
uniformly almost periodic functions. The basic properties of almost periodic functions can be derived directly from the corresponding ones of uniformly almost periodic functions.

Remark 3.11. If $\mathbb{T}=\mathbb{R}$, then $\Pi=\mathbb{R}$ in this case, Definitions 3.4 and 3.5 are equivalent to the definitions of the almost periodic functions and the uniformly almost periodic functions in [16], respectively. If $\mathbb{T}=\mathbb{Z}$, then $\Pi=\mathbb{Z}$, in this case, Definitions 3.4 and 3.5 are equivalent to the definitions of the almost periodic functions and the uniformly almost periodic sequences in $[17,18]$.

For convenience, we denote $A P(\mathbb{T})=\left\{f: f \in C\left(\mathbb{T}, \mathbb{E}^{n}\right)\right.$, $f$ is almost periodic $\}$ and introduce some notations: let $\alpha=\left\{\alpha_{n}\right\}$ and $\beta=\left\{\beta_{n}\right\}$ be two sequences. Then, $\beta \subset \alpha$ means that $\beta$ is a subsequence of $\alpha, \alpha+\beta=\left\{\alpha_{n}+\beta_{n}\right\},-\alpha=\left\{-\alpha_{n}\right\}$, and $\alpha$ and $\beta$ are common subsequences of $\alpha^{\prime}$ and $\beta^{\prime}$, respectively, which means that $\alpha_{n}=\alpha_{n(k)}^{\prime}$ and $\beta_{n}=\beta_{n(k)}^{\prime}$ for some given function $n(k)$.

We will introduce the translation operator $T, T_{\alpha} f(t, x)=g(t, x)$ which means that $g(t, x)=\lim _{n \rightarrow+\infty} f\left(t+\alpha_{n}, x\right)$ and is written only when the limit exists. The mode of convergence, for example, pointwise, uniform, and so forth, will be specified at each use of the symbol.

Similar to the proof of Theorem 1.13 in [16], one can show that.
Theorem 3.12. Let $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$ be almost periodic in $t$ uniformly for $x \in D$, then it is uniformly continuous and bounded on $\mathbb{T} \times S$.

Theorem 3.13. Let $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$ be almost periodic in $t$ uniformly for $x \in D$, then, for any given sequence $\alpha^{\prime} \subset \Pi$, there exist a subsequence $\beta \subset \alpha^{\prime}$ and $g \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$ such that $T_{\beta} f(t, x)=g(t, x)$ holds uniformly on $\mathbb{T} \times S$ and $g(t, x)$ is almost periodic in $t$ uniformly for $x \in D$.

Proof. For any $\varepsilon>0$ and $S \subset D$, let $l=l(\varepsilon / 4, S)$ be an inclusion length of $E\{\varepsilon / 4, f, S\}$. For any given subsequence $\alpha^{\prime}=\left\{\alpha_{n}^{\prime}\right\} \subset \Pi$, we denote $\alpha_{n}^{\prime}=\tau_{n}^{\prime}+\gamma_{n}^{\prime}$, where $\tau_{n}^{\prime} \in E\{\varepsilon / 4, f, S\}, \gamma_{n}^{\prime} \in \Pi$, and $0 \leq r_{n}^{\prime} \leq l, n=1,2, \ldots$. (In fact, for any interval with length of $l$, there exists $\tau_{n}^{\prime} \in E\{\varepsilon / 4, f, S\}$, thus, we can choose a proper interval with length of $l$ such that $0 \leq \alpha_{n}^{\prime}-\tau_{n}^{\prime} \leq l$, from the definition of $\Pi$, it is easy to see that $\gamma_{n}^{\prime}=\alpha_{n}^{\prime}-\tau_{n}^{\prime} \in \Pi$.) Therefore, there exists a subsequence $r=\left\{\gamma_{n}\right\} \subset \gamma^{\prime}=\left\{\gamma_{n}^{\prime}\right\}$ such that $\gamma_{n} \rightarrow s$ as $n \rightarrow \infty, 0 \leq s \leq l$.

Also, it follows from Theorem 3.12 that $f(t, x)$ is uniformly continuous on $\mathbb{T} \times S$. Hence, there exists $\delta(\varepsilon, S)>0$ so that $\left|t_{1}-t_{2}\right|<\delta$, for $x \in S$, implies

$$
\begin{equation*}
\left|f\left(t_{1}, x\right)-f\left(t_{2}, x\right)\right|<\frac{\varepsilon}{2} \tag{3.10}
\end{equation*}
$$

Since $\gamma$ is a convergent sequence, there exists $N=N(\delta)$ so that $p, m \geq N$ implies $\left|\gamma_{p}-\gamma_{m}\right|<\delta$. Now, one can take $\alpha \subset \alpha^{\prime}, \tau \subset \tau^{\prime}=\left\{\tau_{n}^{\prime}\right\}$ such that $\alpha, \tau$ common with $\gamma$ then; for any integers $p, m \geq N$, we have

$$
\begin{align*}
\left|f\left(t+\tau_{p}-\tau_{m}, x\right)-f(t, x)\right| & \leq\left|f\left(t+\tau_{p}-\tau_{m}, x\right)-f\left(t+\tau_{p}, x\right)\right|+\left|f\left(t+\tau_{p}, x\right)-f(t, x)\right| \\
& <\frac{\varepsilon}{4}+\frac{\varepsilon}{4}=\frac{\varepsilon}{2} \tag{3.11}
\end{align*}
$$

that is,

$$
\begin{equation*}
\left(\alpha_{p}-\alpha_{m}\right)-\left(\gamma_{p}-\gamma_{m}\right)=\tau_{p}-\tau_{m} \in E\left\{\frac{\varepsilon}{2}, f, S\right\} \tag{3.12}
\end{equation*}
$$

Hence, we can obtain

$$
\begin{align*}
\left|f\left(t+\alpha_{p}, x\right)-f\left(t+\alpha_{m}, x\right)\right| \leq & \sup _{(t, x) \in \mathbb{T} \times S}\left|f\left(t+\alpha_{p}, x\right)-f\left(t+\alpha_{m}, x\right)\right| \\
\leq & \sup _{(t, x) \in \mathbb{T} \times S}\left|f\left(t+\alpha_{p}-\alpha_{m}, x\right)-f(t, x)\right| \\
\leq & \sup _{(t, x) \in \mathbb{T} \times S}\left|f\left(t+\alpha_{p}-\alpha_{m}, x\right)-f\left(t+\gamma_{p}-\gamma_{m}, x\right)\right|  \tag{3.13}\\
& +\sup _{(t, x) \in \mathbb{T} \times S}\left|f\left(t+\gamma_{p}-\gamma_{m}, x\right)-f(t, x)\right| \\
& <\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon .
\end{align*}
$$

Thus, we can take sequences $\alpha^{(k)}=\left\{\alpha_{n}^{(k)}\right\}, k=1,2, \ldots$, and $\alpha^{(k+1)} \subset \alpha^{(k)} \subset \alpha$ such that, for any integers $m, p$, and all $(t, x) \in \mathbb{T} \times S$, the following holds:

$$
\begin{equation*}
\left|f\left(t+\alpha_{p}^{(k)}, x\right)-f\left(t+\alpha_{m}^{(k)}, x\right)\right|<\frac{1}{k}, \quad k=1,2, \ldots \tag{3.14}
\end{equation*}
$$

For all sequences $\alpha^{(k)}, k=1,2, \ldots$, we can take a sequence $\beta=\left\{\beta_{n}\right\}, \beta_{n}=\alpha_{n}^{(n)}$ then, it is easy to see that $\left\{f\left(t+\beta_{n}, x\right)\right\} \subset\left\{f\left(t+\alpha_{n}, x\right)\right\}$ for any integers $p, m$ with $p<m$ and all $(t, x) \in \mathbb{T} \times S$ the following holds:

$$
\begin{equation*}
\left|f\left(t+\beta_{p}, x\right)-f\left(t+\beta_{m}, x\right)\right|<\frac{1}{p} \tag{3.15}
\end{equation*}
$$

Therefore, $\left\{f\left(t+\beta_{n}, x\right)\right\}$ converges uniformly on $\mathbb{T} \times S$ that is, $T_{\beta} f(t, x)=g(t, x)$ holds uniformly on $\mathbb{T} \times S$, where $\beta=\left\{\beta_{n}\right\} \subset \alpha$.

Next, we will prove that $g(t, x)$ is continuous on $\mathbb{T} \times D$. If this is not true, then there must exist $\left(t_{0}, x_{0}\right) \in \mathbb{T} \times D$ such that $g(t, x)$ is not continuous at this point. Then there exist $\varepsilon_{0}>0$ and sequences $\left\{\delta_{m}\right\},\left\{t_{m}\right\}$, and $\left\{x_{m}\right\}$, where $\delta_{m}>0, \delta_{m} \rightarrow 0$ as $m \rightarrow+\infty,\left|t_{0}-t_{m}\right|+\left|x_{0}-x_{m}\right|<\delta_{m}$ and

$$
\begin{equation*}
\left|g\left(t_{0}, x_{0}\right)-g\left(t_{m}, x_{m}\right)\right| \geq \varepsilon_{0} \tag{3.16}
\end{equation*}
$$

Let $X=\left\{x_{m}\right\} \bigcup\left\{x_{0}\right\}$; obviously, $X$ is a compact subset of $D$. Hence, there exists positive integer $N=N\left(\varepsilon_{0}, X\right)$ so that $n>N$ implies

$$
\begin{gather*}
\left|f\left(t_{m}+\beta_{n}, x_{m}\right)-g\left(t_{m}, x_{m}\right)\right|<\frac{\varepsilon_{0}}{3} \quad \forall m \in \mathbb{Z}^{+}  \tag{3.17}\\
\left|f\left(t_{0}+\beta_{n}, x_{0}\right)-g\left(t_{0}, x_{0}\right)\right|<\frac{\varepsilon_{0}}{3} .
\end{gather*}
$$

According to the uniform continuity of $f(t, x)$ on $\mathbb{T} \times X$, for sufficiently large $m$, we have

$$
\begin{equation*}
\left|f\left(t_{0}+\beta_{n}, x_{0}\right)-f\left(t_{m}+\beta_{n}, x_{m}\right)\right|<\frac{\varepsilon_{0}}{3} . \tag{3.18}
\end{equation*}
$$

From (3.17)-(3.18), we get

$$
\begin{equation*}
\left|g\left(t_{0}, x_{0}\right)-g\left(t_{m}, x_{m}\right)\right|<\varepsilon_{0}, \tag{3.19}
\end{equation*}
$$

this contradicts (3.16). Therefore, $g(t, x)$ is continuous on $\mathbb{T} \times D$.
Finally, for any compact set $S \subset D$ and given $\varepsilon>0$, one can take $\tau \in E\{\varepsilon, f, S$; then, for all $(t, x) \in \mathbb{T} \times S$, the following holds:

$$
\begin{equation*}
\left|f\left(t+\beta_{n}+\tau, x\right)-f\left(t+\beta_{n}, x\right)\right|<\varepsilon . \tag{3.20}
\end{equation*}
$$

Let $n \rightarrow+\infty$, for all $(t, x) \in \mathbb{T} \times S$; we have

$$
\begin{equation*}
|g(t+\tau, x)-g(t, x)| \leq \varepsilon, \tag{3.21}
\end{equation*}
$$

which implies that $E\{\varepsilon, g, S\}$ is relatively dense. Therefore, $g(t, x)$ is almost periodic in $t$ uniformly for $x \in D$. This completes the proof.

Theorem 3.14. Let $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$; if, for any sequence $\alpha^{\prime} \subset \Pi$, there exists $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} f(t, x)$ exists uniformly on $\mathbb{T} \times S$, then $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$.

Proof. For contradiction, if this is not true, then there exist $\varepsilon_{0}>0$ and $S \subset D$ such that, for any sufficiently large $l>0$, we can find an interval with length of $l$ and there is no $\varepsilon_{0}$-translation numbers of $f(t, x)$ in this interval; that is, every point in this interval is not in $E\left\{\varepsilon_{0}, f, S\right\}$.

One can take a number $\alpha_{1}^{\prime} \in \Pi$ and find an interval $\left(a_{1}, b_{1}\right)$ with $b_{1}-a_{1}>2\left|\alpha_{1}^{\prime}\right|$, where $a_{1}, b_{1} \in \Pi$ such that there is no $\varepsilon_{0}$-translation numbers of $f(t, x)$ in this interval. Next, taking $\alpha_{2}^{\prime}=(1 / 2)\left(a_{1}+b_{1}\right)$, obviously, $\alpha_{2}^{\prime}-\alpha_{1}^{\prime} \in\left(a_{1}, b_{1}\right)$, so $\alpha_{2}^{\prime}-\alpha_{1}^{\prime} \notin E\left\{\varepsilon_{0}, f, S\right\}$; then, one can find an interval $\left(a_{2}, b_{2}\right)$ with $b_{2}-a_{2}>2\left(\left|\alpha_{1}^{\prime}\right|+\left|\alpha_{2}^{\prime}\right|\right)$, where $a_{2}, b_{2} \in \Pi$ such that there is no $\varepsilon_{0}$-translation numbers of $f(t, x)$ in this interval. Next, taking $\alpha_{3}^{\prime}=(1 / 2)\left(a_{2}+b_{2}\right)$, obviously, $\alpha_{3}^{\prime}-\alpha_{2}^{\prime}, \alpha_{3}^{\prime}-\alpha_{1}^{\prime} \notin E\left\{\varepsilon_{0}, f, S\right\}$. One can repeat these processes, again and again one can find $\alpha_{4}^{\prime}, \alpha_{5}^{\prime}, \ldots$, such that $\alpha_{i}^{\prime}-\alpha_{j}^{\prime} \notin E\left\{\varepsilon_{0}, f, S\right\}, i>j$. Hence, for any $i \neq j, i, j=1,2, \ldots$, without loss of generality, let $i>j$, for $x \in S$; we have

$$
\begin{equation*}
\sup _{(t, x) \in \mathbb{T} \times S}\left|f\left(t+\alpha_{i}^{\prime}, x\right)-f\left(t+\alpha_{j}^{\prime}, x\right)\right|=\sup _{(t, x) \in \mathbb{T} \times S}\left|f\left(t+\alpha_{i}^{\prime}-\alpha_{j}^{\prime}, x\right)-f(t, x)\right| \geq \varepsilon_{0} . \tag{3.22}
\end{equation*}
$$

Therefore, there is no uniformly convergent subsequence of $\left\{f\left(t+\alpha_{n}^{\prime}, x\right)\right\}$ for $(t, x) \in \mathbb{T} \times S$; this is a contradiction. Thus, $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$. This completes the proof.

From Theorems 3.13 and 3.14, we can obtain the following equivalent definition of uniformly almost periodic functions.

Definition 3.15. Let $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$; if, for any given sequence $\alpha^{\prime} \subset \Pi$, there exists a subsequence $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} f(t, x)$ exists uniformly on $\mathbb{T} \times S$, then $f(t, x)$ is called an almost periodic function in $t$ uniformly for $x \in D$.

Similar to the proof of Theorem 2.11 in [16], one can prove that the following.
Theorem 3.16. If $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right)$ is almost periodic in $t$ uniformly for $x \in D$ and $\varphi(t)$ is almost periodic with $\{\varphi(t): t \in \mathbb{T}\} \subset S$, then $f(t, \varphi(t))$ is almost periodic.

Definition 3.17. Let $f \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right) ; H(f)=\left\{g: \mathbb{T} \times D \rightarrow \mathbb{E}^{n} \mid\right.$ there exits $\alpha \in \Pi$ such that $T_{\alpha} f(t, x)=g(t, x)$ exists uniformly on $\left.\mathbb{T} \times S\right\}$ is called the hull of $f$.

Similar to the proofs of Theorems 1.6 and 1.8 in [19], one can prove the following two theorems, respectively.

Theorem 3.18. $H(f)$ is compact if and only if $f$ is almost periodic in $t$ uniformly for $x \in D$.
Theorem 3.19. If $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, then for any $g(t, x) \in H(f)$, $H(f)=H(g)$.

From Definition 3.17 and Theorem 3.19, one can easily show that.
Theorem 3.20. If $f(t, x)$ is almost periodic in t uniformly for $x \in D$, then, for any $g(t, x) \in H(f)$, $g(t, x)$ is almost periodic in $t$ uniformly for $x \in D$.

Theorem 3.21. If $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, then, for any $\varepsilon>0$, there exists a positive constant $L=L(\varepsilon, S)$ and for any $a \in \mathbb{R}$, there exist a constant $\eta>0$ and $\alpha \in \mathbb{R}$ such that $([\alpha, \alpha+\eta] \cap \Pi) \subset[a, a+L]$ and $([\alpha, \alpha+\eta] \cap \Pi) \subset E(\varepsilon, f, S)$.

Proof. Since $f(t, x)$ is uniformly continuous on $\mathbb{T} \times S$, for any $\varepsilon>0$, there exists $\delta\left(\varepsilon_{1}, S\right)>0$ so that $\left|t_{1}-t_{2}\right|<\delta\left(\varepsilon_{1}, S\right)$ implies

$$
\begin{equation*}
\left|f\left(t_{1}, x\right)-f\left(t_{2}, x\right)\right|<\varepsilon_{1}, \quad \forall x \in S \tag{3.23}
\end{equation*}
$$

where $\varepsilon_{1}=\varepsilon / 2$.
We take $\eta=\delta(\varepsilon / 2, S)=\delta\left(\varepsilon_{1}, S\right)$, and $L=l\left(\varepsilon_{1}, S\right)+\eta$, where $l\left(\varepsilon_{1}, S\right)$ is the inclusion length of $E\left(\varepsilon_{1}, f, S\right)$.

For any $a \in \mathbb{R}$, consider an interval $[a, a+L]$, take

$$
\begin{equation*}
\tau \in E\left(f, \varepsilon_{1}, S\right) \cap\left[a-\frac{\eta}{2}, a+\frac{\eta}{2}+l\left(\varepsilon_{1}, S\right)\right] \tag{3.24}
\end{equation*}
$$

and we have

$$
\begin{equation*}
\left(\left[\tau-\frac{\eta}{2}, \tau+\frac{\eta}{2}\right] \cap \Pi\right) \subset[a, a+L] . \tag{3.25}
\end{equation*}
$$

Hence, for all $\xi \in[\tau-(\eta / 2), \tau+(\eta / 2)] \cap \Pi$, we have $|\xi-\tau| \leq \eta$. Therefore, for any $(t, x) \in \mathbb{T} \times S$,

$$
\begin{align*}
|f(t+\xi, x)-f(t, x)| & \leq|f(t+\xi, x)-f(t+\tau, x)|+|f(t+\tau, x)-f(t, x)|  \tag{3.26}\\
& \leq \varepsilon .
\end{align*}
$$

So, we let $\alpha=\tau-(\eta / 2)$, then $([\alpha, \alpha+\eta] \cap \Pi) \subset E(\varepsilon, f, S)$. This completes the proof.
Theorem 3.22. If $f$, $g$ are almost periodic in $t$ uniformly for $x \in D$, then, for any $\varepsilon>0, E(f, \varepsilon, S) \cap$ $E(g, \varepsilon, S)$ is a nonempty relatively dense set in $\mathbb{T}$.

Proof. Since $f, g$ are almost periodic in $t$ uniformly for $x \in D$, they are uniformly continuous on $\mathbb{T} \times S$. For any given $\varepsilon>0$, one can take $\delta_{i}=\delta_{i}(\varepsilon / 2, S)(i=1,2)$, and $l_{1}=l_{1}(\varepsilon / 2, S), \quad l_{2}=$ $l_{2}(\varepsilon / 2, S)$ are inclusion lengths of $E(f, \varepsilon / 2, S), E(g, \varepsilon / 2, S)$, respectively.

According to Theorem 3.18, we can take

$$
\begin{equation*}
\eta=\eta(\varepsilon, S)=\min \left(\delta_{1}, \delta_{2}\right) \in \Pi, \quad L_{i}=l_{i}+\eta(i=1,2), \quad L=\max \left(L_{1}, L_{2}\right) . \tag{3.27}
\end{equation*}
$$

Hence, we can find $\varepsilon / 2$-translation numbers of $f(t, x)$ and $g(t, x): \tau_{1}=m \eta$ and $\tau_{2}=n \eta$, respectively, where $\tau_{1}, \tau_{2} \in[a, a+L] \cap \Pi, m, n$ are integers, and $\left|\tau_{1}-\tau_{2}\right| \leq L$.

Let $m-n=s$, then $s$ can only be taken from a finite number set $\left\{s_{1}, s_{2}, \ldots, s_{p}\right\}$. When $m-n=s_{j}, j=1,2, \ldots, p$, denote the $\varepsilon / 2$-translation numbers of $f(t)$ and $g(t)$ by $\tau_{1}^{j}, \tau_{2}^{j}$, respectively, that is, $\tau_{1}^{j}-\tau_{2}^{j}=s_{j} \eta, j=1,2, \ldots, p$, and we take $T=\max _{j}\left\{\left|\tau_{1}^{j}\right|,\left|\tau_{2}^{j}\right|\right\}$.

For any $a \in \mathbb{R}$, on the interval $[a+T, a+T+L]$, we can take $\varepsilon / 2$-translation numbers of $f(t, x)$ and $g(t, x): \tau_{1}$ and $\tau_{2}$, respectively; there must exist some integer $s_{j}$ such that

$$
\begin{equation*}
\tau_{1}-\tau_{2}=s_{j} \eta=\tau_{1}^{j}-\tau_{2}^{j} \tag{3.28}
\end{equation*}
$$

Set

$$
\begin{equation*}
\tau(\varepsilon, S)=\tau_{1}-\tau_{1}^{j}=\tau_{2}-\tau_{2}^{j}, \tag{3.29}
\end{equation*}
$$

then $\tau(\varepsilon, S) \in[a, a+L+2 T] \cap \Pi$, and, for any $(t, x) \in \mathbb{T} \times S$, we have

$$
\begin{align*}
& |f(t+\tau, x)-f(t, x)| \leq\left|f\left(t+\tau_{1}-\tau_{1}^{j}, x\right)-f\left(t-\tau_{1}^{j}, x\right)\right|+\left|f\left(t-\tau_{1}^{j}, x\right)-f(t, x)\right|<\varepsilon, \\
& |g(t+\tau, x)-g(t, x)| \leq\left|g\left(t+\tau_{2}-\tau_{2}^{j}, x\right)-g\left(t-\tau_{2}^{j}, x\right)\right|+\left|g\left(t-\tau_{2}^{j}, x\right)-g(t, x)\right|<\varepsilon . \tag{3.30}
\end{align*}
$$

Therefore, there exists at least a $\tau=\tau(\varepsilon, S)$ on any interval [ $a, a+L+2 T]$ with the length ( $L+2 T$ ) such that $\tau \in E(f, \varepsilon, S) \cap E(g, \varepsilon, S)$. The proof is complete.

According to Definition 3.10, one can easily prove the following.
Theorem 3.23. If $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, then, for any $\alpha \in \mathbb{R}, b \in \Pi$, functions $\alpha f(t, x), f(t+b, x)$ are almost periodic in $t$ uniformly for $x \in D$.

Theorem 3.24. If $f, g$ are almost periodic in $t$ uniformly for $x \in D$, then $f+g, f g$ are almost periodic in $t$ uniformly for $x \in D$ and if $\inf _{t \in \mathbb{T}}|g(t, x)|>0$, then $f(t, x) / g(t, x)$ are almost periodic in $t$ uniformly for $x \in D$.

Proof. From Theorem 3.22, for any $\varepsilon>0, E(f, \varepsilon / 2, S) \cap E(g, \varepsilon / 2, S)$ is a nonempty relatively dense set. It is easy to see that if $\tau \in E(f, \varepsilon / 2, S) \cap E(g, \varepsilon / 2, S)$, then $\tau \in E(f+g, \varepsilon, S)$. Hence,

$$
\begin{equation*}
\left(E\left(f, \frac{\varepsilon}{2}, S\right) \cap E\left(g, \frac{\varepsilon}{2}, S\right)\right) \subset E(f+g, \varepsilon, S) \tag{3.31}
\end{equation*}
$$

Therefore, $E(f+g, \varepsilon, S)$ is a relatively dense set, so $f+g$ is almost periodic in $t$ uniformly for $x \in D$.

On the other hand, denote $\sup _{(t, x) \in \mathbb{T} \times S}|f(t, x)|=M_{1}, \sup _{(t, x) \in \mathbb{T} \times S}|g(t, x)|=M_{2}$, take $\tau \in E(f, \varepsilon / 2, S) \bigcap E(g, \varepsilon / 2, S)$, then, for all $(t, x) \in \mathbb{T} \times S$, we have

$$
\begin{align*}
\mid f(t & +\tau, x) g(t+\tau, x)-f(t, x) g(t, x) \mid \\
& \leq|g(t+\tau, x)\|f(t+\tau, x)-f(t, x)|+|f(t, x) \| g(t+\tau, x)-g(t, x)|  \tag{3.32}\\
& \leq\left(M_{1}+M_{2}\right) \varepsilon \equiv \varepsilon_{1} .
\end{align*}
$$

Therefore, $\tau \in E\left(f g, \varepsilon_{1}, S\right), E\left(f g, \varepsilon_{1}, S\right)$ is a relatively dense set, so $f g$ is almost periodic in $t$ uniformly for $x \in D$.

Faunally, denote $\inf _{(t, x) \in \mathbb{T} \times S}|g(t, x)|=N$ and take $\tau \in E(g, \varepsilon, S)$, then, for all $(t, x) \in$ $T \times S$ we have

$$
\begin{equation*}
\left|\frac{1}{g(t+\tau, x)}-\frac{1}{g(t, x)}\right|=\left|\frac{g(t+\tau, x)-g(t, x)}{g(t+\tau, x) g(t, x)}\right|<\frac{\varepsilon}{N^{2}} \equiv \varepsilon_{2} \tag{3.33}
\end{equation*}
$$

that is, $\tau \in E\left(1 / g, \varepsilon_{2}, S\right)$. Hence, $1 / g$ is almost periodic in $t$ uniformly for $x \in D$, so $f / g$ is almost periodic in $t$ uniformly for $x \in D$. The proof is complete.

Theorem 3.25. If $F \in C\left(\mathbb{R} \times D, \mathbb{E}^{n}\right)$ is almost periodic in $t$ uniformly for $x \in D$, then $F(t, x)$ is also continuous on $\mathbb{T} \times D$ and almost periodic in $t$ uniformly for $x \in D$.

Proof. Let $F(r, x) \in C\left(\mathbb{R} \times D, \mathbb{E}^{n}\right)$ be uniformly almost periodic, then, for any sequence $\alpha^{\prime} \subset \mathbb{T}_{p}$, there exists a subsequence $\alpha \subset \alpha^{\prime}$ such that $T_{a} F\left(t+\alpha_{n}, x\right)$ exists uniformly on $\mathbb{R} \times S$, where $S$ is any compact set in $D$. Consequently, $T_{\alpha} f\left(t+\alpha_{n}, x\right)=T_{\alpha} F\left(t+\alpha_{n}, x\right)$ exists uniformly on $\mathbb{T} \times S$. In view of Theorem 3.14, this shows that $f(t, x)$ is uniformly almost periodic.

Corollary 3.26. If $F \in C\left(\mathbb{R}, \mathbb{E}^{n}\right)$ is an almost periodic function, then $F(t)$ is an almost periodic function on $\mathbb{T}$.

Theorem 3.27. If $f_{n} \in C\left(\mathbb{T} \times D, \mathbb{E}^{n}\right), n=1,2, \ldots$ are almost periodic in $t$ for $x \in D$ and the sequence $\left\{f_{n}(t, x)\right\}$ uniformly converges to $f(t, x)$ on $\mathbb{T} \times S$, then $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$.

Proof. For any $\varepsilon>0$, there exists sufficiently large $n_{0}$ such that, for all $(t, x) \in \mathbb{T} \times S$,

$$
\begin{equation*}
\left|f(t, x)-f_{n_{0}}(t, x)\right|<\frac{\varepsilon}{3} \tag{3.34}
\end{equation*}
$$

Take $\tau \in E\left\{f_{n_{0}}, \varepsilon / 3, S\right\}$, then, for all $(t, x) \in \mathbb{T} \times S$, we have

$$
\begin{align*}
|f(t+\tau, x)-f(t, x)| \leq & \left|f(t+\tau, x)-f_{n_{0}}(t+\tau, x)\right|+\left|f_{n_{0}}(t+\tau, x)-f_{n_{0}}(t, x)\right|  \tag{3.35}\\
& +\left|f_{n_{0}}(t, x)-f(t, x)\right|<\varepsilon
\end{align*}
$$

that is, $\tau \in E(f, \varepsilon, S)$. Therefore, $E(f, \varepsilon, S)$ is also a relatively dense set; $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$. This completes the proof.

Theorem 3.28. If $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, denote $F(t, x)=\int_{0}^{t} f(s, x) \Delta s$, then $F(t, x)$ is almost periodic in $t$ uniformly for $x \in D$ if and only if $F(t, x)$ is bounded on $\mathbb{T} \times S$.

Proof. If $F(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, then it is easy to see that $F(t, x)$ is bounded on $\mathbb{T} \times S$.

If $F(t, x)$ is bounded, without loss of generality, then we can assume that $F(t, x)$ is a real-valued function. Denote

$$
\begin{equation*}
G:=\sup _{(t, x) \in \mathbb{T} \times S} F(t, x)>g:=\inf _{(t, x) \in \mathbb{T} \times S} F(t, x), \tag{3.36}
\end{equation*}
$$

for any $\varepsilon>0$, there exist $t_{1}$ and $t_{2}$ such that

$$
\begin{equation*}
F\left(t_{1}, x\right)<g+\frac{\varepsilon}{6}, \quad F\left(t_{2}, x\right)>G-\frac{\varepsilon}{6}, \quad \forall x \in S \tag{3.37}
\end{equation*}
$$

Let $l=l\left(\varepsilon_{1}, S\right)$ be an inclusion length of $E\left(f, \varepsilon_{1}, S\right)$, where $\varepsilon_{1}=\varepsilon / 6 d, d=\left|t_{1}-t_{2}\right|$. For any $\alpha \in \mathbb{T}$, take $\tau \in E\left(f, \varepsilon_{1}, S\right) \cap\left[\alpha-t_{1}, \alpha-t_{1}+l\right]$. Denote $s_{i}=t_{i}+\tau,(i=1,2), L=l+d$, so $s_{1}, s_{2} \in[\alpha, \alpha+L] \cap \mathbb{T}$, for all $x \in s$,

$$
\begin{align*}
F\left(s_{2}, x\right)-F\left(s_{1}, x\right) & =F\left(t_{2}, x\right)-F\left(t_{1}, x\right)-\int_{t_{1}}^{t_{2}} f(t, x) \Delta t+\int_{t_{1}+\tau}^{t_{2}+\tau} f(t, x) \Delta t \\
& =F\left(t_{2}, x\right)-F\left(t_{1}, x\right)+\int_{t_{1}}^{t_{2}}[f(t+\tau, x)-f(t, x)] \Delta t  \tag{3.38}\\
& >G-g-\frac{\varepsilon}{3}-\varepsilon_{1} d=G-g-\frac{\varepsilon}{2}
\end{align*}
$$

that is

$$
\begin{equation*}
\left(F\left(s_{1}, x\right)-g\right)+\left(G-F\left(s_{2}, x\right)\right)<\frac{\varepsilon}{2} \tag{3.39}
\end{equation*}
$$

Since

$$
\begin{equation*}
F\left(s_{1}, x\right)-g \geq 0, \quad G-F\left(s_{2}, x\right) \geq 0 \tag{3.40}
\end{equation*}
$$

in any interval with length $L$, there exist $s_{1}, s_{2}$ such that

$$
\begin{equation*}
F\left(s_{1}, x\right)<g+\frac{\varepsilon}{2}, \quad F\left(s_{2}, x\right)>G-\frac{\varepsilon}{2} . \tag{3.41}
\end{equation*}
$$

Now, we denote $\varepsilon_{2}=\varepsilon / 2 L$; in the following, we will prove that if $\tau \in E\left(f, \varepsilon_{2}, S\right)$, then $\tau \in E(F, \varepsilon, S)$. In fact, for any $(t, x) \in \mathbb{T} \times S$, one can take $s_{1}, s_{2} \in[t, t+L] \cap \mathbb{T}$ such that

$$
\begin{equation*}
F\left(s_{1}, x\right)<g+\frac{\varepsilon}{2}, \quad F\left(s_{2}, x\right)>G-\frac{\varepsilon}{2} \tag{3.42}
\end{equation*}
$$

so for $\tau \in E\left(f, \varepsilon_{2}, S\right)$, we have

$$
\begin{align*}
F(t+\tau, x)-F(t, x) & =F\left(s_{1}+\tau, x\right)-F\left(s_{1}, x\right)+\int_{t}^{s_{1}} f(t, x) \Delta t-\int_{t+\tau}^{s_{1}+\tau} f(t, x) \Delta t \\
& >g-\left(g+\frac{\varepsilon}{2}\right)-\int_{t}^{t_{1}}[f(t+\tau, x)-f(t, x)] \Delta t \\
& >-\frac{\varepsilon}{2}-\varepsilon_{2} L=-\varepsilon,  \tag{3.43}\\
F(t+\tau, x)-F(t, x) & =F\left(s_{2}+\tau, x\right)-F\left(s_{2}, x\right)+\int_{t}^{s_{2}} f(t, x) \Delta t-\int_{t+\tau}^{s_{2}+\tau} f(t, x) \Delta t \\
& <\frac{\varepsilon}{2}+\varepsilon_{2} L=\varepsilon .
\end{align*}
$$

That is, for $\tau \in E\left(f, \varepsilon_{2}, S\right)$, we have $\tau \in E(F, \varepsilon, S)$, so $F(t, x)$ is almost periodic in $t$ uniformly for $x \in D$. The proof is complete.

Theorem 3.29. If $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$ and $F(\cdot)$ is uniformly continuous on the value field of $f(t, x)$, then $F \circ f$ is almost periodic in $t$ uniformly for $x \in D$.

Proof. In fact, since $F$ is uniformly continuous on the value field of $f(t, x)$ and $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, there exists a real sequence $\alpha=\left\{\alpha_{n}\right\} \subseteq \Pi$ such that

$$
\begin{equation*}
T_{\alpha}(F \circ f)=\lim _{n \rightarrow+\infty} F\left(f\left(t+\alpha_{n}, x\right)\right)=F\left(\lim _{n \rightarrow+\infty} f\left(t+\alpha_{n}, x\right)\right)=F\left(T_{\alpha} f\right) \tag{3.44}
\end{equation*}
$$

holds uniformly on $\mathbb{T} \times S$. Hence, $F \circ f$ is almost periodic in $t$ uniformly for $x \in D$. The proof is complete.

Similar to the proof of Theorem 1.17 in [19], one can easily get the following.
Theorem 3.30. A function $f(t, x)$ is almost periodic in $t$ uniformly for $x \in D$ if and only if, for every pair of sequences $\alpha^{\prime}, \beta^{\prime} \subseteq \Pi$, there exist common subsequences $\alpha \subset \alpha^{\prime}, \beta \subset \beta^{\prime}$ such that

$$
\begin{equation*}
T_{\alpha+\beta} f(t, x)=T_{\alpha} T_{\beta} f(t, x) \tag{3.45}
\end{equation*}
$$

Definition 3.31. If every element of matrix function $M(t, x)=\left(m_{i j}(t, x)\right)_{n \times m^{\prime}}$, where $m_{i j}(t, x) \in$ $C(\mathbb{T}, \mathbb{E})(1,2, \ldots, n ; j=1,2, \ldots, m)$ is almost periodic in $t$ uniformly for $x \in D$, then $M(t, x)$ is called almost periodic in $t$ uniformly for $x \in D$.

If we use matrix norm: $|M(t, x)|=\sqrt{\sum_{i j} m_{i j}^{2}(t, x)}$, then the definition above can be rewritten as.

Definition 3.32. A matrix function $M(t, x)$ is almost periodic in $t$ uniformly for $x \in D$ if and only if, for any $\varepsilon>0$, the translation set

$$
\begin{equation*}
E(M, \varepsilon, S)=\{\tau \in \Pi:|M(t+\tau, x)-M(t, x)|<\varepsilon, \forall(t, x) \in \mathbb{T} \times S\} \tag{3.46}
\end{equation*}
$$

is a relatively dense set.
Theorem 3.33. Definition 3.31 is equivalent to Definition 3.32.
Proof. In fact, if $M(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, by Definition 3.31, then every element $m_{i j}(t, x)$ is almost periodic in $t$ uniformly for $x \in D$. Thus, for any $\varepsilon>0$, there exists nonempty relatively dense set $\theta=\bigcap_{i, j} E\left(m_{i j}(t, x), \varepsilon / \sqrt{m n}, S\right)$. For any $\tau \in \theta$, we have

$$
\begin{equation*}
|M(t+\tau, x)-M(t, x)|=\left[\sum_{i, j}\left|m_{i j}(t+\tau, x)-m_{i j}(t, x)\right|^{2}\right]^{1 / 2}<\varepsilon \tag{3.47}
\end{equation*}
$$

On the other hand, if, for any $\varepsilon>0, E(M, \varepsilon, S)$ is a relatively dense set, then, for any $i=1,2, \ldots, n, j=1,2, \ldots, m$ and $\tau \in E(M, \varepsilon, S)$, we have

$$
\begin{equation*}
\left|m_{i j}(t+\tau, x)-m_{i j}(t, x)\right|<|M(t+\tau, x)-M(t, x)|<\varepsilon, \quad \forall(t, x) \in \mathbb{T} \times S \tag{3.48}
\end{equation*}
$$

Hence, every element $m_{i j}(t, x)$ is almost periodic in $t$ uniformly for $x \in D$ that is, $M(t, x)$ is almost periodic in $t$ uniformly for $x \in D$. The proof is complete.

Definition 3.34. A continuous matrix function $M(t, x)$ is called normal if, for any sequence $\alpha^{\prime} \subseteq \Pi$, thenthere exists subsequence $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} M(t, x)$ exists uniformly on $\mathbb{T} \times S$.

Theorem 3.35. A continuous matrix function $M(t, x)$ is normal if and only if $M(t, x)$ is almost periodic in $t$ uniformly for $x \in D$.

Proof. If $M(t, x)$ is normal, then every element $m_{i j}(t, x)$ satisfies Definition 3.15, so $M(t)$ is almost periodic.

On the other hand, if $M(t, x)$ is almost periodic in $t$ uniformly for $x \in D$, by Definition 3.31, for any sequence $\alpha^{\prime} \subseteq \Pi$, thenthere exists subsequence $\alpha_{1} \subset \alpha^{\prime}$ such that $T_{\alpha_{1}} m_{11}(t, x)$ exists uniformly on $\mathbb{T} \times S$. Hence, there exists $\alpha_{2} \subset \alpha_{1}$, such that $T_{\alpha_{2}} m_{12}(t, x)$ exists uniformly on $\mathbb{T} \times S$; we can repeat this step $m n$ times, then we can get a series of subsequences satisfying

$$
\begin{equation*}
\alpha=\left\{\alpha_{k}\right\}=\alpha_{m n} \subset \alpha_{m n-1} \subset \ldots \subset \alpha_{2} \subset \alpha_{1} \subset \alpha^{\prime} \tag{3.49}
\end{equation*}
$$

such that

$$
\begin{equation*}
T_{\alpha} m_{i j}(t, x), \quad i=1,2, \ldots, n, j=1,2, \ldots, m \tag{3.50}
\end{equation*}
$$

exist uniformly on $\mathbb{T} \times S$. Therefore, there exists subsequence $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} M(t, x)$ exists uniformly on $\mathbb{T} \times S$; that is, $M(t, x)$ is normal. The proof is complete.

## 4. Almost Periodic Dynamic Equations on Almost Periodic Time Scales

Consider the following nonlinear dynamic equation

$$
\begin{equation*}
x^{\Delta}=f(t, x), \tag{4.1}
\end{equation*}
$$

where $f \in C\left(\mathbb{T} \times \mathbb{E}^{n}, \mathbb{E}^{n}\right)$; let $\Omega=\{x(t): x(t)$ is a bounded solution to (4.1) $\}$.
Definition 4.1. If $\Omega \neq \phi$, then $\lambda=\inf _{x \in \Omega}\|x\|$ exists $\lambda$ is called the least-value of solutions to (4.1). If there exists $\varphi(t) \in \Omega$ such that $\|\varphi\|=\lambda$, then $\varphi(t)$ is called a minimum norm solution to (4.1), where $\|\cdot\|=\sup _{t \in \mathbb{T}}|\cdot|$.

Similar to the proof of Theorem 5.1 in [19], one can easily get the following.
Lemma 4.2. If $f(t, x) \in C\left(\mathbb{T} \times S, \mathbb{E}^{n}\right)$ is bounded on $\mathbb{T} \times S$ and (4.1) has a bounded solution $\varphi(t)$ such that $\{\varphi(t), t \in \mathbb{T}\} \subset S$ and $\mathbf{0} \in S$, then (4.1) must have a minimum norm solution.

Lemma 4.3. If $f(t, x)$ is almost periodic in $t$ uniformly for $x \in \mathbb{E}^{n}, S=\overline{\left\{\varphi(t): t \geq t_{0}\right\}}$ and (4.1) has a bounded solution $\varphi(t)$ on $\left[t_{0}, \infty\right) \cap \mathbb{T}$, then (4.1) has a bounded solution $\psi(t)$ on $\mathbb{T}$ and $\{\psi(t), t \in$ $\mathbb{T}\} \subset S$.

Proof. In fact, we may take $\alpha^{\prime}=\left\{\alpha_{k}^{\prime}\right\} \subset \Pi$ such that $\lim _{n \rightarrow+\infty} \alpha_{k}^{\prime}=+\infty$ and $T_{\alpha^{\prime}} f(t, x)=f(t, x)$ holds uniformly on $\mathbb{T} \times S$. For any fixed $a$, consider the interval $(a, \infty) \cap \mathbb{T}$ and $\varphi_{k}(t)=\varphi\left(t+\alpha_{k}^{\prime}\right)$. It is easy to see that, for $k$ sufficiently large, $\left\{\varphi_{k}\right\}$ is defined on $(a, \infty) \cap \mathbb{T}$ and is a solution to $x^{\Delta}=f\left(t+\alpha_{k}^{\prime}, x\right)$ and $\left\{\varphi_{k}(t)\right\}$ is uniformly bounded and equicontinuous on $(a, \infty) \cap \mathbb{T}$. Then let $\alpha$ be a sequence which goes to $-\infty$, according to Lemma 2.3, there must exist $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} \varphi(t)=\psi(t)$ holds uniformly on any compact subset of $\mathbb{T}$ and, for all $t \in \mathbb{T}$, we have $\psi(t) \in S$. Since $T_{\alpha} f(t, x)=f(t, x)$, by Lemma 3.5, $\psi(t)$ is a solution to (4.1). This completes the proof.

Lemma 4.4. Let $f(t, x) \in C\left(\mathbb{T} \times \mathbb{E}^{n}, \mathbb{E}^{n}\right)$ be almost periodic in $t$ uniformly for $x \in \mathbb{E}^{n}$. If (4.1) has a minimum norm solution, then, for any $g(t, x) \in H(f)$, the following equation:

$$
\begin{equation*}
x^{\Delta}=g(t, x) \tag{4.2}
\end{equation*}
$$

has the same least-value of solutions as that to (4.1).
Proof. Let $\varphi(t)$ be the minimum norm solution to (4.1) and $\lambda$ is the least-value. Since $g(t, x) \in$ $H(f)$, there exists a sequence $\alpha^{\prime} \in \Pi$ such that $T_{\alpha^{\prime}} f(t, x)=g(t, x)$ holds uniformly on $\mathbb{T} \times S$. From Lemma 2.3, there exists $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} \varphi(t)=\psi(t)$ holds uniformly on any compact subset of $\mathbb{T}$. By Lemma 3.5, $\psi(t)$ is a solution to (4.2). For $|\varphi(t)| \leq \lambda$, we have $|\psi(t)| \leq \lambda$; thus, $\lambda^{\prime}=\|\psi(t)\| \leq \lambda$. Since $\varphi(t)=T_{-\alpha} \psi(t)$ and $|\psi(t)| \leq \lambda^{\prime}$, we have $|\varphi(t)| \leq \lambda^{\prime}$; thus, $\lambda=\|\varphi(t)\| \leq \lambda^{\prime}$. Therefore, $\lambda=\lambda^{\prime}$. The proof is complete.

From the process of the proof of Lemma 4.4, one can easily get the following.
Lemma 4.5. If $\varphi(t)$ is a minimum norm solution to (4.1) and there exists a sequence $\alpha^{\prime} \subseteq \Pi$ such that $T_{\alpha^{\prime}} f(t, x)=g(t, x)$ exists uniformly on $\mathbb{T} \times S$, furthermore, if there exists a subsequence $\alpha \subset \alpha^{\prime}$ such that $T_{\alpha} \varphi(t)=\psi(t)$ holds uniformly on any compact set of $\mathbb{T}$, then $\psi(t)$ is a minimum norm solution to (4.2).

Lemma 4.6. Let $f(t, x) \in C\left(\mathbb{T} \times \mathbb{E}^{n}, \mathbb{E}^{n}\right)$ be almost periodic in $t$ uniformly for $x \in \mathbb{E}^{n}$ and, for every $g(t, x) \in H(f)$, (4.2) has a unique minimum norm solution; then theses minimum norm solutions are almost periodic on $\mathbb{T}$.

Proof. For a fixed $g(t, x) \in H(f)$, (4.2) has the unique minimum norm solution $\psi(t)$. Since $g(t, x)$ is almost periodic in $t$ uniformly for $x \in \mathbb{E}^{n}$, we have that for any sequences $\alpha^{\prime}, \beta^{\prime} \subseteq \Pi$, there exist common subsequences $\alpha \subset \alpha^{\prime}, \beta \subset \beta^{\prime}$ such that $T_{\alpha+\beta} g(t, x)=T_{\alpha} T_{\beta} g(t, x)$ holds uniformly on $\mathbb{T} \times S$ and $T_{\alpha} T_{\beta} \psi(t), T_{\alpha+\beta} \psi(t)$ hold uniformly on $\mathbb{T}$. It follows from Lemmas 4.4 and 4.5 that $T_{\alpha} T_{\beta} \psi(t)$ and $T_{\alpha+\beta} \psi(t)$ are minimum norm solutions to the following equation:

$$
\begin{equation*}
x^{\Delta}=T_{\alpha+\beta} g(t, x) . \tag{4.3}
\end{equation*}
$$

Since the minimum norm solution is unique, we have $T_{\alpha} T_{\beta} \psi(t)=T_{\alpha+\beta} \psi(t)$. Therefore, $\psi(t)$ is almost periodic. The proof is complete.

We will now discuss the linear almost periodic dynamic equation on an almost periodic time scale $\mathbb{T}$ :

$$
\begin{equation*}
x^{\Delta}=A(t) x+f(t) \tag{4.4}
\end{equation*}
$$

and its associated homogeneous equation

$$
\begin{equation*}
x^{\Delta}=A(t) x \tag{4.5}
\end{equation*}
$$

where $A(t)$ is an almost periodic matrix function and $f(t)$ is an almost periodic vector function.

Definition 4.7. If $B \in H(A)$, thenwe say that

$$
\begin{equation*}
y^{\Delta}=B(t) y \tag{4.6}
\end{equation*}
$$

is a homogeneous equation in the hull of (4.4).
Definition 4.8. If $B \in H(A)$ and $g \in H(f)$, then we say that

$$
\begin{equation*}
y^{\Delta}=B(t) y+g(t) \tag{4.7}
\end{equation*}
$$

is an equation in the hull of (4.4).
Definition 4.9 (see [31]). Let $A(t)$ be $n \times n$ rd-continuous matrix function on $\mathbb{T}$; the linear system

$$
\begin{equation*}
x^{\Delta}(t)=A(t) x(t) \tag{4.8}
\end{equation*}
$$

is said to admit an exponential dichotomy on $\mathbb{T}$ if there exist positive constants $K$, $\alpha$, projection $P$, and the fundamental solution matrix $X(t)$ of (4.8), satisfying

$$
\begin{gather*}
\left|X(t) P X^{-1}(s)\right| \leq K e_{\ominus \alpha}(t, s), \quad s, t \in \mathbb{T}, t \geq s \\
\left|X(t)(I-P) X^{-1}(s)\right| \leq K e_{\ominus \alpha}(s, t), \quad s, t \in \mathbb{T}, t \leq s \tag{4.9}
\end{gather*}
$$

Similar to the proof of Theorem 5.7 (Favard's Theorem) in [19], one can obtain that the following.

Lemma 4.10. If $A(t)$ is an almost periodic matrix function and $x(t)$ is an almost periodic solution of the homogeneous linear almost periodic dynamic equation $x^{\Delta}=A(t) x$, then $\inf _{t \in \mathbb{T}}|x(t)|>0$ or $x(t) \equiv 0$.

Similar to the proof of Theorems 6.3 and 5.8 in [19], one can easily get.
Lemma 4.11. Suppose that (4.5) has an almost periodic solution $x(t)$ and $\inf _{t \in \mathbb{T}}|x(t)|>0$. If (4.4) has bounded solution on $\left[t_{0}, \infty\right) \cap \mathbb{T}$, then $(4.4)$ has an almost periodic solution.

Lemma 4.12. If every bounded solution of a homogeneous equation in the hull of (4.4) is almost periodic, then all bounded solutions of (4.4) are almost periodic.

Proof. According to Lemma 4.10, we know that every nontrivial bounded solution of equations in the hull of (4.4) satisfies $\inf _{t \in \mathbb{T}}|x(t)|>0$. From Lemma 4.11, it follows that if (4.4) has bounded solutions on $\mathbb{T}$, then (4.4) must have an almost periodic solution $\psi(t)$. If $\varphi(t)$ is an arbitrary bounded solution of (4.4), then $\eta(t)=\psi(t)-\varphi(t)$ is a bounded solution of its associated homogeneous equation (4.5) and it is almost periodic. Thus, $\varphi(t)$ is almost periodic. This completes the proof.

Lemma 4.13. If a homogeneous equation in the hull of (4.4) has the unique bounded solution $x(t) \equiv$ 0 , then (4.4) has a unique almost periodic solution.

Proof. Let $\psi(t)$, and $\varphi(t)$ be two bounded solutions to (4.4), then $x(t)=\varphi(t)-\psi(t)$ is a solution of a homogeneous equation in the hull of (4.4), since $x(t) \equiv 0$, we have that $\varphi(t) \equiv \psi(t)$. Thus, by Lemma 4.12, (4.4) has a unique almost periodic solution. This completes the proof.

Similar to the proof of Lemma 7.4 in [16], one can easily prove that the following.
Lemma 4.14. Let $P$ be a projection and $X$ a differentiable invertible matrix such that $X P X^{-1}$ is bounded on $\mathbb{T}$. Then, there exists a differentiable matrix $S$ such that $X P X^{-1}=S P S^{-1}$ for all $t \in \mathbb{T}$ and $S, S^{-1}$ are bounded on $\mathbb{T}$. In fact, there is an $S$ of the form $S=X Q^{-1}$, where $Q$ commutes with $P$.

Similar to the proof of Lemma 7.5, in [19], one can easily get.
Lemma 4.15. If (4.5) has an exponential dichotomy and $X(t)$ is the fundamental solution matrix of (4.5), $C$ non-singular, then $X(t) C$ has an exponential dichotomy with the same projection $P$ if and only if $C P=P C$.

Similar to the proof of Theorem 7.6 in [19], we can easily obtain.
Lemma 4.16. Suppose that $A(t)$ is an almost periodic matrix function and (4.5) has an exponential dichotomy, then for every $B(t) \in H(A)$, (4.6) has an exponential dichotomy with the same projection $P$ and the same constants $K, \alpha$.

Lemma 4.17. If the homogeneous equation (4.5) has an exponential dichotomy, then (4.5) has only one bounded solution $x(t) \equiv 0$.

Proof. Let $X(t)$ be the fundamental solution matrix to (4.5). For any sequence $\alpha \subset \Pi$, denote $A_{n}=A\left(t+\alpha_{n}\right), X_{n}(t)=X\left(t+\alpha_{n}\right)$. Since the homogeneous equation (4.5) has an exponential dichotomy, it is easy to see that there exists a constant $M$ such that $\left\|X_{n}(t)\right\| \leq M$ and $\left\|X^{\Delta}(t)\right\|=$ $\left\|A_{n}(t) X_{n}(t)\right\| \leq \bar{A} M$, where $\bar{A}=\sup _{t \in \mathbb{T}}\|A(t)\|$. Therefore, by Lemma 2.3, there exists $\left\{\alpha_{n_{k}}\right\}:=$ $\alpha^{\prime} \subset \alpha$ such that $\left\{X_{n_{k}}\right\}$ converges uniformly on any compact subset of $\mathbb{T}$ and $\lim _{n \rightarrow+\infty} X\left(t+\alpha_{n}\right)$ exists uniformly on $\mathbb{T}$. So, $X(t)$ is almost periodic. Since the homogeneous equation (4.5) has an exponential dichotomy, $\inf _{t \in \mathbb{T}} x(t)=0$, from Lemma 4.10, $x(t) \equiv 0$. This completes the proof.

Lemma 4.18. If the homogeneous equation (4.5) has an exponential dichotomy, then all equations in the hull of (4.5) have only one bounded solution $x(t) \equiv 0$.

Proof. By Lemma 4.16, all equations in the hull of (4.5) have an exponential dichotomy; according to Lemma 4.17, all equations in the hull of (4.5) have only one bounded solution $x(t) \equiv 0$. This completes the proof.

Similar to the proof of Theorem 7.7 in [19], we have the following.
Theorem 4.19. Let $A(t)$ be an almost periodic matrix function and $f(t)$ be an almost periodic vector function. If (4.5) admits an exponential dichotomy, then (4.4) has a unique almost periodic solution:

$$
\begin{equation*}
x(t)=\int_{-\infty}^{t} X(t) P X^{-1}(\sigma(s)) f(s) \Delta s-\int_{t}^{+\infty} X(t)(I-P) X^{-1}(\sigma(s)) f(s) \Delta s \tag{4.10}
\end{equation*}
$$

where $X(t)$ is the fundamental solution matrix of (4.5).

Example 4.20. Consider the following dynamic equation on an almost periodic time scale $\mathbb{T}$

$$
\begin{equation*}
x^{\Delta}(t)=A x(t)+f(t) \tag{4.11}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cc}
-6 & 0  \tag{4.12}\\
0 & -6
\end{array}\right), \quad f(t)=\binom{\sin \sqrt{3} t}{\cos \sqrt{2} t}, \quad \mu(t) \neq \frac{1}{6}
$$

Obviously, $I+\mu(t) A$ is invertible for all $\mathbb{T}$, so $A \in \mathcal{R}$. We claim that the homogeneous equation of (4.11) admits an exponential dichotomy. In fact, the eigenvalues of the coefficient matrix in (4.11) are $\lambda_{1}=\lambda_{2}=-6$, according to Theorem 5.35 (Putzer Algorithm) in [1], the $P$-matrices are given by

$$
P_{0}=I=\left(\begin{array}{ll}
1 & 0  \tag{4.13}\\
0 & 1
\end{array}\right), \quad P_{1}=\left(A-\lambda_{1} I\right) P_{0}=A+6 I=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

We want to choose

$$
\begin{equation*}
r_{1}^{\Delta}=-6 r_{1}, \quad r_{1}\left(t_{0}\right)=1, \quad r_{2}^{\Delta}=r_{1}-6 r_{2}, \quad r_{2}\left(t_{0}\right)=0 \tag{4.14}
\end{equation*}
$$

Solving the first IVP for $r_{1}$, we get that $r_{1}(t)=e_{-6}\left(t, t_{0}\right)$. Solving the second IVP, that is,

$$
\begin{equation*}
r_{2}^{\Delta}=-6 r_{2}+e_{-6}\left(t, t_{0}\right), r_{2}\left(t_{0}\right)=0 \tag{4.15}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
r_{2}=e_{-6}\left(t, t_{0}\right) \int_{t_{0}}^{t} \frac{\Delta s}{1-6 \mu(s)} \tag{4.16}
\end{equation*}
$$

Using Theorem 5.35 (Putzer Algorithm) in [1], we get

$$
e_{A}\left(t, t_{0}\right)=r_{1}(t) P_{0}+r_{2}(t) P_{1}=e_{-6}\left(t, t_{0}\right)\left(\begin{array}{ll}
1 & 0  \tag{4.17}\\
0 & 1
\end{array}\right)
$$

Thus,

$$
\left|X(t) P_{0} X^{-1}(s)\right|=\left\|e_{-6}\left(t, t_{0}\right)\left(\begin{array}{ll}
1 & 0  \tag{4.18}\\
0 & 1
\end{array}\right) e_{\ominus-6}\left(s, t_{0}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\right\| \leq \sqrt{2} e_{\ominus 3}(t, s)
$$

Then, we can take $K=\sqrt{2}, \alpha=3$ such that the homogeneous equation of (4.11) admits an exponential dichotomy. Finally, according to Theorem 4.19, we can get the unique almost
periodic solution of (4.11):

$$
\begin{align*}
x(t) & =\int_{-\infty}^{t} X(t) P_{0} X^{-1}(\sigma(s)) f(s) \Delta s-\int_{t}^{+\infty} X(t)\left(I-P_{0}\right) X^{-1}(\sigma(s)) f(s) \Delta s \\
& =\int_{-\infty}^{t} e_{-6}(t, \sigma(s))\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\binom{\sin \sqrt{3} s}{\cos \sqrt{2} s} \Delta s . \tag{4.19}
\end{align*}
$$

## 5. Almost Periodic Solutions to a Nonlinear Dynamic Equation on Time Scales

As an application of our results obtained in the previous sections, in this section, we consider the following dynamic equation with delays on almost periodic time scale $\mathbb{T}$ :

$$
\begin{equation*}
x^{\Delta}(t)=A(t) x(t)+\sum_{i=1}^{n} f\left(t, x\left(t-\tau_{i}(t)\right)\right) . \tag{5.1}
\end{equation*}
$$

Theorem 5.1. Suppose that the following hold:
$\left(H_{2}\right) A(t)$ is an almost periodic matrix function on $\mathbb{T}$, for every $i=1,2, \ldots, n, \tau_{i}(t)$ is almost periodic on $\mathbb{T}, t-\tau_{i}(t) \in \mathbb{T}$, for $t \in \mathbb{T}$, and $f \in C\left(T \times \mathbb{R}^{n}, \mathbb{R}^{n}\right)$ is almost periodic uniformly in $t$ for $x \in \mathbb{R}^{n}$;
$\left(H_{1}\right) x^{\Delta}(t)=A(t) x(t)$ admits an exponential dichotomy on $\mathbb{T}$ with positive constants $K$ and $\alpha$.;
$\left(H_{2}\right)$ There exists $M<\alpha /(2+\mu \alpha)$ Kn such that $|f(t, x)-f(t, y)| \leq M|x-y|$ for $t \in \mathbb{T}, x, y \in$ $\mathbb{R}^{n}$.

Then system (5.1) has a unique almost periodic solution.

Proof. For any $\varphi \in A P(\mathbb{T})$, consider the following equation:

$$
\begin{equation*}
x^{\Delta}(t)=A(t) x(t)+\sum_{i=1}^{n} f\left(t, \varphi\left(t-\tau_{i}(t)\right)\right) . \tag{5.2}
\end{equation*}
$$

According to Theorem 4.19, (5.2) has a unique solution $T \varphi \in A P(\mathbb{T})$ and

$$
\begin{align*}
T \varphi(t)= & \int_{-\infty}^{t} X(t) P X^{-1}(\sigma(s)) \sum_{i=1}^{n} f\left(s, \varphi\left(s-\tau_{i}(s)\right)\right) \Delta s  \tag{5.3}\\
& -\int_{t}^{+\infty} X(t)(I-P) X^{-1}(\sigma(s)) \sum_{i=1}^{n} f\left(s, \varphi\left(s-\tau_{i}(s)\right)\right) \Delta s .
\end{align*}
$$

Define a mapping $T: A P(\mathbb{T}) \rightarrow A P(\mathbb{T})$ by setting $(T \varphi)(t)=x_{\varphi}(t)$, for all $x \in A P(\mathbb{T})$. From $\left(H_{1}\right)$, we have

$$
\begin{gather*}
\left|X(t) P X^{-1}(s)\right| \leq K e_{\ominus \alpha}(t, s), \quad s, t \in \mathbb{T}, t \geq s  \tag{5.4}\\
\left|X(t)(I-P) X^{-1}(s)\right| \leq K e_{\ominus \alpha}(s, t), \quad s, t \in \mathbb{T}, t \leq s
\end{gather*}
$$

For any $\varphi, \psi \in A P(\mathbb{T})$, we have

$$
\begin{align*}
\|T \varphi-T \psi\| \leq & \int_{-\infty}^{t} X(t) P X^{-1}(\sigma(s)) \sum_{i=1}^{n}\left|f\left(s, \varphi\left(s-\tau_{i}(s)\right)\right)-f\left(s, \psi\left(s-\tau_{i}(s)\right)\right)\right| \Delta s \\
& -\int_{t}^{+\infty} X(t)(I-P) X^{-1}(\sigma(s)) \sum_{i=1}^{n}\left|f\left(s, \varphi\left(s-\tau_{i}(s)\right)\right)-f\left(s, \psi\left(s-\tau_{i}(s)\right)\right)\right| \Delta s \\
\leq & {\left[\int_{-\infty}^{t} K_{\odot \alpha}(t, \sigma(s)) \Delta s+\int_{t}^{+\infty} K_{\odot \alpha}(\sigma(s), t) \Delta s\right] \sum_{i=1}^{n} M\|\varphi-\psi\| } \\
\leq & \frac{2+\bar{\mu} \alpha}{\alpha} K n M\|\varphi-\psi\|, \tag{5.5}
\end{align*}
$$

where $\bar{\mu}=\sup _{t \in \mathbb{T}} \mu(t)$. Since $\left(H_{2}\right), T$ is a contractive operator. Therefore, (5.1) has a unique almost periodic solution.
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