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We consider mixed problems for the Kirchhoff elastic and thermoelastic sys-
tems, subject to boundary control in the clamped boundary conditions BC
(clamped control). If w denotes the elastic displacement and θ the temper-
ature, we establish sharp regularity of {w,wt ,wtt } in the elastic case, and
of {w,wt ,wtt ,θ} in the thermoelastic case. Our results complement those by
Lagnese and Lions (1988), where sharp (optimal) trace regularity results are ob-
tained for the corresponding boundary homogeneous cases. The passage from
the boundary homogeneous cases to the corresponding mixed problems involves
a duality argument. However, in the present case of clamped BC, and only in this
case, the duality argument in question is both delicate and technical. In this re-
spect, the clamped BC are “exceptional” within the set of canonical BC (hinged,
clamped, free BC). Indeed, it produces new phenomena which are accounted
for by introducing new, untraditional factor (quotient) spaces. These are critical
in describing both interior regularity and exact controllability of mixed elastic
and thermoelastic Kirchhoff problems with clamped controls.

1. Introduction, motivation, statement of main results on regularity
of Kirchhoff systems with clamped boundary controls

The main goal of this paper is to provide sharp, in fact optimal, regularity re-
sults of mixed problems involving Kirchhoff elastic and thermoelastic systems,
with control acting in the clamped boundary conditions (BC). The correspond-
ing sharp trace regularity results for the corresponding homogeneous Kirch-
hoff elastic and thermoelastic systems are already available in the literature [7,
pages 123, 157–158]. However, the passage—by duality or transposition—from
the latter homogeneous problem in [7] to the former mixed problem given here
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is both delicate and technical. In this respect, the clamped BC are “exceptional”
within the set of canonical BC (hinged, clamped, free BC). As we will see, this
passage will require first, the introduction of untraditional, new function spaces
(called L̃2(�) and H̃−1(�) see (2.29) and (3.35) below); next, the study of
their properties (in particular, their key characterizations as appropriate factor,
or quotient, spaces, given in Propositions 2.7 and 3.3, respectively, along with
the identity in (3.38)); finally, some untraditional and nonstandard dualities,
dictated by the intrinsic underlying spaces. Key regularity results of the present
paper follow.

1.1. The elastic and thermoelastic mixed problems

Elastic Kirchhoff equation. Let � be an open bounded domain in R
n with

smooth boundary �. Consider the following Kirchhoff elastic mixed problem
with clamped boundary control in the unknown w(t,x):

wtt −γ�wtt +�2w = 0 in (0,T ]×� ≡ Q; (1.1a)

w(0, ·) = w0, wt (0, ·) = w1 in �; (1.1b)

w|� ≡ 0,
∂w

∂ν

∣∣∣∣
�

≡ u in (0,T ]×� ≡ �. (1.1c)

In (1.1a), γ is a positive constant to be kept fixed throughout this paper,
γ > 0. When n = 2, problem (1.1) describes the evolution of the displacement
w of the elastic Kirchhoff plate model, which accounts for rotational inertia. In
it, the constant γ is proportional to the square of the thickness of the plate [7, 8].

Thermoelastic Kirchhoff equations. With �, �, and γ > 0 as above, consider
now the corresponding thermoelastic mixed problem with clamped boundary
control in the unknown {w(t,x),θ(t,x)}

wtt −γ�wtt +�2w+�θ = 0 in (0,T ]×� ≡ Q;
θt −�θ −�wt = 0 in Q;
w(0, ·) = w0, wt (0, ·) = w1, θ(0, ·) = θ0 in �;

w|� ≡ 0; ∂w

∂ν

∣∣∣∣
�

≡ u; θ |� ≡ 0 in (0,T ]×� ≡ �.

(1.2)

Again, when n = 2, problem (1.2) describes the evolution of the displacement
w and of the temperature θ (with respect to the stress-free temperature) of the
thermoelastic Kirchhoff plate model, which accounts for rotational inertia [7, 8].

1.2. Statement of main results: optimal interior regularity. The following
results provide optimal regularity properties for the mixed problems (1.1) and
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(1.2). They justify the introduction of the spaces L̃2(�) and H̃−1(�) in Sections
2.2, 2.3, 2.4, and 3, respectively.

Theorem 1.1. Consider the Kirchhoff elastic problem (1.1) with {w0,w1} = 0
subject to the hypothesis that

u ∈ L2
(
0,T ;L2(�)

) ≡ L2(�). (1.3)

Then, continuously,

w ∈ C
([0,T ];H 1

0 (�)
);

wt ∈ C
([0,T ]; L̃2(�)

); (1.4)

wtt ∈ L2
(
0,T ;H̃−1(�)

)
. (1.5)

Theorem 1.1 is proved in Section 4.5. A complementary surjectivity result is
given in Theorem 1.4, after the introduction of the preliminary material.

Theorem 1.2. Consider the Kirchhoff thermoelastic problem (1.2) with {w0,w1,

θ0} = 0, subject to the same hypothesis (1.3) on u. Then, the map

u ∈ L2
(
0,T ;L2(�)

) �⇒ {
w,wt

} ∈ C
([0,T ];H 1

0 (�)× L̃2(�)
)

(1.6)

�⇒
[
wtt − 1

γ
θ

]
∈ L2

(
0,T ;H̃−1(�)

)
(1.7)

�⇒ θ ∈ Lp

(
0,T ;H−1(�)

)∩C
([0,T ];H−1−ε(�)

)
,

1 < p < ∞; ∀ε > 0,

(1.8)

is continuous. However, in addition

θ ∈ C
([0,T ];L2(�)

)
, and wtt ∈ L2

(
0,T ;H̃−1(�)

)
, but not

continuously in u ∈ L2
(
0,T ;L2(�)

)
.

(1.9)

Theorem 1.2 is proved in Section 5.1. The regularity of {w,wt } in Theorem
1.2 is sharp. As to the regularity of θ , an alternative complementary result,
which neither contains Theorem 1.2, (1.8) and (1.9), nor is contained by it, is
as follows.

Theorem 1.3. With reference to the Kirchhoff thermoelastic problem (1.2) with
{w0,w1,θ0} = 0, then

θ(t) = −wt(t)+θ1(t), (1.10)
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where wt satisfies (1.6) of Theorem 1.2, while θ1 satisfies the following property:
the map

u∈L2
(
0,T ;L2(�)

)
−→θ1(t)=

∫ t

0
e−�(t−τ)wtt (τ )dτ ∈ C

([0,T ];[H 1/2
00 (�)

]′) (1.11)

is continuous, where H
1/2
00 (�) = �(�1/4) (see [19, page 66]).

A sketch of the proof of Theorem 1.3 is given in Section 5.2.

1.3. Literature

Kirchhoff elastic problem (1.1). With reference, at first, to the homogeneous
Kirchhoff system

φtt −γ�φtt +�2φ = 0 in (0,T ]×� ≡ Q; (1.12a)

φ(T , ·) = φ0, φt (T , ·) = φ1 in �; (1.12b)

φ|� ≡ 0; ∂φ

∂ν

∣∣∣∣
�

≡ 0 in (0,T ]×� ≡ �, (1.12c)

where {
φ0,φ1

} ∈ H 2
0 (�)×H 1

0 (�), (1.13)

sharp trace estimates were obtained in [7]. More precisely, [7] establishes, by
multiplier techniques, both of the following results:

(i) the trace regularity inequality for any T > 0,

∫ T

0

∫
�

|�φ|2d� ≤ cT

∥∥{
φ0,φ1

}∥∥2
H 2

0 (�)×H 1
0 (�)

, (1.14)

(see [7, equation (2.2.4), page 123]), for some constant cT > 0,
(ii) the continuous observability inequality, for all T > some T0 > 0,

c
(
T −T0

)∥∥{
φ0,φ1

}∥∥2
H 2

0 (�)×H 1
0 (�)

≤
∫ T

0

∫
�(x0)

|�φ|2d�, c > 0,
(1.15)

(see [7, equation (2.2.3), page 123]). Here, T0 is a suitable positive
constant, depending on γ > 0, as well as the domain, and �(x0) = {x ∈
� : (x −x0) ·ν(x) ≥ 0}, where ν(x) = unit outward normal at x ∈ �.

As is well known, it is a common duality or transposition argument that
converts, as usual, inequalities such as (1.14) and (1.15), into, respectively:
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(a) an interior regularity result u → {w,wt } of the w-problem (1.1)
(see [12]);

(b) an exact controllability result (surjectivity or ontoness of the map)

u ∈ L2
(
0,T ;L2

(
�

(
x0

))) −→ {
w(T ),wt (T )

}
(1.16)

onto a suitable state space (see [11, 12]).

However, in the present case, the duality or transposition argument is non-
standard, due to the special function spaces involved related to the BC. The
details, taken from [4, 9, 22], are given in Section 4.5 in a systematic func-
tional analytic treatment. Here, we carry out a PDE-version of the transposition
argument to deduce the interior regularity u → {w,wt } in (a).

PDE-version of duality argument. Multiplying the nonhomogeneous w-problem
(1.1) with {w0,w1} = 0 and u ∈ L2(0,T ;L2(�)) by the solution φ of prob-
lem (1.12), we obtain after integration by parts in t , and we use of Green’s
second theorem, once the appropriate boundary conditions (1.1c) and (1.12c)
are invoked:

0 =
∫ T

0

(
(1−γ�)wtt ,φ

)
�

dt +
∫ T

0

(
�2w,φ

)
�

dt

= [(
(1−γ�)wt ,φ

)
�

]T
0 −[(

(1−γ�)w,φt

)
�

]T
0

+
∫ T

0

(
(1−γ�)w,φtt

)
�

dt +
∫ T

0

(
w,�2φ

)
�

dt

+
∫ T

0

(
∂w

∂ν
,�φ

)
�

dt,

(1.17)

where ( , ) denotes L2(�) or L2(�)-norms. In the first integral term on the right
of (1.17), (1 −γ�) may be moved from the left (as acting on w) to the right
(as acting on φtt ) by Green’s theorem, with no boundary terms by (1.12c), after
which the use of (1.12a) makes the sum of the first two integral terms on the
right of (1.17) vanish. Finally, this and (1.1c) yield from (1.17)(

(1−γ�)wt(T ),φ(T )
)
L2(�)

−(
(1−γ�)w(T ),φt (T )

)
L2(�)

+
∫ T

0

(
u,�φ|�

)
�

dt = 0.
(1.18)

The boundary integral term in (1.18) is well defined by u in (1.3) and �φ|�
in (1.14). Thus, we need to investigate the well-posedness of the terms involving
the initial conditions(

(1−γ�)wt(T ),φ(T )
)
L2(�)

,
(
(1−γ�)w(T ),φt (T )

)
L2(�)

. (1.19)
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As φt (T ) ∈ H 1
0 (�) by (1.13), the well-posedness of the second term in (1.19)

then requires

(1−γ�)w(T ) = �γ w(T ) ∈ H−1(�) ≡ [
�

(
�1/2

γ

)]′
, (1.20)

invoking the operator �γ in (2.2) below (since w(T ) satisfies zero Dirichlet
BC, as in (1.1c)); or finally

w(T ) ∈ �
(
�1/2

γ

) ≡ H 1
0 (�). (1.21)

So far, all is essentially standard. Not so for the first term of (1.19), however.
Indeed, as φ(T ) ∈ H 2

0 (�) by (1.13), the well-posedness of the first term in (1.19)
then requires

(1−γ�)wt(T ) = �γ wt (T ) ∈ H−2(�) ≡ [
�

(
A1/2)]′, (1.22)

invoking the operator �γ in (2.2) below (since wt(T ) satisfies zero Dirichlet
BC, by (1.1c)), as well as the elastic operator A in (2.1) and (2.3) below. Thus,
(1.22) characterizes wt(T ) as satisfying the condition

A−1/2�γ wt (T ) ∈ L2(�). (1.23)

But (1.23), in turn, characterizes wt(T ) as belonging to the space which we call
L̃2(�) in Section 2.2, (2.29), see its characterization (2.33). We conclude that

wt(T ) ∈ L̃2(�). (1.24)

This conclusion was already noted in [9], via, however, a functional analytic
(rather than PDE’s) approach, such as the one in Section 4.5 below, but the space
L̃2(�) was not clarified there beyond its definition (2.29) below. In particular,
the characterization (2.49) of Proposition 2.7 is a new result of the present
paper. [9] was motivated by [7], where the space L̃2(�) for wt does not appear.
The point that we wish to make is that it is the space L̃2(�) (not L2(�)) that
describes the optimal regularity—as well as the controllability—of the velocity
wt of the mixed problem (1.1).

Surjectivity. Thus conclusions (1.4) of Theorem 1.1 can be complemented with
the following (exact controllability) surjectivity result, arising this time from the
continuous observability inequality (1.15) by transposition or duality [11, 12].

Theorem 1.4. With reference to the mixed problem (1.1), the map{
w0,w1

} = 0, u ∈ L2
(
0,T ;L2

(
�

(
x0

))) −→ {
w(T ),wt (T )

}
(1.25)

is surjective (onto) H 1
0 (�) × L̃2(�), for all T > T0 > 0, with T0 defined

in (1.15).



I. Lasiecka and R. Triggiani 447

To further elaborate, any (target) state {v1,v2} with v1 ∈ H 1
0 (�) and v2 ∈ �

(the null space of generalized harmonic functions defined in (2.5) below) cannot
be reached from the origin over a time interval [0,T ], T > T0, by using an
L2(0,T ;L2(�(x0)))-control. Similarly, by reversing time, an initial condition
{w0,w1} with w0 ∈ H 1

0 (�) and w1 ∈ � cannot be steered to rest (0,0) over the
time interval [0,T ], by using an L2(0,T ;L2(�(x0)))-control. This is so since,
by Proposition 2.7, any element h ∈ � has zero norm in L̃2(�) : ‖h‖

L̃2(�)
= 0,

as the null space � of the operator (1−γ�) consisting of generalized harmonic
functions defined in (2.5) acts as the zero element in L̃2(�).

In conclusion, Theorem 1.1 for {w,wt }, as well as Theorem 1.4 do add new
critical insight over the literature [7, 9]. In addition, the regularity (1.5) for wtt

is entirely new. All this has critical implications on coupled systems such as
thermoelastic systems, as well as viscoelastic systems [9].

Kirchhoff thermoelastic problem (1.2). For brevity, we limit our comments to
the following considerations. The regularity (1.6) for {w,wt } is the same as that
given (and proved) in [22]. However, regarding the regularity of wtt and θ , the
statements in (1.7), (1.8), and (1.9) of Theorem 1.2, as well as Theorem 1.3
represent a clarification over the literature [3, 4, 7, 22].

As the spaces L̃2(�) and H̃−1(�) (their definitions, their properties, such as
(2.49), (3.19), and (3.38), and surrounding considerations) are not present in [7],
we are unable to justify the claims for wt asserted to be in L∞(0,T ;L2(�)), and
for θ asserted to be in L∞(0,T ;L2(�)) continuously in u ∈ L2(0,T ;L2(�)),
which are made in [7, equations (3.30), (3.31), page 160]: this reference states
that they simply follow by a duality or transposition argument (such as the
one from (1.17) to (1.24), in the elastic case) over the trace inequality in [7,
equation (3.11), page 157], which is the counterpart of (1.14) in the thermoelastic
case. (Even if wt were in L∞(0,T ;L2(�)), then

∫ t

0 e−�(t−τ)�wt(τ )dτ would
not be in C([0,T ];L2(�)), but only in Lp(0,T ;L2(�))∩C([0,T ];H−ε(�)),
for any 1 < p < ∞, and any ε > 0. There is no “maximal regularity” for
the L∞(0,T ; ·)-spaces. See (5.20) below. Moreover, our claim in this paper is
that wt ∈ C([0,T ]; L̃2(�)) instead, as in (1.7).) By contrast we find that the
regularity of θ ∈ C([0,T ];L2(�)) is not continuous in u ∈ L2(0,T ;L2(�)),
see (1.9), and requires the analysis of wtt , which involves the new space H̃−1(�).
To get continuity in u ∈ L2(0,T ;L2(�)), lower topologies are involved in our
analysis for θ , as in (1.8) or (1.10) and (1.11). Theorem 1.3 requires a delicate
trace analysis, which is sketched in Section 5.2.

Theorems 1.1, 1.2, and 1.3 are the main results of this paper regarding the
(optimal at least for {w,wt }) interior regularity of elastic and thermoelastic
mixed problems, with clamped boundary controls. To achieve them, we need
to introduce, and study the properties of two untraditional or new space L̃2(�)

and H̃−1(�), below. These spaces occur also in describing the regularity of, say,
the Kirchhoff elastic problem under irregular right-hand side. This is carried out
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in Section 4.2, which complements results in [21, Proposition 3.4], which were
motivated by point control problems.

2. The space L̃2(�) and its properties

We first introduce the operators which play a key role in the definition of the
space L̃2(�); and next we study their relevant properties.

2.1. The operators A, �, �γ . The operator A1/2�−1
γ . Let � be an open

bounded domain in R
n with smooth boundary �. We define

Af = �2f, �(A) = H 4(�)∩H 2
0 (�); (2.1)

�f = −�f, �γ = I +γ �; �
(
�γ

) = �(�) = H 2(�)∩H 1
0 (�), (2.2)

so that, with equivalent norms, we have the following identifications:

�
(
A1/2) = H 2

0 (�); �
(
A1/4) = �

(
�1/2) = �

(
�1/2

γ

) = H 1
0 (�). (2.3)

The space �(�
1/2
γ ) will always be endowed with the following inner product,

unless specifically noted otherwise:(
f1,f2

)
�(�

1/2
γ )

= (
�1/2

γ f1,�1/2
γ f2

)
L2(�)

= (
�γ f1,f2

)
L2(�)

, ∀f1,f2 ∈ H 1
0 (�),

(2.4)

where, at this stage, we denote with the same symbol the L2(�)-inner product
and the duality pairing (·, ·)V ′×V , V = H 1

0 (�), V ′ = H−1(�) with L2(�) as a
pivot space [1, Theorem 1.5, page 51], for the last term in (2.4).

The following closed subspaces of L2(�) play a critical role. Consider the
null space � of the operator (1−γ�) : L2(�) → H−2(�) = [�(A1/2)]′, and
so let

� ≡ {
h ∈ L2(�) : (1−γ�)h = 0 in H−2(�)

} = �
{
(1−γ�)

}
(2.5)

be the space of “generalized harmonic functions” in L2(�). � depends on γ ,
of course. For instance, for n = 1, we have � = span {e−√

(1/γ )x,e
√

(1/γ )x}.
Let �⊥ be its orthogonal complement in L2(�) and � = �∗ be the orthogonal
projection L2(�) onto �⊥:

�⊥ = {
f ∈ L2(�) : (f,h)L2(�) = 0, ∀h ∈ �

};
L2(�) = �⊕�⊥, �L2(�) = �⊥.

(2.6)

We start with an elementary lemma.

Lemma 2.1. With reference to (2.1) and (2.2),
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(i)

�γ A−1/2 ∈ �
(
L2(�)

)
, so that, by L2(�)-adjointness,

A−1/2�γ has a bounded extension on L2(�).

(2.7)

(ii) The subspace � in (2.5) is precisely the null space of the bounded oper-
ator A−1/2�γ on L2(�):

�
{
A−1/2�γ

} = �; for h ∈ � �⇒ A−1/2�γ h = 0; and conversely,

A−1/2�γ h = 0, h ∈ L2(�) �⇒ h ∈ �.

(2.8)

(Refer also to the subsequent (2.33).)

Proof. (i) By (2.2) and (2.3), we have that �(A1/2) ⊂ �(�), and then the closed
graph theorem yields that �γ A−1/2 is a bounded operator on L2(�).

(ii) Here, and frequently below, we will use the second Green’s identity

(�f,φ)L2(�) = (f,�φ)L2(�) +
∫

�

∂f

∂ν
φ d�−

∫
�

f
∂φ

∂ν
d�, (2.9)

whenever it makes sense. In particular, if φ ∈ H 2
0 (�), we can extend the validity

of (2.9) to all f ∈ L2(�), and write

(
(1−γ�)f,φ

)
L2(�)

=(
f,(1−γ�)φ

)
L2(�)

, f ∈L2(�), φ∈H 2
0 (�). (2.10)

Let now f ∈ L2(�) so that φ ≡ A−1/2f ∈ H 2
0 (�) ⊂ �(�γ ) by (2.3) and

(2.2). Take h ∈ L2(�), so that A−1/2�γ h ∈ L2(�) is well defined by (2.7).
Then, via identity (2.10), we obtain

(
A−1/2�γ h,f

)
L2(�)

= (
�γ h,A−1/2f

)
L2(�)

= (
h,�γ φ

)
L2(�)

= (
h,(1−γ�)φ

)
L2(�)

= (
(1−γ�)h,φ

)
L2(�)

.
(2.11)

Now, if h ∈ �, then, by (2.5), the right-hand side of (2.11) is zero for all
f ∈ L2(�) and so, by the left-hand side, A−1/2�γ h = 0, as desired. Conversely,
if A−1/2�γ h = 0, then the right-hand side of (2.11) implies that (1−γ�)h = 0
in H−2(�), and thus h ∈ � by (2.5). �

Lemma 2.1(ii) says that � is precisely the “invisible” subspace of the operator
A−1/2�γ ∈ �(L2(�)). The following lemma lists critical properties of the
operator A1/2�−1

γ .

Lemma 2.2. With reference to (2.1), (2.2), and (2.6),
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(a1)

�γ : continuous H 2
0 (�) ≡ �

(
A1/2) −→ �⊥;

equivalently, �γ A−1/2 : continuous L2(�) −→ �⊥,

(2.12)

thus improving upon Lemma 2.1(i), (2.7).
(a2) �γ A−1/2 is injective (one-to-one) on L2(�)

�γ A−1/2x = 0, x ∈ L2(�) �⇒ x = 0. (2.13)

(a3) For F ∈ L2(�),

f ≡ �−1
γ F ∈�

(
A1/2)⇐⇒ ∂f

∂ν

∣∣∣∣
�

= ∂�−1
γ F

∂ν

∣∣∣∣
�

= 0 ⇐⇒ F ∈ �⊥; (2.14a)

equivalently, A1/2�−1
γ , as an operator on L2(�), has a domain

given precisely by �⊥ : �
(
A1/2�−1

γ

) = �⊥, in which case

A1/2�−1
γ : continuous �⊥ −→ L2(�).

(2.14b)

(a4) The above maps in (2.12) are, in fact, surjective:

�γ : continuous from H 2
0 (�) ≡ �

(
A1/2) onto �⊥; (2.15a)

equivalently, �γ A−1/2 : continuous from L2(�) onto �⊥. (2.15b)

(a5)

�γ A−1/2 is an isomorphism from L2(�) onto �⊥, (2.16)

with bounded inverse(
�γ A−1/2)−1 = A1/2�−1

γ continuous from �⊥ onto L2(�);
equivalently, recalling �L2(�) = �⊥ from (2.6)

A1/2�−1
γ � : continuous L2(�) onto L2(�),

(2.17)

and by L2(�)-adjointness

��−1
γ A1/2 has a continuous extension L2(�) −→ L2(�), (2.18)

where � = �∗ is the orthogonal projection from L2(�) onto �⊥.
(b) Complementing (a3), for 0 �= h ∈ � ⊂ L2(�), then

ψ = �−1
γ h ∈ �

(
�γ

) = H 2(�)∩H 1
0 (�)

does not belong to �
(
A1/2), since

∂ψ

∂ν

∣∣∣∣
�

�= 0; and, in fact,
(2.19)

−γ

∫
�

∂ψ

∂ν
hd� = ‖h‖2

L2(�), ∀h ∈ �. (2.20)
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Proof. (a1) Let f ∈ H 2
0 (�) ⊂ �(�γ ), and define F ≡ �γ f ∈ L2(�). To show

(a1), we compute by Green’s identity (2.10) and (2.5):

(F,h)L2(�) = (
�γ f,h

) = (
(1−γ�)f,h

)
L2(�)

= (
f,(1−γ�)h

)
L2(�)

= 0, ∀h ∈ �,
(2.21)

and thus F = �γ f ∈ �⊥, for all f ∈ H 2
0 (�), as desired. Then, (a2) is immedi-

ate, since A−1/2x ∈ �(�γ ) for x ∈ L2(�).
(a3) Let F ∈ L2(�) and define f ≡ �−1

γ F ∈ �(�γ ) = H 2(�) ∩ H 1
0 (�)

so that f |� = 0. Then, f ∈ H 2
0 (�) = �(A1/2) if and only if, in addition,

(∂f/∂ν)|� = 0, and the first equivalence in (2.14a) is established. Next, take
h ∈ � and compute by Green’s identity (2.9) and (2.5), with F = �γ f =
(1−γ�)f , f |� = 0, (∂f/∂ν)|� ∈ H 1/2(�):

(F,h)L2(�) = (
(1−γ�)f,h

)
L2(�)

= (
f,(1−γ�)h

)
L2(�)

−γ

∫
�

∂f

∂ν
hd�

(2.22)

= −γ

∫
�

∂f

∂ν
hd�, ∀h ∈ �. (2.23)

Now if f ∈ �(A1/2), equivalently if (∂f/∂ν)|� = 0 as seen above, then (2.23)
yields (F,h)L2(�) = 0 for all h ∈ �, and then F ∈ �⊥.

Conversely, if F ∈ �⊥, then (2.23) yields
∫
�
(∂f/∂ν)hd� = 0, for all h ∈ �.

We next show that this then implies that (∂f/∂ν)|� = 0, as desired. In fact,
for any u ∈ H−1/2(�), define the Dirichlet map Dγ by

Dγ u = h ⇐⇒
{

(1−γ�)h = 0 in �,

h = u in �,
u ∈ H−1/2(�), (2.24)

so that the well-posed elliptic problem produces a unique solution h = Dγ u ∈
L2(�) and then h ∈ � by (2.5). Thus, the traces h|� of such solutions fill
all of H−1/2(�) and then the established identity

∫
�
(∂f/∂ν)hd� = 0 with

(∂f/∂ν)|� ∈ H 1/2(�) implies (∂f/∂ν)|� = 0, as desired.
Continuity of A1/2�−1

γ as an operator: �⊥ → L2(�) follows now by the
closed graph theorem.

(a4) The surjectivity property in (a4) follows at once from the established
property (a3). Let F ∈ �⊥ and define φ = A1/2�−1

γ F ∈ L2(�), which is

well defined by (a3). Then �γ A−1/2φ = F ∈ �⊥ and the continuous injective
operator �γ A−1/2 is surjective from L2(�) onto �⊥.

(a5) The bounded, injective, surjective operator �γ A−1/2 from L2(�) onto
�⊥ (recall (2.12), (2.13), and (2.15)) has, by virtue of the open mapping theo-
rem, a continuous inverse (�γ A−1/2)−1, which is then given by (2.17).
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(b) Let now h ∈ � ⊂ L2(�) and define ψ ≡ �−1
γ h ∈ �(�γ ) = H 2(�)∩

H 1
0 (�) so that �γ ψ = h and

(1−γ�)ψ = h in �; ψ |� = 0. (2.25)

Taking the inner product in (2.25) with h, and invoking once more the Green’s
identity (2.9), we obtain (as in (2.22))(

(1−γ�)ψ,h
)
L2(�)

= (h,h)L2(�) = (
ψ,(1−γ�)h

)
L2(�)

−γ

∫
�

∂ψ

∂ν
hd�,

(2.26)
or, by (2.5), we see that (2.20) follows from (2.26) for all h ∈ �. Then (2.20)
implies that (∂ψ/∂ν)|� �= 0 for h �= 0. �

2.2. Definition of the space L̃2(�). Equivalent formulations. The definition
of the following space arises in duality considerations involving Kirchhoff elas-
tic problems with clamped boundary conditions and their corresponding ther-
moelastic versions. This was already explained in the PDE duality analysis,
beginning with (1.17) and leading to (1.24). This will also be explained in
Section 4, see the critical (4.12) and (4.66), in a systematic functional analytic
approach. We consider (see (2.1), (2.2), (2.3), and (2.4)):

(i) the space �(A1/2) ≡ H 2
0 (�) as a closed subspace of

�
(
�γ

) ≡ H 2(�)∩H 1
0 (�); (2.27)

(ii) the space �(�
1/2
γ ) as a pivot space, with norm as in (2.4),

‖f ‖2
�(�

1/2
γ )

= (
�1/2

γ f,�1/2
γ f

)
L2(�)

, ∀f ∈ �
(
�1/2

γ

) ≡ H 1
0 (�). (2.28)

The space �(A1/2) is dense in �(�
1/2
γ ), however, so the identification result

�(A1/2) ⊂ �(�
1/2
γ ) ⊂ [�(A1/2)]′ in [1, page 51] applies with duality with

respect to �(�
1/2
γ ) as a pivot space. We then define the (Hilbert) space L̃2(�)

as follows:

L̃2(�) = dual of the space �
(
A1/2) with respect to the space �

(
�1/2

γ

)
as a pivot space, endowed with the norm of (2.28) (or (2.4)).

(2.29)

This means the following: let f ∈ �(A1/2) ≡ H 2
0 (�) ⊂ �(�γ ), or φ = A1/2f ∈

L2(�). Then

g∈ L̃2(�)⇐⇒(f,g)
�(�

1/2
γ )

=(
�γ f,g

)
L2(�)

=finite, ∀f ∈H 2
0 (�)

=(
f,�γ g

)
L2(�)

= (
A−1/2φ,�γ g

)
L2(�)

(2.30a)

=(
φ,A−1/2�γ g

)
L2(�)

=finite, ∀φ∈L2(�),

(2.30b)
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where we write in the same way inner products and corresponding duality
pairings.

Proposition 2.3. (i) Definition (2.30) is equivalent to the following restatement:

g ∈ L̃2(�) ⇐⇒ (
�γ f,g

)
L2(�)

= (F,g)L2(�) (2.31)

= (
(1−γ�)f,g

)
L2(�)

= (
f,(1−γ�)g

)
L2(�)

= finite
(2.32)

for all f ∈ H 2
0 (�), or for all F ∈ �⊥, where F = �γ f = (1−γ�)f .

(ii) Definition (2.30) is equivalent to the following restatement:

g ∈ L̃2(�) ⇐⇒ A−1/2�γ g ∈ L2(�). (2.33)

Refer also to Lemma 2.1(ii), (2.8) that �(A−1/2�γ ) = �.
(iii) The following set-theoretic and algebraic (but not topological, see

Proposition 2.7 below for the topological statement, (2.49)) inclusion L̃2(�) ⊃
L2(�) holds.

Proof. (i) By Lemma 2.2(a4), (2.15), we know that the range �γ [H 2
0 (�)] of

all H 2
0 (�) = �(A1/2) under the action of �γ is precisely the subspace �⊥

in (2.6). This yields the first equality in (2.31). Once �γ f = (1−γ�)f is used
for f ∈ H 2

0 (�), then the remaining equality in (2.32) follows from Green’s
identity (2.10).

(ii) Part (ii), (2.33), follows at once from (2.30b).
(iii) Clearly any element g ∈ �⊥ or g ∈ � makes (2.31) finite, and so part

(iii) follows as a set-theoretic inclusion. �

Remark 2.4. We will see after Proposition 2.7 that L̃2(�) coincides with �⊥
topologically, and with L2(�) set-theoretically, also by part (iii) above.

2.3. Further description of the space L̃2(�). Lemma 2.2(a4) has permitted
us to rewrite the original definition (2.30) in the equivalent, and more descrip-
tive, form (2.31). Taking the latter as our starting point, we have the following
proposition.

Proposition 2.5. (a) With reference to (2.31),

g∈ L̃2(�)⇐⇒
{
g has a component g1 defined by g1=�g=g|�⊥∈�⊥⊂L2(�)

which is the orthogonal projection of g onto �⊥,

(2.34)
in which case

(i)

(1−γ�)g = (1−γ�)g1 in H−2(�); (2.35)
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(ii)

A−1/2�γ g = A−1/2�γ g1 ∈ L2(�). (2.36)

Recall also Lemma 2.1(ii): �(A−1/2�γ ) = �.
(b) Let g ∈ L̃2(�). Its norm is

‖g‖
L̃2(�)

= sup
F∈�⊥;‖F‖L2(�)=1

{∣∣(F,g1
)
L2(�)

∣∣} = ∥∥g1
∥∥

L2(�)
. (2.37a)

In particular,

‖h‖
L̃2(�)

= 0, ∀h ∈ �; ‖F‖
L̃2(�)

= ‖F‖L2(�), ∀F ∈ �⊥. (2.37b)

Proof. First, from definition (2.31), (F,g)L2(�) is finite, for all F ∈ �⊥ implies
property (2.34). Next, by part (2.34) and (2.15a), we can rewrite (2.31) for
f ∈ H 2

0 (�) as (
�γ f,g

)
L2(�)

= (
�γ f,g1

)
L2(�)

, (2.38a)

or setting f = A−1/2φ ∈ �(A1/2) = H 2
0 (�), for φ ∈ L2(�),

(
φ,A−1/2�γ g

)
L2(�)

= (
φ,A−1/2�γ g1

)
L2(�)

, ∀φ ∈ L2(�), (2.38b)

from which (2.36) follows. Next, we rewrite (2.38a) explicitly (as in (2.31) and
(2.32)) as follows via Green’s identity (2.10)(

f,(1−γ�)g
)
L2(�)

= (
(1−γ�)f,g

)
L2(�)

= (
�γ f,g

)
L2(�)

= (
�γ f,g1

)
L2(�)

= (
(1−γ�)f,g1

)
L2(�)

= (
f,(1−γ�)g1

)
L2(�)

, ∀f ∈ H 2
0 (�).

(2.39)

Then the first and the last term in identity (2.39) yield property (i) in (2.35),
as desired. Similarly, from (2.38b), we get part (ii) in (2.36). Part (b) is a self-
explanatory consequence of part (a). �

Proposition 2.6. (i) For g1 defined in (2.34), (2.35), and (2.36)

G1 = A−1/2�γ g1 ∈ L2(�). (2.40)

(ii) The operator [A−1/2�γ ]�⊥ (= restriction of the continuous operator
(A−1/2�γ ) to �⊥) is injective as an operator �⊥ → L2(�)

[
A−1/2�γ

]
�⊥x = 0, x ∈ �⊥ �⇒ x = 0. (2.41)

This is a restatement of Lemma 2.1(ii), (2.8), �(A−1/2�γ ) = �.
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(iii) The components g1 = �g of all g ∈ L̃2(�) are given as

g1 = ([
A−1/2�γ

]
�⊥

)−1
G1, ∀G1 ∈ L2(�), (2.42a)

or

�⊥ = ([
A−1/2�γ

]
�⊥

]−1
L2(�) = ��−1

γ A1/2L2(�), (2.42b)

where([
A−1/2�γ

]
�⊥

]−1 = ��−1
γ A1/2 : continuous L2(�) −→ L2(�). (2.43)

Proof. (i) By (2.7), A−1/2�γ has a bounded extension on L2(�). Moreover,
g1 ∈ �⊥ ⊂ L2(�). So (2.40) follows; see also (2.36).

(ii) With x ∈ �⊥, assume the left-hand side of (2.41). Then, for f ∈ L2(�),

0 = ([
A−1/2�γ

]
�⊥x,f

)
L2(�)

= (
A−1/2�γ x,f

)
L2(�)

= (
x,�γ A−1/2f

)
L2(�)

.
(2.44)

But by Lemma 2.2(a4), we have that �γ A−1/2L2(�) = �⊥. Since x ∈ �⊥,
then (2.44) implies that x = 0, as desired. Recall also Lemma 2.1(ii).

(iii) Since g1 = �g = g|�⊥ by (2.5), then (2.40) can be rewritten as[
A−1/2�γ

]
�⊥g1 = G1 ∈ L2(�), hence g1 = ([

A−1/2�γ

]
�⊥

)−1
G1 ∈ �⊥,

(2.45)
by invoking the injectivity of part (ii). It remains to establish identity (2.43),
where continuity: L2(�) → itself, of its right-hand side was obtained in (2.18)
of Lemma 2.2(a5). Let x ∈ �⊥ and set[

A−1/2�γ

]
�⊥x = A−1/2�γ x = y ∈ L2(�). (2.46)

Then for any f ∈ L2(�),(
x,�γ A−1/2f

)
L2(�)

=(
A−1/2�γ x,f

)
L2(�)

= (y,f )L2(�)

=(
y,A1/2�−1

γ �γ A−1/2f
)
L2(�)

=(
�−1

γ A1/2y,�γ A−1/2f
)
L2(�)

, ∀f ∈L2(�).

(2.47)

Since, by Lemma 2.2(a4), �γ A−1/2L2(�) = �⊥, then (2.47) can be rewrit-
ten as(

x,�γ A−1/2f
)
L2(�)

=(
��−1

γ A1/2y,�γ A−1/2f
)
L2(�)

, ∀f ∈L2(�), (2.48)

and then x = ��−1
γ A1/2y, as desired, and (2.43) follows also via (2.46), and (ii).

�

The above indicates that, with L̃2(�), we are in the situation similar to that of
a seminormed linear space: this, then, can be transformed into a normed space
as a factor (quotient) space. That this is the case is shown next.
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2.4. The space L̃2(�) is isometric to the factor space L2(�)/�. Proposition
2.5 suggests that L̃2(�) is isometric to the factor (or quotient) space L2(�)/�,
hence to �⊥: in L̃2(�), all generalized harmonic functions h ∈ � have zero
L̃2(�)-norm. This result is correct and is given below.

Proposition 2.7. The space L̃2(�) as defined in (2.29) is isometrically isomor-
phic (congruent, in the terminology of [20, page 53]) to the factor (or quotient)
space L2(�)/�, where � is defined by (2.5). In symbols:

L̃2(�) ∼= L2(�)/� ∼= �⊥. (2.49)

Thus, if J denotes the isometric isomorphism between L̃2(�) and L2(�)/�,
then for g ∈ L̃2(�)

‖g‖
L̃2(�)

= ∥∥[Jg]∥∥
L2(�)/�

= inf
h∈�

‖Jg−h‖L2(�) = ∥∥g1
∥∥

L2(�)
, (2.50)

for the unique element g1 = �g ∈ �⊥, g1 ∈ [Jg] (the latter being the coset or
equivalence class of L2(�)/� containing the element Jg)

(x,y)
L̃2(�)

= ([Jx], [Jy])
L2(�)/�

= (ξ,η)L2(�) = (
x1,y1

)
L2(�)

, ∀ξ ∈ [Jx],η ∈ [Jy], (2.51)

where x1 = �x, y1 = �y.

Proof. To prove (2.49), we will use a standard result [1, Theorem 1.6, page 53],
[20, Theorem 3.5, page 135], and [5, Theorem 6.11, page 118]. Using Aubin’s
notation, we set

P ≡ �
(
A1/2) : a closed subspace of V ≡ �

(
�γ

)
(2.52a)

equipped with the inner product

(w,v)V = (
�γ w,�γ v

)
L2(�)

. (2.52b)

By the above references, we have that

P ′ is isometrically isomorphic (congruent) to the factor space V ′/P ⊥,

(2.53)
where

P ⊥ ≡ {
f ∈ V ′ : f (v) = (f,v)V ′×V = 0, ∀v ∈ P ⊂ V

}; (2.54)

P ′ ≡ space of continuous linear functionals on P ; (2.55)

V ′ ≡ space of continuous linear functionals on V, (2.56)
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and ( , )V ′×V denotes the duality pairing on V ′ ×V . We now take

�
(
�1/2

γ

)
(equipped with the norm as in (2.28))

as a common pivot space for P and V,
(2.57)

and we note that P is dense in �(�
1/2
γ ). Then

(i) P ′ can be isometrically identified with the space, see definition (2.29),

L̃2(�) ≡ dual of
[
�

(
A1/2) ≡ P

]
with respect to �

(
�1/2

γ

) = [
�

(
A1/2)]′

w.r.t. �(�
1/2
γ )

.
(2.58)

(ii) V ′ can be isometrically identified with the space

L2(�) ≡ [
�

(
�γ

)]′
w.r.t. �(�

1/2
γ )

. (2.59)

Next, we find the corresponding isometric identification for P ⊥ (which is a
closed subspace of V ′). By the Riesz representation theorem, if I denotes the
canonical isometry from V onto V ′, then P ⊥ in (2.54) can be isometrically
identified with the following subspace of V :{

I−1f ∈ V : inner product
(
I−1f,v

)
V

= 0, ∀v ∈ P ⊂ V
}

(2.60)

≡ {
w ∈ V ≡ �

(
�γ

) : (w,v)V = (
�γ w,�γ v

)
L2(�)

= 0, ∀v ∈ P
}

(2.61)

= {
h∈L2(�) : (h,�γ v

)
L2(�)

= 0, ∀v∈P = �
(
A1/2)≡H 2

0 (�)⊂�
(
�γ

)}
= {

h ∈ L2(�) : (h,(1−γ�)v
)
L2(�)

= 0, ∀v ∈ P ≡ H 2
0 (�)

}
= {

h ∈ L2(�) : ((1−γ�)h,v
)
L2(�)

= 0, ∀v ∈ P ≡ H 2
0 (�)

}
= {

h ∈ L2(�) : (1−γ�)h = 0, in H−2(�)
} ≡ � = �

{
(1−γ�)

}
,

(2.62)

the null space of the operator (1−γ�) : L2(�) → H−2(�), introduced in (2.5).
In going through the steps above, we have used: the inner product (2.52b) from
(2.60) to (2.61); the definition of �γ given by (2.2) in (2.15); the Green’s identity
(2.10) from (2.15) to (2.16), since v ∈ H 2

0 (�).
In conclusion,

the space P ⊥ in (2.54), as a closed subspace of V ′,
can be isometrically identified with the space �,

as a closed subspace of L2(�).

(2.63)

Thus, we return to (2.53) and (2.57); invoking further (2.58) and (2.63), we
conclude that L̃2(�) can be isometrically identified with L2(�)/� and (2.63)
proves (2.49). �
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3. The space H̃−1(�) ≡ [H 1(�)∩�⊥]′ and its properties

The considerations of this section are critical in establishing the regularity of
the second time derivative wtt of the Kirchhoff elastic or thermoelastic prob-
lems with clamped mechanical boundary conditions: see (1.5), (1.7), and (1.9),
respectively; to be proved in Theorems 4.11 and 5.1, respectively.

3.1. The operator A3/4�−1
γ . With reference to the operator A in (2.1), we

recall that the space �(A3/4) is given by (see [6])

�
(
A3/4) =

{
f ∈ H 3(�) : f |� = 0,

∂f

∂ν

∣∣∣∣
�

= 0

}
≡ H 3(�)∩H 2

0 (�), (3.1)

with equivalent norms, which complements the identifications in (2.3).
The counterpart of Lemma 2.2 is given next.

Lemma 3.1. With reference to (2.1), (2.2), (2.6), and (3.1),
(a1)

�γ : continuous �
(
A3/4) ≡ H 3(�)∩H 2

0 (�) −→ [
H 1(�)∩�⊥]

equivalently, �γ A−3/4 : continuous L2(�) −→ [
H 1(�)∩�⊥]

.
(3.2)

(a2) �γ A−3/4 is injective (one-to-one) on L2(�):

�γ A−3/4x = 0, x ∈ L2(�) �⇒ x = 0. (3.3)

(a3) For F ∈ L2(�),

�−1
γ F ∈�

(
A3/4) ⇐⇒ A3/4�−1

γ F ∈ L2(�) ⇐⇒ F ∈ [
H 1(�)∩�⊥]

. (3.4)

Thus, by the closed graph theorem, the operator A3/4�−1
γ , as an operator on

L2(�), has the following domain:

�
(
A3/4�−1

γ

) ≡ [
H 1(�)∩�⊥]

. (3.5)

(a4) (Improving upon (a1) and (a3))

�γ is an isomorphism from �
(
A3/4) ≡ H 3(�)∩H 2

0 (�) onto
[
H 1(�)∩�⊥]

,

(3.6a)

equivalently, �γ A−3/4 is an isomorphism from L2(�) onto
[
H 1(�)∩�⊥]

,

(3.6b)

with bounded inverse(
�γ A−3/4)−1 = A3/4�−1

γ continuous from
[
H 1(�)∩�⊥]

onto L2(�). (3.7)
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By duality, we have, equivalently

A−3/4�γ is an isomorphism from
[
H 1(�)∩�⊥]′

onto L2(�), (3.8)

with bounded inverse(
A−3/4�γ

)−1 =�−1
γ A3/4 continuous from L2(�) onto

[
H 1(�)∩�⊥]′

. (3.9)

Here [ ]′ denotes the dual with respect to L2(�).
(a5) The elliptic problem

(1−γ�)ψ = F in �; or �γ ψ = F ;
ψ |� = 0 on �; (3.10)

has a unique solution ψ ∈ H 3(�)∩H 2
0 (�) ⇐⇒ F ∈ [

H 1(�)∩�⊥]
. (3.11)

Proof. (a1) Let f ∈ H 3(�)∩H 2
0 (�) ≡ �(A3/4) ⊂ �(�γ ) ≡ H 2(�)∩H 1

0 (�),
so that F ≡ �γ f = (1 − γ�)f ∈ H 1(�), as desired. Moreover, if h ∈ �,
see (2.5), since f ∈ H 2

0 (�) in particular, then Green’s identity (2.10) yields

(F,h)L2(�) = (
(1−γ�)f,h

)
L2(�)

= (
f,(1−γ�)h

)
L2(�)

= 0, ∀h ∈ �,
(3.12)

and then F ∈ �⊥ as well. Thus, F ∈ [H 1(�)∩�⊥].
(a2) This is immediate, since A−3/4x ∈ �(�γ ) for x ∈ L2(�), as noted

above in (a1).
(a3) We first show that the right-hand side of (3.4) implies the left-hand side.

Take at first F ∈ H 1(�) so that �−1
γ F ∈ �(�γ ) (conservatively), and

ψ ≡ �−1
γ F ⇐⇒ �γ ψ = F or

{
(1−γ�)ψ ≡ F in �;
ψ |� = 0 on �.

(3.13)

Then elliptic theory [19] yields that ψ ∈ H 3(�) ∩ H 1
0 (�). Next, we recall

Lemma 2.2(a3) stating that for F ∈ L2(�), then

∂ψ

∂ν

∣∣∣∣
�

= ∂�−1
γ F

∂ν

∣∣∣∣
�

= 0 ⇐⇒ F ∈ �⊥. (3.14)

Thus, using ⇐ in (3.14), we see that F ∈ [H 1(�)∩�⊥] implies by the argument
above that the solution of (3.13) satisfies ψ ∈ H 3(�) ∩ H 2

0 (�). Thus, ψ ≡
�−1

γ F ∈ �(A3/4) by (3.1), and then A3/4�−1
γ F ∈ L2(�), as desired.

Conversely, we prove that the left-hand side of (3.4) implies the right-hand
side. Let A3/4ψ ∈ L2(�) for ψ ≡ �−1

γ F , F ∈ L2(�). Then, ψ ∈ H 3(�) ∩
H 2

0 (�) by (3.1). Next, the elliptic problem in (3.13) yields [19, page 188] that
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F ∈ H 1(�). Moreover, (3.14) this time from left to right ⇒ yields that F ∈ �⊥.
Hence, F ∈ [H 1(�)∩�⊥], as desired.

(a4) Parts (a1) and (a3) yield part (a4).
(a5) Statement (3.11) is a PDE reformulation of (3.4). �

Remark 3.2. The above argument in (a3) shows that for F ∈ L2(�), then

F ∈ [
H 1

0 (�)∩�⊥] ⇐⇒ ψ = �−1
γ F ∈ �

(
�3/2

γ

);
�

(
�3/2

γ

) = {
f ∈ H 3(�) : f |� = 0, �f |� = 0

}
.

(3.15)

3.2. The dual space [H 1(�) ∩ �⊥]′ is isometric to the factor space
[H 1(�)]′/H. We first recall the space � of “generalized harmonic functions”
defined in (2.5)

� = �
{
(1−γ�)

} = {
h ∈ L2(�) : (1−γ�)h = 0 in H−2(�)

}
,

L2(�) = �⊕�⊥, where (1−γ�) is viewed as an operator:

L2(�) −→ H−2(�) ≡ [
�

(
A1/2)]′.

(3.16)

Next, we introduce a new closed space of “generalized harmonic functions”
defined as


H=�
{
(1−γ�)

} = {
h ∈ [

H 1(�)
]′ : (1−γ�)h = 0 in

[
�

(
A3/4

)]′}
={

h∈[
H 1(�)

]′ :((1−γ�)h,φ
)
L2(�)

=0

∀φ∈H 3(�)∩H 2
0 (�)≡�

(
A3/4

)}
,

where here (1−γ�) is viewed as an operator: [H 1(�)]′ →[�(A3/4)]′ =
[H 3(�)∩H 2

0 (�)]′. Moreover, [H 1(�)]′ =H⊕H
⊥;π [H 1(�)]′ =H

⊥,

where π = π∗ is the orthogonal projection of [H 1(�)]′ onto H
⊥.

(3.17)
We note that � ⊂ H. In (3.16) and (3.17), � denotes “null space,” while [ ]′

is always duality with respect to L2(�) as a pivot space. � is a closed subspace
of L2(�), while H is a closed subspace of [H 1(�)]′. Next we observe that

P ≡ [
H 1(�)∩�⊥]

≡ {
f ∈ H 1(�) : f ∈ �⊥}

is a closed subspace of H 1(�) ≡ V.
(3.18)

Indeed, let fn ∈ P so that fn ∈ H 1(�) and (fn,h)L2(�) = 0, for all h ∈ �, and
let fn → f in H 1(�). Then (f,h)L2(�) = 0, for all h ∈ � and f ∈ P as well.
We next provide an isometric characterization of the dual space P ′, which is the
counterpart of Proposition 2.5.
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Proposition 3.3. The space [H 1(�)∩ �⊥]′ dual of the space in (3.18) with
respect to L2(�) as a pivot space, is isometrically isomorphic (congruent, in
the terminology of [20, page 53]) to the factor (or quotient) space [H 1(�)]′/H,
where H is defined by (3.17). In symbols[

H 1(�)∩�⊥]′ ∼= [
H 1(�)

]′
/H ∼= H

⊥. (3.19)

For g ∈ [H 1(�)∩�⊥]′,
‖g‖[H 1(�)∩�⊥]′ =

∥∥[Jg]∥∥[H 1(�)]′/H
= inf

h∈H

‖Jg−h‖[H 1(�)]′ =
∥∥g1

∥∥[H 1(�)]′,
(3.20)

where J denotes the isometric isomorphism from [H 1(�) ∩ �⊥]′ onto
[H 1(�)]′/H for the unique element g1 = πg ∈ H

⊥, g1 ∈ [Jg] (the latter being
the coset or equivalence class of [H 1(�)]′/H containing the element Jg).

Proof
Step 1. Let P be defined by (3.18), and V ≡ H 1(�) be defined by (3.18). By
the standard result [1, Theorem 1.6, page 53], [20, Theorem 3.3, page 135], and
[5, Theorem 6.11, page 118], we then have

P ′ is isometrically isomorphic (congruent) to the factor space V ′/P ⊥,

(3.21)
where

P ⊥ ≡ {
f ∈ V ′ : f (v) = (f,v)V ′×V = 0, ∀v ∈ P ⊂ V

}; (3.22)

P ′ ≡ space of continuous linear functionals on P ; (3.23)

V ′ ≡ space of continuous linear functionals on V, (3.24)

and ( , )V ′×V denotes the duality pairing on V ′ ×V .
We now take L2(�) as a common pivot space. Accordingly, we have the

identification

V ′ = [
H 1(�)

]′ = duality of H 1(�) with respect to L2(�) as a pivot space.
(3.25)

We next find the corresponding isometric identification for P ⊥ (which is a
closed subspace of V ′). We note the usual imbedding V ⊂ L2(�) ⊂ V ′, and
we may identify the duality pairing ( , )V ′×V with the unique extension of the
inner product of L2(�) [1, Theorem 1.5, page 51]. Thus, the space P ⊥ in V ′
defined by (3.22) can be identified with the subspace of [H 1(�)]′ defined by

P ⊥ = {
f ∈ [

H 1(�)
]′ : (f,v)L2(�) = 0, ∀v ∈ P ≡ [

H 1(�)∩�1]}, (3.26)

and denoted by the same symbol. Since, in (3.26), we have, in particular, that
(h,v)L2(�) = 0, for all h ∈ � ⊂ L2(�), we see at once that � ⊂ P ⊥.
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Step 2. With reference to P ⊥ in (3.26) and H in (3.17), we will now establish
that

P ⊥ = H. (3.27)

The proof will be based on Lemma 3.1(a5), that

ψ runs over all of H 3(�)∩H 2
0 (�) as F runs over all of

[
H 1(�)∩�⊥]

,

(3.28)
where ψ solves the elliptic problem in (3.8) with right-hand side F .

Next, for any h ∈ [H 1(�)]′ and any ψ ∈ H 3(�)∩H 2
0 (�), we can write(

(1−γ�)h,ψ
)
L2(�)

= (
h,(1−γ�)ψ

)
L2(�)

(3.29)

by Green’s identity (2.10). We now prove that

H ⊂ P ⊥. (3.30)

In fact, if h ∈ H, then, in particular, h ∈ [H 1(�)]′ and by definition (3.17), we
have that the left-hand side of (3.29) vanishes. Then, the right-hand side of (3.29)
vanishes and hence we have that (h,F )L2(�) = 0 for (1 −γ�)ψ = F , where
F ∈ P ≡ [H 1(�)∩�⊥], see (3.18). Invoking (3.28), ultimately Lemma 3.1(a5),
we then see that h ∈ P ⊥ by (3.26). Thus, (3.30) is established.

Conversely, we now show that

P ⊥ ⊂ H. (3.31)

Indeed, let h ∈ P ⊥, so that (h,F )L2(�) = 0, for all F ∈ P ≡ [H 1(�)∩ �⊥]
by (3.26). Then, (h,(1 − γ�)ψ)L2(�) = 0 for all ψ ∈ H 3(�) ∩ H 2

0 (�) by
(3.28). As a consequence of this, the left-hand side of (3.29) vanishes: ((1 −
γ�)h,ψ)L2(�) = 0, for all ψ ∈ H 3(�) ∩ H 2

0 (�). Then h ∈ H by definition
(3.17). Thus, (3.31) is established.

In conclusion, identity (3.27) is thus proved. Returning now to (3.21), with
P ⊥ as in (3.27) and V ′ as in (3.25), we conclude that (3.19) holds true.
Proposition 3.3 is established. �

Remark 3.4. Complementing (3.8), we have

A−3/4�γ h = 0, iff h ∈ H. (3.32)

Indeed, let f ∈ L2(�), equivalently φ = A−3/4f ∈ H 3(�)∩H 2
0 (�). Then, the

above statement holds true if and only if

0 = (
A−3/4�γ h,f

)
L2(�)

= (
h,�γ φ

)
L2(�)

= (
h,(1−γ�)φ

)
L2(�)

= (
(1−γ�)h,φ

)
L2(�)

, ∀φ ∈ H 3(�)∩H 2
0 (�),

(3.33)

by use of (2.10), hence (1−γ�)h = 0 and h ∈ H, by definition (3.17).
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3.3. Definition of the space H̃−1(�). Equivalent formulations: H̃−1(�) ≡
[H 1(�) ∩ H⊥]′. Paralleling the development of Section 2.2, we consider
(see (2.1), (2.2), (2.3), (2.4), and (3.1))

(i)

the space �
(
A3/4) ≡ H 3(�)∩H 2

0 (�)

as a closed subspace of �
(
�γ

) = H 2(�)∩H 1
0 (�); (3.34)

(ii) the space �(�
1/2
γ ) as a pivot space, with norm as in (2.4), or (2.28).

The space �(A3/4) is dense in �(�
1/2
γ ), however, so [1, page 51] applies.

We then define the (Hilbert) space H̃−1(�) as follows:

H̃−1(�) ≡ dual of the space �
(
A3/4) with respect to the space �

(
�1/2

γ

)
as a pivot space, endowed with the norm of (2.28).

(3.35)

This means the following: let f ∈ �(A3/4) ≡ H 3(�) ∩ H 2
0 (�) ⊂ �(�γ ) ≡

H 2(�)∩H 1
0 (�), or φ = A3/4f ∈ L2(�). Then

g ∈ H̃−1(�) ⇐⇒ (f,g)
�(�

1/2
γ )

= (
�γ f,g

)
L2(�)

= finite

∀f ∈ �
(
A3/4) = H 3(�)∩H 2

0 (�),
(3.36a)

= (
f,�γ g

)
L2(�)

= (
A−3/4φ,�γ g

)
L2(�)

= (
φ,A−3/4�γ g

)
L2(�)

= finite ∀φ∈L2(�),

(3.36b)

where we write the same way inner products and corresponding duality pairings.

Proposition 3.5. (i) Definition (3.36) is equivalent to the following restatement:

g ∈ H̃−1(�) ⇐⇒ (
�γ f,g

)
L2(�)

= (F,g)L2(�)

= (
(1−γ�)f,g

)
L2(�)

= (
f,(1−γ�)g

)
L2(�)

= finite,

(3.37)

for all f ∈ �(A3/4) ≡ H 3(�) ∩ H 2
0 (�), or for all F ∈ H 1(�) ∩ �, where

F = �γ f = (1−γ�)f .
(ii) Accordingly,

H̃−1(�) ≡ [
H 1(�)∩�⊥]′ ∼= [

H 1(�)
]′
/H ∼= H

⊥, (3.38)

with duality with respect to L2(�) as a pivot space.
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(iii) Definition (3.36) is equivalent to the following restatement:

g ∈ H̃−1(�) ⇐⇒ A−3/4�γ g ∈ L2(�). (3.39)

(Recall also Remark 3.4.)
(iv) (Counterpart of Proposition 2.5)

g∈H̃−1(�)⇐⇒




g has a component g1 defined by

g1 = πg = g|H⊥ ∈ H
⊥ ⊂ [

H 1(�)
]′
,

which is the orthogonal projection of g onto H
⊥,

(3.40)

in which case

(1−γ�)g = (1−γ�)g1 in
[
�

(
A3/4)]′. (3.41)

Proof. (i) Returning to (3.36), we invoke Lemma 3.1(a4), (3.6a) and obtain
that �γ �(A3/4) = [H 1(�)∩�⊥]. Thus, (3.36) yields (3.37) also via (2.10).

(ii) Part (i) yields the first identity in (3.38), and then (3.19) of Proposition
3.3 completes the proof of (3.38).

(iii) Part (iii), (3.39), follows at once from (3.36b).
(iv) Counterpart of the proof of Proposition 2.5. Since g ∈ H̃−1(�) implies

a fortiori g ∈ [H 1(�)]′ by (3.38), then (3.17) implies (3.40) so that(
(1−γ�)f,g

)
L2(�)

= (
�γ f,g

)
L2(�)

= (
�γ f,g1

)
L2(�)

= (
(1−γ�)f,g1

)
L2(�)

,
(3.42)

for all f ∈ H 3(�)∩H 2
0 (�) so that �γ f ∈ [H 1(�)∩ �⊥] by (3.6a). Hence,

(3.42) and (2.10) yield(
f,(1−γ�)g

)
L2(�)

= (
f,(1−γ�)g1

)
L2(�)

, (3.43)

and (3.41) is established. �

4. Implications on regularity of Kirchhoff elastic plate equations with
clamped BC

4.1. PDE model. In this section, we examine the implications of the main
results of Sections 2 and 3 on the sharp regularity of solutions to the following
Kirchhoff elastic mixed problem with clamped BC:

wtt −γ�wtt +�2w = F in (0,T ]×� ≡ Q; (4.1a)

w(0, ·) = w0, wt (0, ·) = w1 in �;

w|� ≡ 0,
∂w

∂ν

∣∣∣∣
�

≡ u in (0,T ]×� ≡ �. (4.1b)
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In (4.1), � is an open bounded domain in R
n, with smooth boundary �,

and F and u are forcing terms to be specified below. Moreover, throughout this
section, γ is a positive constant, γ > 0.

Abstract model. The abstract model of the mixed problem (4.1) is given by (see
[12, 16, 21, 22]),

(I +γ �)wtt = −Aw+AG2u+F, (4.2)

where A and � are the operators defined in (2.1) and (2.2), respectively. More-
over, G2 in (4.2) is the following Green’s map defined by [12],

v = G2u ⇐⇒
{
�2v = 0 in �; v|� = 0,

∂v

∂ν

∣∣∣∣
�

= u

}
, (4.3)

and by elliptic regularity [6, 19], see also [12, 22],

G2 : continuous L2(�)

−→ H 3/2(�)∩H 1
0 (�) ⊂ H 3/2−4ε(�)∩H 1

0 (�) = �
(
A3/8−ε

) (4.4a)

A3/8−εG2 : continuous L2(�) −→ L2(�). (4.4b)

Next, we will consider separately the boundary homogeneous (u ≡ 0) and
nonhomogeneous case (u �≡ 0).

4.2. The boundary homogeneous case: u ≡ 0. When u ≡ 0 in (4.1b), we may
rewrite the abstract model (4.2) as the following first-order abstract equation

d

dt

[
w

wt

]
= A0,γ

[
w

wt

]
+

[
0

�−1
γ F

]
, (4.5)

where the operator Yγ ⊃ �(A0,γ ) → Yγ is given by

A0,γ =
[

0 I

−�−1
γ A 0

]
; A

∗
0,γ =

[
0 −I

�−1
γ A 0

]
; (4.6)

�
(
A0,γ

) ≡ �
(
A

∗
0,γ

) ≡ �
(
A3/4)×�

(
A1/2)

≡ [
H 3(�)∩H 2

0 (�)
]×H 2

0 (�); (4.7)

Yγ ≡ �
(
A1/2)×�

(
�1/2

γ

) ≡ H 2
0 (�)×H 1

0 (�) (4.8)

(norm equivalence). The ∗ denotes the Yγ -adjoint. In identifying the domains

in (4.7), we have recalled from (2.3) that �
−1/2
γ A1/4 is an isomorphism (bounded,

with bounded inverse) on L2(�). The following well-known and elementary re-
sult holds true.
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Lemma 4.1. The operator −�−1
γ A is negative self-adjoint on the space �(�

1/2
γ )

topologized as in (2.4). Consequently, the operator A0,γ in (4.6) is skew-adjoint:
A

∗
0,γ = −A0,γ and is the generator of a s.c. unitary group eA0,γ t on the space

Yγ defined in (4.8).

Thus, the solution of problem (4.5)—that is of problem (4.1) with u ≡ 0—is
given by

[
w(t)

wt (t)

]
= eA0,γ t

[
w0

w1

]
+

∫ t

0
eA0,γ (t−τ)

[
0

�−1
γ F (τ)

]
dτ, (4.9)

under appropriate assumptions on the initial data {w0,w1} and on the forcing
term F (see below), as to justify the validity of (4.9). To this end, the following
lemma provides the first key step, and produces subspaces invariant for the free
dynamics.

Lemma 4.2. With Yγ ≡ �(A1/2)×�(�
1/2
γ ) as in (4.8), the following identities

hold true:

�
(
A0,γ

) = �
(
A

∗
0,γ

) = �
(
A3/4)×�

(
A1/2);

�
(
A

2
0,γ

) ≡ �
((

A
∗
0,2

)2) = �
(
A1/2�−1

γ A
)×�

(
A3/4); (4.10)

�
(
A1/2�−1

γ A
) = A−1�⊥ ∼= A−1L̃2(�), by (2.49). (4.11)

Consequently, if [ ]′ denotes duality with respect to Yγ as a pivot space,

[
�

(
A0,γ

)]′ ≡ [
�

(
A

∗
0,γ

)]′ ≡ �
(
A1/4)× L̃2(�); (4.12)[

�
(
A

2
0,γ

)]′ ≡ [
�

((
A

∗
0,γ

)2)]′ ≡ L̃2(�)×H̃−1(�), (4.13)

where the spaces in (4.13) are defined in (2.29) and (3.35), respectively.

Proof. First, �(A0,γ ) = �(A∗
0,γ ) was identified in (4.7), then, duality gives

(4.12) by invoking the definition (2.29) of L̃2(�). Next, by (4.6),

A
2
0,γ

[
x1

x2

]
= A0,γ

[
x2

−�−1
γ Ax1

]
=

[−�−1
γ Ax1

−�−1
γ Ax2

]
∈ Yγ =


�

(
A1/2

)
×

�
(
�

1/2
γ

)

 , (4.14)

if and only if

A1/2�−1
γ Ax1 ∈ L2(�) ⇐⇒ Ax1 ∈ �⊥, by Lemma 2.2(a3);

�−1/2
γ Ax2 ∈ L2(�) ⇐⇒ x2 ∈ �

(
A3/4), by (2.3),

(4.15)
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as �
−1/2
γ A1/4 is an isomorphism on L2(�). Then (4.15) and (2.49) establish

(4.10) and (4.11) for A
2
0,γ . Similarly, for (A∗

0,γ )2.
Furthermore, it follows from definition (3.35) that the second component

space of [�(A2
0,γ )]′ = [�((A∗

0,γ )2)]′ is precisely H̃−1(�), as claimed in (4.12).

Finally, in order to identify the first component space of, say, [�(A2
0,γ )]′, we

proceed as follows: let

f ∈ A−1�⊥, equivalently Af = h̃ ∈ �⊥;
g ∈ first component space of

[
�

(
A

2
0,γ

)]′
.

(4.16)

Then, by definition of duality in the first component space A−1�⊥ of �(A2
0,γ )

with respect to the first component space �(A1/2) of Yγ , we have via (4.16) that

(f,g)�(A1/2) = (Af,g)L2(�) = (
h̃,g

)
L2(�)

= finite, (4.17)

for all h̃ ∈ �⊥. Then, by (2.31), it follows that (4.17) holds true if and only if
g ∈ L̃2(�). Thus, L̃2(�) is the first component space of [�(A2

0,γ )]′, as claimed
in (4.13). �

On the basis of Lemma 4.2, we may now proceed to justify the solution
formula (4.9) and obtain well-posedness results for (4.1) with u ≡ 0, under
various circumstances. We collect, for completeness, known and new results.

To begin with, the main novelty of the next result, Proposition 4.3, is in
asserting the regularity result for wtt in part (c), (4.24), which complements and
refines [21, Proposition 3.4(b), equation (3.46c)]. The rest of Proposition 4.3 is
more or less known [21, Proposition 3.4(b), page 415] and [7, page 123] for the
trace in (4.21).

Proposition 4.3 (well-posedness of (4.5) on Yγ ). With reference to problem
(4.1) with u ≡ 0, let (norm equivalence)

(a) {
w0,w1

} ∈ Yγ ≡ �
(
A1/2)×�

(
�1/2

γ

) ≡ H 2
0 (�)×H 1

0 (�); (4.18)

F ∈ L1
(
0,T ;H−1(�)

)
, H−1(�) = [

�
(
�1/2

γ

)]′ = [
�

(
A1/4)]′, (4.19)

duality with respect to L2(�). Then, continuously{
w,wt

} ∈ C
([0,T ];Yγ ≡ H 2

0 (�)×H 1
0 (�) ≡ �

(
A1/2)×�

(
A1/4)), (4.20)

�w|� ∈ L2(�) ≡ L2
(
0,T ;L2(�)

); wtt ∈ L1
(
0,T ; L̃2(�)

)
. (4.21)

(b) Assume more specifically that F ∈ L2(0,T ;H−1(�)). Then continuously,

wtt ∈ L2
(
0,T ;L2(�)

)
. (4.22)
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(c) Next, assume {w0,w1} ∈ Yγ as in (4.18) and, moreover,

F ∈ L1
(
0,T ;H−1(�)

)∩C
([0,T ];H−2(�)

)
, H−2(�) = [

�
(
A1/2)]′.

(4.23)
Then, continuously (see (2.29)),

wtt ∈ C
([0,T ]; L̃2(�)

)
. (4.24)

Proof. (a) By (4.19) we have �−1
γ F ∈ L1(0,T ;�(�

1/2
γ )), hence [0,�−1

γ F ] ∈
L1(0,T ;Yγ ) by (4.8). Then, part (a), (4.20), for {w,wt } follows at once from
(4.9).

Moreover, the sharp trace regularity (4.21) for �w|� is shown in [7, equa-
tion (2.24), page 123], when F ≡ 0. The same proof, with suitable com-
plements, continues to apply and shows (4.21) for �w|� when, in addition,
F ∈ L1(0,T ;H−1(�)) (see [4, implication (3.97)–(3.99); and (C.48), (C.49) of
Appendix C]).

Finally, (4.19) yields A−1/2F ∈ L1(0,T ;�(A1/4)) and (4.20) yields A1/2w ∈
C([0,T ];L2(�)); thus, (4.2) with u ≡ 0 yields

A−1/2�γ wtt = −A1/2w+A−1/2F ∈ L1
(
0,T ;L2(�)

)
, (4.25a)

and then the characterization (2.33) of L̃2(�) yields

wtt ∈ L1
(
0,T ; L̃2(�)

)
, (4.25b)

as claimed in (4.21).
(b) The regularity (4.22) for wtt was established in [18, page 43], at least

when F ≡ 0, precisely as a consequence of (4.21) for �w|� , and this argument
continues to hold true for F ∈ L2(0,T ;H−1(�)). See also [4, equations (7.7)
and (9.14b)] for F ∈ L2(0,T ;H−1(�)).

(c) Part (c) is a new result, which will be established as a consequence of
Section 2. First, we have that A1/2w ∈ C([0,T ];L2(�)) by part (a), (4.20), via
the regularity of F in (4.23) (left), and, moreover, A−1/2F ∈ C([0,T ];L2(�))

by (4.23) (right). Next, returning to (4.2) with u ≡ 0, we can write by the
above regularity A−1/2�γ wtt ∈ C([0,T ];L2(�)). Invoking the characteriza-
tion (2.33) of L̃2(�), we conclude that (4.25) holds true if and only if wtt ∈
C([0,T ]; L̃2(�)) and (4.24) is established. �

The next result is in [21, Proposition 3.4(a), page 415], save for the new
information and clarification provided by Lemma 2.2(a3) on A1/2�−1

γ .
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Proposition 4.4 (well-posedness of (4.5) on �(A0,γ )). With reference to prob-
lem (4.1) with u ≡ 0, let (norm equivalence (2.3) and (3.1)),{

w0,w1
} ∈ �

(
A0,γ

) = �
(
A3/4)×�

(
A1/2)

= [
H 3(�)∩H 2

0 (�)
]×H 2

0 (�);
(4.26)

F ∈ L1
(
0,T ;�⊥)

, equivalently �−1
γ F ∈ L1

(
0,T ;�

(
A1/2)) (4.27)

(recall Lemma 2.2(a3)). Then, continuously,{
w,wt

} ∈ C
([0,T ];�

(
A0,γ

) = �
(
A3/4)×�

(
A1/2))

≡ C
([0,T ];[H 3(�)∩H 2

0 (�)
]×H 2

0 (�)
); (4.28)

wtt = −�−1
γ Aw+�−1

γ F ∈ L1
(
0,T ;H 1

0 (�) = �
(
A1/4)); (4.29)

�−1
γ Aw ∈ C

([0,T ];�
(
�1/2

γ

) ≡ H 1
0 (�)

);
�−1

γ F ∈ L1
(
0,T ;�

(
A1/2) ≡ H 2

0 (�)
)
.

(4.30)

Proof. By (4.27) we have [0,�−1F ] ∈ L1(0,T ;�(A0,γ )) via (4.10). Then,
(4.28) follows by (4.9) via (4.26) as well. Then (4.27), (4.28), and (4.2) with
u ≡ 0 readily yield (4.29) and (4.30), since �

−1/2
γ A1/4 is an isomorphism on

L2(�), by (2.3). �

Proposition 4.5 (well-posedness of (4.5) on [�(A∗
0,γ )]′). With reference to

problem (4.1) with u ≡ 0, let (norm equivalence (2.3))
(a){

w0,w1
} ∈ [

�
(
A∗

0,γ

)]′ ≡ �
(
A1/4)× L̃2(�) ≡ H 1

0 (�)× L̃2(�); (4.31)

F ∈ L1
(
0,T ;H−2(�)

)
, equivalently A−1/2F ∈ L1

(
0,T ;L2(�)

)
, (4.32)

recalling �(A1/2) ≡ H 2
0 (�) from (2.3). Then, continuously,{

w,wt

} ∈ C
([0,T ];[�

(
A

∗
0,γ

)]′ ≡ �
(
A1/4)× L̃2(�) ≡ H 1

0 (�)× L̃2(�)
)
.

(4.33)
(b) Next, assume (4.26) for {w0,w1} and moreover,

F ∈ L1
(
0,T ;H−2(�)

)∩C
([0,T ];[�

(
A3/4)]′)(

respectively, F ∈ L1
(
0,T ;H−2(�)

)∩L2
(
0,T ;[�

(
A3/4)]′)), (4.34)

duality with respect to L2(�). Then, continuously,

wtt ∈ C
([0,T ];H̃−1(�)

)
,
(
respectively, wtt ∈ L2

(
0,T ;H̃−1(�)

))
, (4.35)

with H̃−1(�) the space defined in (3.35).



470 Factor spaces and Kirchhoff equations

Proof. (a) By (2.33) we have that �−1
γ F ∈ L1(0,T ; L̃2(�)) if and only if

A−1/2�γ A−1
γ F = A−1/2F ∈ L1(0,T ;L2(�)), as guaranteed by assumption

(4.32). Thus, by (4.12),[
0

�−1
γ F

]
∈ L1

(
0,T ;[�

(
A

∗
0,γ

)]′)
, (4.36a)

or equivalently, via (4.8),

A
−1
0,γ

[
0

�−1
γ F

]
=

[
0 −A−1�γ

I 0

][
0

�−1
γ F

]

=
[−A−1F

0

]
∈ L1

(
0,T ;Yγ

)
.

(4.36b)

Thus, in view of (4.36) and (4.31), we obtain via (4.9),

A
−1
0,γ

[
w(t)

wt (t)

]
= eA0,γ t

A
−1
0,γ

[
w0

w1

]

+
∫ t

0
eA0,γ (t−τ)

A
−1
0,γ

[
0

�−1
γ F (τ)

]
dτ ∈ C

([0,T ];Yγ

)
,

(4.37)

and (4.37) proves (4.33), via (4.12).
(b) First, we have that A1/4w ∈ C([0,T ];L2(�)) by part (a), (4.33) via the

regularity of F in (4.34) (left), and, moreover, A−3/4F ∈ C([0,T ];L2(�)) by
(4.34) (right). Next, returning to (4.2) (with u ≡ 0), we can write by the above
regularity

A−3/4�γ wtt = [−A1/4w+A−3/4F
] ∈ C

([0,T ];L2(�)
)
. (4.38)

Invoking the characterization (3.39) for H̃−1(�), we conclude that (4.38)
holds true if and only if wtt ∈ C([0,T ];H̃−1(�)), and (4.35) is established. �

Proposition 4.6 (well-posedness of (4.5) on �(A2
0,γ )). With reference to prob-

lem (4.1) with u ≡ 0, let, via (4.10),{
w0,w1

} ∈ �
(
A

2
0,γ

) = �
(
A1/2�−1

γ A
)×�

(
A3/4), equivalently

Aw0 ∈ �⊥; w1 ∈ H 3(�)∩H 2
0 (�),

(4.39)

F ∈ L1
(
0,T ;[H 1(�)∩�⊥])

. (4.40)

Then, continuously,{
w,wt

} ∈ C
([0,T ];�

(
A

2
0,γ

)) ⇐⇒ Aw ∈ C
([0,T ];�⊥)

(4.41a)

⇐⇒ wt ∈ C
([0,T ];H 3(�)∩H 2

0 (�)
)
,

(4.41b)

with regularity for wtt given below in (4.42) and (4.43).
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Proof. By Lemma 3.1(a3), we have that �−1
γ F ∈ L1(0,T ;�(A3/4)) if and only

if F ∈ L1(0,T ; [H 1(�)∩�⊥]), which is hypothesis (4.40). Accordingly, then,
[0,�−1

γ F ] ∈ L1(0,T ;�(A2
0,γ )), by (4.10), and thus (4.41) follows by (4.9) and

(4.39). Moreover, returning to (4.2) with u ≡ 0, we get

wtt = −�−1
γ Aw+�−1

γ F, (4.42)

where by (4.41a) and the above remark

�−1
γ Aw ∈ C

([0,T ];�−1
γ �⊥); �−1

γ F ∈ L1
(
0,T ;�

(
A3/4)). (4.43)

�

Proposition 4.7 (well-posedness of (4.5) on [�((A∗
0,γ )2)]′). With reference to

problem (4.1) with u ≡ 0, let, via (4.13),

{
w0,w1

} ∈ [
�

((
A

∗
0,γ

)2)]′ = L̃2(�)×H̃−1(�), (4.44)

F ∈ L1
(
0,T ;[�

(
A3/4)]′). (4.45)

Then, continuously,

{
w,wt

} ∈ C
([0,T ];[�

((
A∗

0,γ

)2)]′ ≡ L̃2(�)×H̃−1(�)
)
. (4.46)

Proof. By (3.39), we have that �−1
γ F ∈ L1(0,T ;H̃−1(�)) if and only if

A−3/4�γ �−1
γ F = A−3/4F ∈ L1(0,T ;L2(�)), which is guaranteed by assump-

tion (4.45). Hence, [0,�−1
γ F ] ∈ L1(0,T ; [�((A∗

0,γ )2)]′) ≡ L̃2(�)×H̃−1(�) by

(4.13), or A
−2
0,γ [0,�−1

γ F ] ∈ L1(0,T ;Yγ ). It follows, via (4.9), that

A
−2
0,γ

[
w(t)

wt (t)

]
= eA0,γ t

A
−2
0,γ

[
w0

w1

]

+
∫ t

0
eA0,γ (t−τ)

A
−2
0,γ

[
0

�−1
γ F (τ)

]
dτ ∈ C

([0,T ];Yγ

)
,

(4.47)

and (4.46) is proved via (4.47). �

4.3. Interpolation results for u ≡ 0. We next provide some interpolation
results based on those of Section 4.2. It will suffice to take zero initial con-
ditions: {w0,w1} = 0. The next result reproduces [21, Corollary 3.5, page 417]
for {w,wt } but clarifies this result regarding wtt .

Proposition 4.8 (interpolation between �(A0,γ ) and Yγ ). With reference to
problem (4.1) with u ≡ 0 and w0 = w1 = 0, let 0 ≤ β ≤ 1, and let
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(a)

�−1
γ F ∈ L1

(
0,T ;�

(
A1/2−β/4)). (4.48)

Then continuously,

w ∈ C
([0,T ];�

(
A(3−β)/4));

wt ∈ C
([0,T ];�

(
A(1/2−β/4)

))
.

(4.49)

(b) Assume (4.48) with L2 in place of L1. Then, continuously,

wtt ∈ L2
(
0,T ;�

(
A(1−β)/4)). (4.50)

(c) We explicitly single out the special case β = 1/2, in which case we obtain

�−1
γ F ∈ L1

(
0,T ;�

(
A3/8)) �⇒

{
w ∈ C

([0,T ];�
(
A5/8

));
wt ∈ C

([0,T ];�
(
A3/8

));
�−1

γ F ∈ L2
(
0,T ;�

(
A3/8)) �⇒ wtt ∈ L2

(
0,T ;�

(
A1/8)),

(4.51)

continuously, where recalling (2.3) and [19, page 10] we have

�
(
�1/4

γ

) = �
(
�1/4) = �

(
A1/8) = [

�
(
A1/4),L2(�)

]
1/2

= [
H 1

0 (�),L2(�)
]

1/2 = H
1/2
00 (�),

�
(
�3/4

γ

) = �
(
�3/4) = �

(
A3/8) = [

�
(
A1/2),�

(
A1/4)]

1/2

= [
H 2

0 (�),H 1
0 (�)

]
1/2 = H

3/2
00 (�),

�
(
A5/8) = [

�
(
A3/4),�

(
A1/2)]

1/2

= [
H 3(�)∩H 2

0 (�),H 2
0 (�)

]
1/2.

(4.52)

Proof. (a) We interpolate between

the case β = 0 : �−1
γ F ∈ L1

(
0,T ;�

(
A1/2)),

see (4.27) contained in Proposition 4.4,

and the case β = 1 : �−1
γ F ∈ L1

(
0,T ;�

(
A1/4) = �

(
�1/2

γ

))
(deduced from (4.19)) contained in Proposition 4.3,

(4.53)

to readily obtain (4.49) for {w,wt } from (4.28) and (4.20).
(b) Similarly to part (a), with L2 replacing L1, we readily obtain (4.50) from

(4.29) and (4.22).
Then (4.49) and (4.50) specialize to (4.51), respectively, for β = 1/2. �
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Proposition 4.9 (interpolation between Yγ and [�(A∗
0,γ )]′). With reference to

problem (4.1) with u ≡ 0 and w0 = w1 = 0, let 0 ≤ β ≤ 1, and let

A−1/2F ∈ L1
(
0,T ;�

(
A(1−β)/4)). (4.54)

Then, continuously,

w ∈ C
([0,T ];�

(
A1/2−β/4));

wt ∈ C
([0,T ];[�

(
A1/4), L̃2(�)

]
β

); (4.55)

or

�⊥ � �wt ∈ C
([0,T ];[�

(
A1/4),L2(�)

]
β

);[
H 1

0 (�),L2(�)
]
β

= [
�

(
A1/4),L2(�)

]
β

=




H
1−β

0 (�), 0 ≤ β �= 1

2
≤ 1;

H
1/2
00 (�), β = 1

2
.

(4.56)

Proof. We interpolate between

the case β = 0 :A−1/2F ∈ L1
(
0,T ;�

(
A1/4))⇐⇒A−1/4F∈L1

(
0,T ;L2(�)

)
,

see (4.19) contained in Proposition 4.3;

and the case β = 1 : A−1/2F ∈ L1
(
0,T ;L2(�)

)
,

see (4.32), contained in Proposition 4.5,
(4.57)

to readily obtain (4.55) for {w,wt } from (4.20) and (4.33). �

4.4. The case of point-control, dim� = 3. We return to the point control
problem of [21, Section 3], which consists of (4.1a), and (4.1b) with w0 =
w1 = 0, u ≡ 0, F = δ(x)v(t), where δ(x) is the Dirac distribution at the origin
assumed to be an interior point of �, dim� = 3; that is

wtt −γ�wtt +�2w = δ(x)v(t) in Q;
w(0, ·) = 0, wt (0, ·) = 0 in �;

w|� ≡ 0,
∂w

∂ν

∣∣∣∣
�

≡ 0 in �.

(4.58)

The following result recovers the regularity of {w,wt }, solution of (4.58), as
given in [21, equations (3.13a–b)], but makes more precise [21, equation (3.13c)]
regarding the regularity of wtt .
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Theorem 4.10. Let dim� = 3 and let v ∈ L2(0,T ). Then the solution of
problem (4.58) satisfies{

w,wt

} ∈ C
([0,T ];H 2

0 (�)×H 1
0 (�)

); wtt ∈ L2
(
0,T ;L2(�)

)
(4.59)

continuously.

Proof. For dim� = 3, the Kirchhoff h-problem in [21, equations (3.22a–c)], is
precisely problem (4.1) with u ≡ 0 and F ∈ L2(0,T ;H−1(�)) or A−1/4F ∈
L2(0,T ;L2(�)), see [21, equation (3.23a)]. Then, its regularity is covered by
Proposition 4.3, (4.20) and (4.22). (Proposition 4.3 was observed already to be
[21, Proposition 3.4] regarding {w,wt }.) Thus, {h,ht } ∈ C([0,T ];H 2

0 (�) ×
H 1

0 (�)), as asserted in [21, equations (3.24a–b)], while htt ∈ L2(0,T ;L2(�)),
a refinement over [21, equation (3.24c)]. Finally, returning to the original vari-
able w = ψφ −h in the notation of [21], where {φ,φt ,φtt } satisfy [21, equa-
tions (2.17a–c)], we obtain (4.59), as desired. �

4.5. The non-homogeneous boundary case u �= 0

Proof of Theorem 1.1. In this section, which is complementary to the previous
sections, we consider the mixed problem (4.1) with

w0 = 0, w1 = 0; F ≡ 0; u ∈ L2
(
0,T ;L2(�)

)
, (4.60)

whose abstract model is given by (4.2). In Proposition 4.5, we have seen that if,
say, F ≡ 0, u ≡ 0, and w ∈ C([0,T ];�(A1/4)), then A−3/4�γ wtt = −A1/4w ∈
C([0,T ];L2(�)), and thus wtt ∈ C([0,T ];H̃−1(�)) by (3.39). The next
result complements Proposition 4.3 by considering the case where u ∈
L2(0,T ;L2(�)).

Theorem 4.11. Consider problem (4.1) subject to hypothesis (4.60). Then,
continuously,

w ∈ C
([0,T ];H 1

0 (�) ≡ �
(
A1/4)); (4.61)

wt ∈ C
([0,T ]; L̃2(�)

); (4.62)

wtt ∈ L2
(
0,T ;H̃−1(�)

)
. (4.63)

Proof. Conclusion (4.61) and (4.62) on {w,wt } follows by duality on the sharp
trace regularity (4.21) of the corresponding homogeneous problem, due to [7,
Chapter 5]. Here are the details, taken, for example, from [4, 22]. We return to
the abstract model (4.2) of the mixed problem (4.1) under assumption (4.60),
the corresponding solution is then written as[

w(t)

wt (t)

]
= (Lu)(t) =

∫ t

0
eA0,γ (t−τ)�c

[
0

u(τ)

]
dτ, (4.64)
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where [22], [4, equations (3.34), (3.37)],

�c

[
0

u

]
=

[
0

�−1
γ AG2u

]
, G∗

2Af = −�f |�, f ∈ �(A). (4.65)

Let (in the notation of [4, equations (5.2.2), (5.2.4)]),[
�

(
A

∗
0,γ

)]′ = �
(
A1/4)× L̃2(�) ≡ H 1

0 (�)× L̃2(�) (4.66)

(norm equivalence) recalling critically (4.12), hence Section 2. If LT u =
(Lu)(T ), and x = [x1,x2] ∈ [�(A∗

0,γ )]′, then [4, equation (5.2.6)],

(
LT

[
0

u

]
,

[
x1

x2

])
[�(A∗

0,γ )]′
=

([
0

u

]
,L#

T

[
x1

x2

])
L2(�)×L2(�)

, (4.67)

where [4, equation (5.2.8)],(
L#

T

[
x1

x2

])
(t) =

[
0

�ψ
(
T − t;y0

)∣∣
�

]
, (4.68)

and where [4], [
ψ

(
T − t;y0

)
−ψt

(
T − t;y0

)
]

= e
A

∗
0,γ (T −t)

y0; (4.69)

y0 =
[

ψ0

−ψ1

]
= A

−1
0,γ

[
x1

x2

]
∈ Yγ ≡ �

(
A1/2)×�

(
A1/2

γ

) ≡ H 2
0 (�)×H 1

0 (�)

(4.70)

is the solution of the homogeneous problem

ψtt −γ�ψtt +�2ψ ≡ 0 in Q;
ψ(0, ·) = ψ0, ψt (0, ·) = ψ1 in �;

ψ |� ≡ 0,
∂ψ

∂ν

∣∣∣∣
�

≡ 0 in �.

(4.71)

By [7, equation (2.24), page 123], reported in (4.21) (with F ≡ 0), we have the
following trace result for problem (4.71):{

ψ0,ψ1
} ∈ H 2

0 (�)×H 1
0 (�) −→ �ψ |� ∈ L2

(
0,T ;L2(�)

)
(4.72)

continuously. Equivalently, via (4.68) and (4.70),

L#
T : continuous

[
�

(
A

∗
0,γ

)]′ −→ L2
(
0,T ;L2(�)

)
. (4.73)
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Then (4.72) is, in turn, equivalent to [12]

L : continuous L2
(
0,T ;L2(�)

)
−→ (Lu) = {

w,wt

} ∈ C
([0,T ];H 1

0 (�)× L̃2(�)
)
,

(4.74)

and (4.61) and (4.62) are established by duality on (4.72).
We now establish (4.63). We return to the abstract model (4.2), which we

rewrite as

A−3/4�γ wtt =−A1/4w+A−1/8+ε
(
A3/8−εG2u

)∈L2
(
0,T ;L2(�)

)
, (4.75)

where the regularity noted in (4.75) follows from A1/4w ∈ C([0,T ];L2(�))

by (4.61), as well as from A3/8−εG2u ∈ L2(0,T ;L2(�)) by (4.4b) on G2 and
(4.60) on u. Thus, as usual via the characterization (3.39), we see that (4.75)
says that wtt ∈ L2(0,T ;H̃−1(�)), as claimed in (4.63). (The above argument
shows that, in the present circumstances, the term Aw is the critical one, while
AG2u is subordinated to it, in model (4.2).) �

5. Implications on regularity of mixed Kirchhoff thermoelastic plate equa-
tions with clamped BC: proof of Theorems 1.2 and 1.3

5.1. Proof of Theorem 1.2. In this subsection we let � be an open bounded
domain in R

n, for any positive integer n, with smooth boundary �. On � we
consider the following thermoelastic mixed problem in the unknown {w(t,x),

θ(t,x)}:

wtt −γ�wtt +�2w+�θ = 0 in (0,T ]×� = Q; (5.1a)

θt −�θ −�wt = 0 in Q; (5.1b)

w(0, ·) = w0; wt(0, ·) = w1; θ(0, ·) = θ0 in �; (5.1c)

w|� ≡ 0; ∂w

∂ν

∣∣∣∣
�

= u; θ |� ≡ 0 in (0,T ]×� ≡ �, (5.1d)

where, for our present purposes, it will suffice to take

w0 = 0, w1 = 0, θ0 = 0; u ∈ L2
(
0,T ;L2(�)

)
. (5.2)

As in the elastic case of Section 4, in the present thermoelastic case we will take
the constant γ > 0 throughout. Our goal is to establish the following regularity
result, which is sharp in {w,wt }. It is a restatement of Theorem 1.2.

Theorem 5.1. With reference to the mixed problem (5.1) with γ > 0 and zero
initial conditions as in (5.2), the following regularity results hold true, where
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�(A1/4) ≡ H 1
0 (�) (norm equivalence): the map

u ∈ L2
(
0,T ;L2(�)

) �⇒ {
w,wt

} ∈ C
([0,T ];�

(
A1/4)× L̃2(�)

); (5.3)

�⇒
[
wtt − 1

γ
θ

]
∈ L2

(
0,T ;H̃−1(�)

); (5.4)

�⇒ θ ∈ Lp

(
0,T ;H−1(�)

)∩C
([0,T ];H−1−ε(�)

)
,

1 < p < ∞; ∀ε > 0,

(5.5)

is continuous. However, in addition, we have

θ ∈ C
([0,T ];L2(�)

)
, and wtt ∈ L2

(
0,T ;H̃−1(�)

)
,

but not continuously in u ∈ L2
(
0,T ;L2(�)

) (5.6)

(that is, the closed graph theorem does not apply to the maps u → θ or u → wtt

in (5.6)). More precisely, regarding θ , we have

θ(t) = −wt(t)+θ1,a(t)+θ1,b(t), (5.7)

where wt satisfies (5.3), and

θ1,b(t) = 1

γ

∫ t

0
e−�(t−τ)θ(τ )dτ ∈ C

([0,T ];L2(�)
)

continuously in u ∈ L2
(
0,T ;L2(�)

); (5.8a)

while

θ1,a(t) =
∫ t

0
e−�(t−τ)

[
wtt (τ )− 1

γ
θ(τ)

]
dτ

∈ C
([0,T ];L2(�)

)
however, not continuously in u

∈ L2
(
0,T ;L2(�)

)
.

(5.8b)

Proof of Theorem 5.1. The mechanical regularity (5.3) for {w,wt } was estab-
lished in [22, Theorem 4.1], and coincides with the mechanical regularity (4.61)
and (4.62) in the elastic case of Theorem 4.11. We will repeat a sketch of the
argument for completeness, following [22] or [4].
Step 1. We start with the dual {φ,η}-thermoelastic problem:

φtt −γ�φtt +�2φ−�η = 0 in Q = (0,T ]×�;
ηt −�η+�φt = 0 in Q;
φ(0, ·) = φ0, φt (0, ·) = φ1, η(0, ·) = η0 in �;

φ|� ≡ 0,
∂φ

∂ν

∣∣∣∣
�

≡ 0, η|� ≡ 0 in � = (0,T ]×�,

(5.9)
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with initial conditions,

{
φ0,−φ1,η0

} ∈ Yγ ≡ H 2
0 (�)×H 1

0 (�)×L2(�). (5.10)

Thus, the solution {φ(t),−φt (t),η(t)} = eA
∗
γ t [φ0,−φ1,η0] is given by the

adjoint semigroup eA
∗
γ t on Yγ to the one eAγ t claimed (by Lumer-Phillips the-

orem) in [22, below (4.17)], [4, equation (2.10)], and so forth. Thus, its a priori
regularity is

{
φ,−φt ,η

} ∈ C
([0,T ]; H 2

0 (�)×H 1
0 (�)×L2(�)

);
η ∈ L2

(
0,T ;H 1

0 (�)
)
, �η ∈ L2

(
0,T ;H−1(�)

)
,

(5.11)

using also the usual dissipativity argument for η [18]. Next, we rewrite problem
(5.9) in the following way:

φtt −γ�φtt +�2φ = �η ∈ L2
(
0,T ;H−1(�)

);
φ|� ≡ 0,

∂φ

∂ν

∣∣∣∣
�

≡ 0.
(5.12)

Step 2. To problem (5.12) we apply the same energy method proof in [7, Chap-
ter 5 or Chapter 6] by use of the multiplier m · ∇φ, m|� = ν, it yields the
following sharp trace regularity:

{
φ0,φ1

} ∈ H 2
0 (�)×H 1

0 (�) �⇒ �φ|� ∈ L2
(
0,T ;L2(�)

)
, (5.13)

(where, of course, η0 ∈ L2(�) as well) since
∫
Q

(m · ∇φ)(�η)dQ is finite

by use of (5.11), f = m · ∇φ ∈ C([0,T ];H 1
0 (�)) since f |� = m · ∇φ|� =

(∂φ/∂ν)|� = 0. Details are given, for example, in [4, equations (3.97)–(3.99),
page 129; and also equations (C.47)–(C.49), page 206].
Step 3. A duality argument, given in details in [22, Section 5, Step 3] in [4,
Step 1, page 206], then shows the following preliminary result: for the mixed
problem (5.1) and (5.2), the map

u ∈ L2(�) −→



{
w,wt

} ∈ C
([0,T ];H 1

0 (�)× L̃2(�)
);

θ ∈ C
([0,T ];[�(�)

]′)
,

(5.14)

is continuous. This map is optimal for {w,wt }. The space L̃2(�) described in
Section 2 arises at this point, in connection with the second component space,
as dual of �(A1/2) with respect to �(�

1/2
γ ) as a pivot space. So far, we have

reproduced results of [4, 22] for the mixed problem (5.1) and (5.2). Thus, we
have established (5.3) for {w,wt }.
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Step 4 (proof of (5.5)). We next boost the regularity of θ (over (5.14)) to read
the map

u∈L2
(
0,T ;L2(�)

)−→θ ∈Lp

(
0,T ;H−1(�)

)∩C
([0,T ];H−1−ε(�)

)
,

1 < p < ∞; ∀ε > 0,

(5.15)

is continuous. To establish (5.15), we return to (5.1b) and integrate by parts to
obtain via wt |� ≡ 0 and (2.2)

θ(t) =
∫ t

0
e−�(t−τ)�wt(τ )dτ = −

∫ t

0
e−�(t−τ)�wt(τ)dτ (5.16)

= −�1/2�1/2w(t)+�1/2+ε/2
∫ t

0
�1−ε/2e−�(t−τ)�1/2w(τ)dτ (5.17)

∈ Lp

(
0,T ;H−1(�)

)∩C
([0,T ];H−1−ε(�)

)
, (5.18)

for all 1 < p < ∞; for all ε > 0, since w0 = 0 by (5.2). The regularity in (5.18)
is obtained by using the regularity (5.3) for w, along with the following two
well-known results for analytic semigroups: the map

f −→
∫ t

0
e−�(t−τ)f (τ )dτ (5.19)

is continuous as follows:

Lp

(
0,T ;L2(�)

) −→ Lp

(
0,T ;�(�)

)
, ∀1 < p < ∞;

L∞
(
0,T ;L2(�)

) −→ C
([0,T ];�

(
�1−ε

))
, ∀ε > 0,

(5.20)

see [2] for (5.20), [16, page 4]. Thus, (5.15) is proved via (5.18).

Remark 5.2. The weaker result, over (5.6), that

θ ∈ Lp

(
0,T ;L2(�)

)∩C
([0,T ];H−ε(�)

)
, ∀1 < p < ∞; ∀ε > 0;

however, not continuously in u ∈ L2
(
0,T ;L2(�)

)
,

(5.21)

follows at once from (5.16), via (5.3) on wt , (2.49) and (5.20).

Step 5 (proof of (5.4)). The abstract model of the mixed problem (5.1) is given
by [4, 22],

�γ wtt = −Aw+AG2u+�θ = −Aw+AG2u+ 1

γ
�γ θ − 1

γ
θ (5.22)
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(compare with (4.2)), from which we obtain

A−3/4�γ

[
wtt− 1

γ
θ

]
= −A1/4w+A−1/8+ε

(
A3/8−εG2u

)− 1

γ
A−3/4θ (5.23a)

∈ L2
(
0,T ;L2(�)

)
, (5.23b)

continuously in u ∈ L2(0,T ;L2(�)). The key regularity noted in (5.23b) is
obtained as follows: first, A1/4w ∈ C([0,T ];L2(�)) by (5.3); next, A3/8−εG2u

∈ L2(0,T ;L2(�)) by (4.4b) and u ∈ L2(0,T ;L2(�)) (just as in (4.75)); fi-
nally A−3/4θ ∈ L2(0,T ;�(A1/2)) by (5.5) with p = 2, and �(A1/4) = H 1

0 (�),
see (2.3). Hence, the regularity (5.23b) is established. Then, as usual, via the
characterization (3.39), we see that (5.23) says that [wtt − (1/γ )θ ] ∈
L2(0,T ;H̃−1(�)), continuously in u ∈ L2(0,T ;L2(�)), as claimed in (5.4).
Step 6 (proof of (5.6) for θ ). We return to (5.1b), which we rewrite as(

θ +wt

)
t
= �

(
θ +wt

)+wtt , (5.24a)

and hence, by (2.2),

(θ +w)t = −�
(
θ +wt

)+wtt , (5.24b)

because of the homogeneous BC (5.1d) for w and θ . Solving (5.24b), we obtain

θ(t) = −wt(t)+θ1(t), (5.25a)

where we will show that

θ1(t) =
∫ t

0
e−�(t−τ)wtt (τ )dτ ∈ C

([0,T ];L2(�)
)
, (5.25b)

however, not continuously in u ∈ L2(0,T ;L2(�)). We rewrite θ1(t) as

θ1(t) = θ1,a(t)+θ1,b(t); (5.26)

θ1,a(t) =
∫ t

0
e−�(t−τ)

[
wtt (τ )− 1

γ
θ(τ)

]
dτ ;

θ1,b(t) = 1

γ

∫ t

0
e−�(t−τ)θ(τ )dτ,

(5.27)

where, by (5.5) with p = 2, and H−1(�) = [�(�1/2)]′, that is, with �−1/2θ ∈
L2(0,T ;L2(�)), continuously in u ∈ L2(0,T ;L2(�)), we have

γ θ1,b(t) =
∫ t

0
�1/2e−�(t−τ)�−1/2θ(τ )dτ ∈ C

([0,T ];L2(�)
)

continuously in u ∈ L2
(
0,T ;L2(�)

)
.

(5.28)
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Moreover, by (5.4), [wtt − 1
γ
θ ] ∈ L2(0,T ;H̃−1(�)) continuously in u ∈

L2(0,T ;L2(�)); and since H̃−1(�) ≡ [H 1(�)]′/H by (3.38), we also have

[
wtt − 1

γ
θ

]
∈ L2

(
0,T ;[H 1(�)

]′) however, not continuously

in u ∈ L2
(
0,T ;L2(�)

)
.

(5.29)

Hence, we obtain a fortiori that[
wtt − 1

γ
θ

]
∈L2

(
0,T ;H−1(�)

)
, or �−1/2

[
wtt − 1

γ
θ

]
∈L2

(
0,T ;L2(�)

)
,

however, not continuously in u ∈ L2
(
0,T ;L2(�)

)
.

(5.30)

It then follows from (5.29) and (5.27) that

θ1,a(t) =
∫ t

0
�1/2e−�(t−τ)�−1/2

[
wtt (τ )− 1

γ
θ(τ)

]
dτ ∈ C

([0,T ];L2(�)
)
,

however, not continuously in u ∈ L2
(
0,T ;L2(�)

)
.

(5.31)

Then (5.28) and (5.31), used in (5.26) and (5.25), prove (5.6) for θ , as desired;
in fact, prove precisely (5.7) and (5.8).
Step 7 (proof of (5.6) for wtt ). We return to (5.22) (left form) and obtain

A−3/4�γ wtt = −A1/4w+A−1/8+ε
(
A−3/8−εG2u

)+A−1/4(A−1/2�
)
θ

∈ L2
(
0,T ;L2(�)

)
, however, not continuously in u ∈ L2

(
0,T ;L2(�)

)
.

(5.32)

The new term, over the analysis below (5.23b), is the last one in (5.32), where
now θ satisfies (5.21) with p = 2 (which now suffices without invoking (5.6)).
Since A−1/2� has a bounded extension on L2(�) by (2.7), we conclude that

A−1/4(A−1/2�
)
θ ∈ C

([0,T ];�
(
A1/4) = H 1

0 (�)
)
, however, not

continuously in u ∈ L2
(
0,T ;L2(�)

)
.

(5.33)

Then the regularity in (5.32) is established by (5.33). The usual characterization
(3.39) then yields that

wtt ∈ L2
(
0,T ;H̃−1(�)

)
however, not continuously in u ∈ L2

(
0,T ;L2(�)

)
.

(5.34)
The proof of Theorem 5.1 is complete. �
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5.2. Theorem 1.3: a sharp regularity result for θ1(t) in (5.25b). We return
to θ1(t) in (5.25b) and prove the following result which complements, but does
not replace, the regularity result in (5.6), (5.7), and (5.8). A restatement of
Theorem 1.3 follows.

Theorem 5.3. With reference to problem (5.1) and θ1 in (5.25b), the map

u∈L2
(
0,T ;L2(�)

)−→θ1(t)=
∫ t

0
e−�(t−τ)wtt (τ )dτ ∈C

([0,T ];[H 1/2
00 (�)

]′)
,

(5.35)
is continuous, where H

1/2
00 (�) = �(�1/4) (see [19, page 66]). Thus, θ(t) =

−wt(t)+θ1(t), where wt satisfies (5.3): wt ∈ C([0,T ]; L̃2(�)) continuously in
u ∈ L2(0,T ;L2(�)).

Sketch of proof. Here we may only give a sketch, which will highlight the main
new key points. A full account will be given elsewhere [10], using also [15].
Step 1. Let z ∈ H

1/2
00 (�) = �(�1/4). Define

v(t) = �−1e−�t z = �−7/4�1/2e−�t�1/4z ∈ L2
(
0,T ;�

(
�7/4)). (5.36)

Then, the following (parabolic theory) results hold true, both continuously in
z ∈ �(�1/4):

(i)

v ∈ H 7/2,7/4(Q) ≡ L2
(
0,T ;H 7/2(�)

)∩H 7/4(0,T ;L2(�)
); (5.37)

(ii) as a consequence of (5.37) and trace theory [19, Vol. 2, page 9], we have

∂v

∂ν
∈ H 2,1(�) ≡ L2

(
0,T ;H 2(�)

)∩H 1(0,T ;L2(�)
)
. (5.38)

Step 2. We return to (5.1a) and rewrite it, via (2.2) and (5.2), as

�γ wtt +�2w−�θ = 0; or wtt = −�−1
γ �2w+�−1

γ �θ (5.39)

(compare with (5.22)). Then, by (5.39), the critical term in the definition of θ1(t)

in (5.35) is

θ̃ (t) ≡
∫ t

0
e−�(t−τ)�−1�2w(τ)dτ. (5.40)

Our task is now reduced to show that the map

u ∈ L2
(
0,T ;L2(�)

) −→ θ̃ ∈ C
([0,T ];[H 1/2

00 (�)
]′)

, is continuous,

where H
1/2
00 (�) = �

(
�1/4). (5.41)
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To this end, we let at first t be arbitrary but fixed in (0,T ], z ∈ H
1/2
00 (�) and

v defined by (5.36). Let ( , ) and 〈 , 〉 denote the L2(�)—and L2(�)—inner
products, respectively. By (5.40) and (5.36), we consider

(
θ̃ (t),z

) =
∫ t

0

(
e−�(t−τ)�−1�2w(τ),z

)
dτ

(
by (5.36)

) =
∫ t

0

(
�2w(τ),v(t −τ)

)
dτ.

(5.42)

Applying Green’s second theorem to (5.42), we obtain

(
θ̃ (t),z

) =
∫ t

0

(
�w(τ),�v(t −τ)

)
dτ

+
∫ t

0

〈
∂�w(τ)

∂ν
,

�����
v(t −τ)

〉
dτ −

∫ t

0

〈
�w(τ),

∂v(t −τ)

∂ν

〉
dτ,

(5.43)

where v|� = 0 by (5.36), and so the second integral term on � in (5.43) vanishes.
Moreover, we have, continuously in u ∈ L2(0,T ;L2(�))

�w ∈ C
([0,T ];H−1(�) ≡ [

H 1
0 (�)

]′)
, by (5.3); (5.44)

−�v = �v = vt ∈ L2
(
0,T ;�

(
�3/4)) ≡ L2

(
0,T ;H 3/2

00 (�)
)

(5.45)

⊂ L2
(
0,T ;H 3/2

0 (�)
) ⊂ L2

(
0,T ;H 1

0 (�)
)
, (5.46)

by (5.36), and by [19, page 66]:

�
(
�3/4) ≡ H

3/2
00 (�) ⊂ H

3/2
0 (�). (5.47)

Thus, (5.44) and (5.46) imply that the first term on the right-hand side of (5.43)
is well defined continuously in u ∈ L2(0,T ;L2(�)). We use this fact, along
with (5.38) and take, now, z ∈ L1(0,T ;H 1/2

00 (�)) in (5.43), to establish (5.41)
and hence conclude the following lemma.

Lemma 5.4. With reference to θ̃ and θ1 in (5.40) and (5.35),

(i) the map

u ∈ L2
(
0,T ;L2(�)

) −→ θ̃ ∈ C
([0,T ];[H 1/2

00 (�)
]′)

is continuous, (5.48)

and hence, as a consequence,
(ii) the map

u ∈ L2
(
0,T ;L2(�)

) −→ θ1 ∈ C
([0,T ];[H 1/2

00 (�)
]′)

is continuous, (5.49)



484 Factor spaces and Kirchhoff equations

provided that, in both cases, the solution w to the mixed problem (5.1) satisfies
the following trace regularity: the map

u ∈ L2
(
0,T ;L2(�)

) −→ �w|� ∈ H−2,−1(�) is continuous, (5.50)

Step 3. The next result shows that the desired trace regularity (5.50) for problem
(5.1) is, a fortiori, true, and hence (5.48) and (5.49) are established.

Theorem 5.5. With reference to the mixed problem (5.1) the map

u ∈ L2
(
0,T ;L2(�)

) −→ �w|� ∈ H−1,−1(�) is continuous. (5.51)

Thus, a fortiori, the regularity properties (5.48) and (5.49) hold true.

It remains to sketch a proof of Theorem 5.5. The main points will be given
in the steps below.
Step 4 (orientation). We rewrite the mixed problem (5.1) as

wtt −γ�wtt +�2w−�wt = −θt ; (5.52a)

w(0, ·) = 0, wt (0, ·) = 0, θ(0, ·) = 0;

w|� ≡ 0,
∂w

∂ν

∣∣∣∣
�

≡ u; θ |� ≡ 0,
(5.52b)

with u ∈ L2(0,T ;L2(�)), and the regularity already obtained in (5.3) and (5.5)
continuously in u. By superposition, we may consider two cases. In one case,
we take u ≡ 0 in (5.52b) and replace θt with a function ft possessing the same
regularity as θt . The corresponding integrated-in-time version

ηtt −γ�ηtt +�2η−�ηt = f ∈ L2
(
0,T ;H−1(�)

);
η(0, ·) = 0, ηt (0, ·) = 0;

η|� ≡ 0,
∂η

∂ν

∣∣∣∣
�

≡ 0,

(5.53)

where f plays the role of θ and hence is assumed to have the same regularity
of θ , see (5.5) for p = 2.

For problem (5.53) we already know that the map

f ∈ L2
(
0,T ;H−1(�)

)
�η|� ∈ L2(�)

�ηt |� ∈ H−1,0(�) ≡ H−1
(
0,T ;L2(�)

)
,

(5.54)

by (5.11), (5.12), and (5.13) [7], [4, equations (3.97)–(3.99), page 129; also
equations (C.47)–(C.49), page 206]: this result takes care of the contribution of
the right-hand side θt in (5.52a) in obtaining, a fortiori, (5.51).
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The second problem, definitely more challenging, will be handled below in
Theorem 5.6(ii), (5.60).
Step 5. Consider the elastic Kirchhoff equation

ztt −γ�ztt +�2z−�zt = 0 in (0,T ]×� ≡ Q; (5.55a)

z(0, ·) = 0, zt (0, ·) = 0 in �; (5.55b)

z|� = 0,
∂z

∂ν

∣∣∣∣
�

= g in (0,T ]×� ≡ � (5.55c)

(as in (4.1)). We can then state the following result.

Theorem 5.6. With reference to problem (5.55), the maps
(i)

g ∈ H 1,1(�) −→ z ∈ C
([0,T ];H 2(�)∩H 1

0 (�)
)

(5.56)

−→ zt ∈ C
([0,T ];H 1

0 (�)
)

(5.57)

−→ ztt ∈ C
([0,T ]; L̃2(�)

)
(5.58)

−→ �z|� ∈ L2(�) (5.59)

are continuous.
(ii) As a consequence of (i), the map

g ∈ L2(�) −→ �z|� ∈ H−1,−1(�) (5.60)

is continuous.

Proof. The interior regularity (5.56), (5.57), and (5.58) can be reduced to
Theorem 4.11.

Proof of the trace regularity (5.59). This is based on three main steps:
(i) Consider the mixed problem (5.55). Then the multiplier h · ∇z applied

to (5.55a), with h ∈ [C2(�̄)]n a vector field such that h|� = ν on �, yields the
following estimates:

‖�z|�‖2
L2(�) ≤

∣∣∣∣
∫

�

∂�z

∂ν

∂z

∂ν
d�

∣∣∣∣+�

(∫ T

0

∥∥{
z,zt

}∥∥2
H 2(�)×H 1(�)

dt

)

≤ ε

∥∥∥∥∂�z

∂ν

∣∣∣∣
�

∥∥∥∥
2

H−1,−1(�)

+ 1

ε
‖g‖2

H 1,1(�)
+�

(∫ T

0

∥∥{
z,zt

}∥∥2
H 2(�)×H 1(�)

dt

)
,

(5.61)

for any positive ε > 0 arbitrary.
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Estimate (5.57) stems from the usual identity, as for example, in [7, 8, 13],
[17, identity (A.1), page 1016], which is obtained by applying (5.55a) by h ·∇z,
h|� = ν, by use—in addition—also of the BC (5.55c).

(ii) Consider the mixed problem (5.55). The multiplier h · ∇�z, applied
to (5.55a), with h ∈ [C2(�̄)]n, h|� = ν on �, yields the following estimate:

∥∥∥∥∂�z

∂ν

∣∣∣∣
�

∥∥∥∥
2

L2(�)

≤ CT

∥∥�z|�
∥∥2

H 1,1(�)
+�

(∫ T

0

∥∥{
z,zt

}∥∥2
H 3(�)×H 2(�)

dt

)
.

(5.62)
Estimate (5.62) stems from the usual identity, as for example, in [14, identity
(A.5), page 97], which is obtained by multiplying (5.55a) by h ·∇�z, h|� = ν,
by use, in addition, also of the BC (5.55c).

(iii) With reference to the mixed problem (5.52), let

y = �−1
� z, (5.63)

where �−1
� denotes an operator of order (−1) in the time variable and in the

tangential space variable. Then, estimate (5.62) for z becomes the following
estimate for y (one unit lower):

∥∥∥∥∂�y

∂ν

∣∣∣∣
�

∥∥∥∥
2

H−1,−1(�)

≤ CT

∥∥�y|�
∥∥2

L2(�)
+�

(∫ T

0

∥∥{
y,yt

}∥∥2
H 2(�)×H 1(�)

dt

)
,

(5.64)
where, modulo lower-order terms due to commutators, y satisfies the same
elastic Kirchhoff equation as (5.55) for z. See [15] for shifting the regularity in
the wave equation case.

(iv) Because of the last statement, we can say that problem (5.55) also satisfies
estimate (5.64). Thus, inequality (5.64) with y now replaced by z, once used on
the right-hand side of (5.61) yields

∥∥�z|�
∥∥2

L2(�)
≤ εCT

∥∥�z|�
∥∥2

L2(�)
+ 1

ε
‖g‖2

H 1,1(�)

+�ε

(∫ T

0

∥∥{
z,zt

}∥∥2
H 2(�)×H 1(�)

dt

)
,

(5.65)

from which we obtain

(
1−εCT

)∥∥�z|�
∥∥2

L2(�)
≤ 1

ε
‖g‖2

H 1,1(�)

+�ε

(∫ T

0

∥∥{
z,zt

}∥∥2
H 2(�)×H 1(�)

dt

) (5.66)

(
by (5.56) and (5.57)

) ≤ Cε‖g‖2
H 1,1(�)

, (5.67)
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where in the last step we have used (5.56) and (5.57). Thus, taking ε > 0 small,
we conclude that (5.67) proves (5.58). �

The proof of part (ii) of Theorem 5.6 can be given using shifting techniques
as in [15]. �
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