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We give an asymptotic expansion of the solutions of higher-order Poincaré difference
equation in terms of the characteristic solutions of the limiting equation. As a conse-
quence, we obtain an asymptotic description of the solutions approaching a hyperbolic
equilibrium of a higher-order nonlinear difference equation with sufficiently smooth
nonlinearity. The proof is based on the inversion formula for the z-transform and the
residue theorem.
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1. Introduction

Our principal interest in this paper is the asymptotic behavior of the solutions of higher-
order nonlinear difference equations in a neighborhood of an equilibrium. In the spe-
cific case of rational difference equations, this problem has been studied in several recent
papers (see, e.g., [1-3] and the references therein). In this paper, we will deal with gen-
eral nonlinear difference equations. Our main result (Theorem 3.1) applies in the case
when the equilibrium is hyperbolic and the nonlinearity is sufficiently smooth. Roughly
speaking, it says that in this case, the solutions of the nonlinear equation approach the
equilibrium along the solutions of the corresponding linearized equation. This result is
in fact a consequence of the asymptotic expansion of the solutions of Poincaré difference
equation established in Theorem 2.3. Our results may be viewed as the discrete analogs of
similar qualitative results known for ordinary and functional differential equations (see
[4, Chapter 13, Theorem 4.5], [5, Proposition 7.2], or [6, Theorem 3.1]). The simple
short proof presented below is based on the inversion formula for the z-transform and
the residue theorem. Finally, we mention the recent remarkable work of Matsunaga and
Murakami [7] which is relevant to our study. In this paper, the authors described the
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structure of the solutions of nonlinear functional difference equations in a neighborhood
of an equilibrium. However, their results do not yield explicit asymptotic formulas for
the solutions.

The paper is organized as follows. In Section 2, we study the asymptotic behavior of the
solutions of Poincaré difference equations. In Section 3, we establish our main theorem
about the behavior of the solutions of nonlinear difference equations in a neighborhood
of a hyperbolic equilibrium. In Section 4, we apply our result to a second-order rational
difference equation. We obtain an asymptotic description of the positive solutions, which
improves the recent result due to Kalabusi¢ and Kulenovi¢ [1].

2. Asymptotic expansions for Poincaré difference equations

Throughout the paper, we will use the standard notations Z, R, and C for the set of in-
tegers, real numbers, and complex numbers, respectively. The symbol Z* denotes the set
of nonnegative integers. For any positive integer k, R¥ is the k-dimensional space of real
column vectors with any convenient norm.

Consider the kth-order Poincaré difference equation

x(ntk)+a(n)x(n+k—-1)+---+ar(n)x(n)=0, neZt, (2.1)

where the coefficients a; : Z* — C, 1 < j < k, are asymptotically constant as n — oo, that is,
the limits

bj=lima;(n), 1<j<k, (2.2)

exist and are finite. It is natural to expect that in this case, the solutions of (2.1) retain
some properties of the solutions of the limiting equation

x(n+k)+bix(n+k—1)+---+bx(n) =0, nezZ'. (2.3)

The following Perron-type theorem established in [8] is a result of this type. It says that
the growth rates of the solutions of both (2.1) and (2.3) are equal to the moduli of the
roots of the characteristic equation

Az)=0, Az)=Z+bi2"1 4+ +b (2.4)

(For an extension to a more general class of functional difference equations, see [9]. For
further related results on Poincaré difference equations, see the monographs [10, Section
2.13] and [11, Chapter 8].)

THEOREM 2.1 [8, Theorem 2]. Suppose (2.2) holds. If x : Z* — C is a solution of (2.1), then
either

(1) x(n) = 0 for all large n, or

(ii) the quantity

p = u(x) = limsup+/ | x(n) | (2.5)

n—oo
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is equal to the modulus of one of the characteristic roots of (2.3), that is, the set
Ap)={zeClA(z) =0, |z| = u} (2.6)

is nonempty.

Remark 2.2. Alternative (i) of the above theorem can be excluded in the following sense.
If

ar(n) #0, neZz", (2.7)

then the only solution of (2.1) satisfying alternative (i) is the trivial solution x(n) = 0
identically for n € Z*. Indeed, if x: Z* — C is a nontrivial solution of (2.1) such that
x(n) = 0 for all large n and m is the greatest integer for which x(m) # 0, then (2.1) and
(2.7) yield

x(m) = ap(m) " —x(m+k) —a;(m)x(m+k—1)— - —ap_(m)x(m+1)] =0,
(2.8)

a contradiction.

In this section, we will show that if the limits in (2.2) are approached at an exponen-
tial rate, then the conclusion of Theorem 2.1 can be substantially strengthened. First, we
introduce some notations and definitions. If A is a characteristic root of (2.3), m) will de-
note the multiplicity of z = A as a zero of the characteristic polynomial A given by (2.4).
It is well known that in this case for any complex-valued polynomial p of order less than
my, the function

y(n) =pmA", nel, (2.9)

is a solution of (2.3). We will refer to such solutions as a characteristic solution of (2.3) cor-
responding to A. More generally, if A is a nonempty set of characteristic roots of (2.3), then
by a characteristic solution corresponding to the set A we mean a finite sum of characteristic
solutions for values A € A.

The main result of this section is the following theorem.

THEOREM 2.3. Suppose that the convergence in (2.2) is exponentially fast, that is, for some
n € (0,1),

aj(n) =bj+0(y"), n— oo, 1<j<k (2.10)
Assume also that

br # 0. (2.11)
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Ifx:Z* — Cis a solution of (2.1), then either
(1) x(n) = 0 for all large n, or
(ii) there exists y € (0, 00) such that the set of characteristic roots A(u) given by (2.6) is
nonempty, and for some € € (0, ), one has the asymptotic expansion

x(n) =y(n)+0((u—€)"), n— oo, (2.12)

where y is a nontrivial characteristic solution of (2.3) corresponding to the set A(u).

As a preparation for the proof of Theorem 2.3, we establish a useful technical result.
Recall that if g is a meromorphic function in a region of the complex plane and A is a pole
of g of order m, then the residue of g at A, denoted by Res(g; 1), is the coefficient ¢_; of the
term (z —A)~! in the Laurent series

)

g2)= > ci(z—A). (2.13)

j=—m

LemMA 2.4. If A is a nonzero characteristic root of (2.3) and f is holomorphic in a neigh-
borhood of z = A, then the function

y(n) =Res(id" 'A7' f;1), nez, (2.14)

is a characteristic solution of (2.3) corresponding to A. (Here id" (z) =2z"L)

Proof. The characteristic polynomial A can be written as
A(z) = (z—A)"™q(2), (2.15)

where g is a polynomial and g(1) # 0. For each n € Z, the function id"~" f is holomorphic
in a neighborhood of z = A. Consequently, the function g = id"~'A~! f is holomorphic in
a deleted neighborhood of z = A and its Laurent series has the form (2.13) with m = m,.
By the calculus of residues, we have that

1 dam-1 m
y(n) = Res(g;A) = Om— 1)1 dzmt Z:A((Z—/\) 1g(2)) e
__ b amt (z" 'h(z)) .
RN TN P
where h = f/q with g as in (2.15). By the Leibniz rule, we have
dm-! n—1 _ n-1p(m-1)
gt | (@R =1
mt (2.17)
+ > ( Aj )(n— (n—2) - (n—jHArT-Thm=1=0(}).
j=1

Thus, y has the form (2.9), where p is a polynomial of order less than m,. O
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We now give the proof of Theorem 2.3.

Proof of Theorem 2.3. Suppose that x is a solution of (2.1) for which alternative (i) does
not hold. By Theorem 2.1, the quantity y defined by (2.5) is equal to the modulus of
one of the characteristic roots of (2.3). Thus, A(y) is nonempty. By virtue of (2.11), the
characteristic roots are different from zero, and hence y > 0. Rewrite (2.1) as

k
x(n+k)+ > bix(n+k—j)=c(n), neZz, (2.18)
j=1

where

k
Z x(n+k—j), nelZ. (2.19)

It is well known that the z-transform of x given by

(o]

%(z) = > x(n)z™" (2.20)

n=0

defines a holomorphic function in the region |z| > ¢ with g as in (2.5). Similarly, ¢, the
z-transform of ¢, is holomorphic for |z| > v, where

v = limsup+/|c(n)|. (2.21)

It is easily shown, using (2.5) and (2.10), that
V< qu < (2.22)

Taking the z-transform of (2.18) and using the shifting property

-1

i x(n+D)z " =2%(z) - > x(n)z ™" (2.23)

n=0

forl € Z* and |z| > y, we find that

A2)x(z) = q(2) +¢(2), |zl >u, (2.24)
where
k-1 k k—j-1
q(z) = > x(mZ*"+ > b; > x(m)zki (2.25)
n=0 j=1 n=0

According to the inversion formula for the z-transform, we have that

x(n) = L,J 2 %2)dz, nel (2.26)
2mi )y
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where y is any positively oriented simple closed curve that lies in the region |z| > ¢ and
winds around the origin. Choose € >0 so small that 4 — 2€ > v and the set of the roots of
the characteristic polynomial A belonging to the annulus y — 2€ < |z| < y +2€ coincides
with the set A(y). From (2.24) and (2.26), we obtain

x(n) = 2%1 2NN @) f(2)dz, nelt (2.27)

where f = g+ ¢ and y, is the circle,
yi(t) = (u+e)e, 0<t<2m (2.28)

Since q is an entire function (polynomial) and ¢ is holomorphic for |z| > v, the function
f is holomorphic in the region |z| > v. This, together with the choice of €, implies that
the function id"'A~! f is meromorphic in the region

={zeClu-2e<lzl <pu+2e} (2.29)

and its poles in that region belong to the set A(u). Let p, be the positively oriented circle
centered at the origin with radius y — €, that is,

y(t) =(u—ee", 0=<t<2m (2.30)

By the residue theorem, we have that

L n—1,-1 _L n—1
i y}z A (z)f(z)dz—zm, yzz AN (z2) f(z)dz+ y(n), (2.31)
where
n) = > Res(id"'A71f;1), (2.32)
AeA

A being the set of poles of id" 'A~! f in the annulus Q. (This follows from [12, The-
orem 10.42] applied to the cycle T = y; + y5 in Q — A, where y; is the opposite to y.)
Substitution into (2.27) yields

x(n) = y(n) + ﬁ 2 AN f(2)dz, ne Tt (2.33)
As noted before, A C A(u). Consequently, by Lemma 2.4, y is a characteristic solution of
(2.3) corresponding to the set A(u). The integral in (2.33) can be estimated as follows
(see [12, Section 10.8]):

‘ j 2 AN (2) f(2)dz| < 2K (4 — €)™, (2.34)
V2

where

K= max |[A7 Y (2) f(2)]. (2.35)
z|=p—€
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This proves (2.12). Finally, we show that y is a nontrivial solution. Indeed, if y(#n) were
zero identically for n € Z*, then (2.12) would imply that

limsup |x(n)| <u—€e<uy, (2.36)

contradicting (2.5). O

Remark 2.5. As shown in the above proof, the positive constant y in alternative (ii) of
Theorem 2.3 is given by formula (2.5).

In most applications, the coefficients of (2.1) are real and only real-valued solutions
are of interest. As a simple consequence of Theorem 2.3, we have the following.

COROLLARY 2.6. Suppose that the coefficients aj : 7+ — R, 1 < j <k, are real-valued and
there exist constants b; € R, 1 < j <k, and n € (0,1) such that (2.10) and (2.11) hold. If
x:Z" — R is a real-valued solution of (2.1), then either
(1) x(n) = 0 for all large n, or
(ii) there exists y € (0, 00) such that the set A(u) is nonempty, and for some € € (0,u),
one has the asymptotic expansion

x(n) =w(n)+0((u—€)"), n— oo, (2.37)
where w is a nontrivial (real-valued) solution of the limiting equation (2.3) of the
form

w(n) = u" Z qr(n) cos (n6)) +ry(n)sin (n6)), (2.38)
YA

where, for every A € A(u), 0y = ArgA is the unique number in (—m, ] for which
A = ue® and qy, r) are real-valued polynomials of order less than m,.

Proof. Clearly, if x is a real-valued solution of (2.1) satisfying the asymptotic relation
(2.12) of Theorem 2.3, then (2.37) holds with w = Rey. Since the coefficients of the lim-
iting equation (2.3) are real, the real part of the solution y is also a solution of (2.3). It is
an immediate consequence of the definition of the characteristic solutions that w = Rey
has the form (2.38). Finally, if w(n) were zero identically for n € Z*, then (2.37) would
imply (2.36) contradicting (2.5). O

3. Behavior near equilibria of nonlinear difference equations

In this section, as an application of our previous results on Poincaré difference equations,
we establish an asymptotic expansion of the solutions of nonlinear difference equations
which tend to a hyperbolic equilibrium. We will deal with the equation

x(n+k) = f(x(n),x(n+1),....x(n+k-1)), nezt, (3.1)

where k is a positive integer and f : Q) — R isa C' function, Q being a convex open subset
of R*. Recall that v € R is an equilibrium of (3.1) if (3.1) admits the constant solution
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x(n) = v identically for n € Z*. Equivalently,

v=W..,v)EQ, (3.2)
v=f(v). (3.3)

Associated with (3.1) is the linearized equation about the equilibrium v,

x(n+k)+bix(n+k—1)+---+bx(n) =0, neZzZt,
. (3.4)
b]‘ = —Dkfj.'.]f(v), 1 =] = k.

The equilibrium v of (3.1) is called hyperbolic if the characteristic polynomial A of the
linearized equation (3.4) given by (2.4) has no root on the unit circle |z] = 1.
The main result of this section is the following theorem.

TaeoreM 3.1. Let v be a hyperbolic equilibrium of (3.1). Suppose that the partial derivatives
Djf, 1 < j <k, arelocally Lipschitz continuous on Q) and

Dif(v) #0 (3.5)
(withv asin (3.2)). Let x : Z* — R be a solution of (3.1) satisfying

%i_{?ox(n) = (3.6)

Then either
(1) x(n) = v for all large n, or
(ii) there exists u € (0,1) such that the set A(u) given by (2.6) is nonempty, and for
some € € (0, ), one has the asymptotic expansion

x(n)=v+wmn)+0(u—¢€)"), n— oo, (3.7)

where w is a nontrivial solution of the linearized equation (3.4) of the form (2.38).
If, in addition, it is assumed that

Dif(x)#0, xeQ, (3.8)

then alternative (i) holds only for the equilibrium solution x(n) = v identically for n € Z*.

Remark 3.2. A sufficient condition for the partial derivatives D; f, 1 < j <k, to be locally
Lipschitz continuous on Q is that f is of class C? on Q.

Proof. Let x be a solution of (3.1) satisfying (3.6) for which x(#) # 0 for infinitely many #.
We have to show that x satisfies alternative (ii). Define

un)=x(n)-v, nerz,
3.9
x, = (x(n),x(n+1),...,.x(n+k-1)) €Q, nez. (3.9)
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Then u(n) # 0 for infinitely many #, and from (3.1) and (3.3), we find for n € Z* that
1
W k) = x(n k) —v = f (%) = f(v) = J %f(sxn+ (1-s)v)ds
0

1 k
:L ;le(sx,,+(1—s)v)(x(n+l—1)—v)ds (3.10)

ko1
= Z J Di_ji1 f (X4 + (1 = s)v)dsu(n+k — j).
j=170
Thus, u:Z" — R is a solution of (2.1) with coefficients

1
aj(n) = —L Di_jf(sxa+(1=s)v)ds, neZ',1<j<k (3.11)

By virtue of (3.6), x, — v as n — oo. Consequently,
%ijlgoaj(n) =-Dijuf(v)=bj, l=<j<k, (3.12)
b= ~Dif(v) 0 (3.13)

by (3.5). By the application of Theorem 2.1, we conclude that

= limsup+/| u(n) | (3.14)

is equal to the modulus of one of the roots of the characteristic equation (2.4). Since
u(n) — 0 as n — oo, u < 1. Thus, p is equal to the modulus of one of the roots of (2.4)
belonging to the closed unit disk |z| < 1. Since the roots of (2.4) are nonzero (by (3.13))
and they do not lie on the unit circle |z| = 1 (by the hyperbolicity of v), we conclude that
p € (0,1). Choose 7 € (4,1). Then (3.14) implies that

\|u(n)| <n Vlargen, (3.15)

and hence there exists K > 0 such that
|u(n)| = |x(n)—v| <Kn", nez'. (3.16)

This, together with the Lipschitz continuity of the partial derivatives D; f, 1 < j <k, im-
plies that (2.10) holds. Applying Corollary 2.6 to the solution u of (2.1), we obtain the
existence of € € (0,u) such that

u(n) =wn)+0((u—€)"), n— oo, (3.17)

where w is a solution of the linearized equation (3.4) of the form (2.38). This proves (3.7).

Suppose now that (3.8) holds and let x be a solution of (3.1) satisfying alternative (i).
Then u(n) = 0 for all large n. Since D; f is continuous on € and Q is convex, (3.8) im-
plies that D, f has a constant sign on Q. As a consequence, (2.7) holds with a; as in
(3.11). According to Remark 2.2, we have that u(n) = 0, and hence x(n) = v identically for
nezt. O
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4. Application

As an application, consider the second-order rational difference equation

B C
+2)=——+——, nerzt, 4.1

x(n+2) x(n+1) x(n) " (4.1)

where B, C € (0, 00). We are interested in the asymptotic behavior of the positive solutions

of (4.1). This equation is a special case of (3.1) when

fx,x) = x£1+ x%’ (x1,2x2) € Q= (0,00) X (0,00). (4.2)

Equation (4.1) has a unique positive equilibrium v = +/B+ C. The linearized equation
about the equilibrium v has the form

B
+2)+
*n+2) B

JrCx(n+1)+

_ +
B+Cx(n) =0, neZ". (4.3)

The characteristic roots of (4.3) are

—B+.B?-4C(B+C)

As = 2(B+C) (4.4)
Depending on the parameters B and C, we have the following three possible cases.
Case 1 (C<B/(2(1++/2))). Then A, and A_ are real and
—1<A_<A,<0. (4.5)
Case 2 (C = B/(2(1++/2))). Then
d<h=A=A=-— P g (4.6)
T 2B+0) T '
Case 3 (C > B/(2(1++/2))). Then A, and A_ are complex conjugate pairs,
Ao =pe*™® foru=|Ai] =1 | = € andsome e (0, 7). (4.7)
= B+C ’

In all three cases, both characteristic roots A, and A_ lie inside the open unit disk
lz] < 1.

Let us mention two results available for (4.1). Kulenovi¢ and Ladas [2] showed that
every positive solution x : Z* — (0, 0) of (4.1) tends to v as n — co. In a recent paper [1],
Kalabusi¢ and Kulenovi¢ determined the rate of convergence of the positive solutions of
(4.1). In [1, Theorem 2.1], they showed that if x : Z* — (0, ) is a positive solution of
(4.1) which is eventually different from v, then in Case 1, either

. ox(n+1l)—v
lim ——————

fr x(n) — :A+) (48)
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or

o ) — v =1, (4.9)

while, in Cases 2 and 3, we have that

limsup |x(n) —v| = [A+] = [A_]. (4.10)

n—oo

Theorem 3.1 yields the following more precise result about the asymptotic behavior of
the positive solutions of (4.1).

THEOREM 4.1. Every nonconstant positive solution x : Z* — (0, 0) of (4.1) has the following
asymptotic representation as n — oo.
In Case 1, either

x(n) =v+KM +0((|As ]| —€)") (4.11)
for some K € R — {0} and € € (0,[A,]), or
x(n) =v+KAM +0((|A-| —€)") (4.12)

forsome K € R — {0} and € € (0,[A_]).
In Case 2,

x(n) =v+ AN (Kin+Ky) +O((JA] —€)") (4.13)

for some (K1,K,) € R? = {(0,0)} and € € (0,|A|) (with A as in (4.6)).
In Case 3,

x(n) = v+ " (K; cos(n) + Ky sin(nf)) + O((u — €)") (4.14)
for some (K;,K;) € R? = {(0,0)} and € € (0,u) (with y and 0 asin (4.7)).

Acknowledgment

Mihély Pituk was supported in part by the Hungarian National Foundation for Scientific
Research (OTKA) Grant no. T 046929.

References

[1] S. Kalabusi¢ and M. R. S. Kulenovi¢, “Rate of convergence of solutions of rational difference
equation of second order,” Advances in Difference Equations, vol. 2004, no. 2, pp. 121-139, 2004.

[2] M.R.S.Kulenovi¢ and G. Ladas, Dynamics of Second Order Rational Difference Equations, Chap-
man & Hall/CRC, Boca Raton, Fla, USA, 2002.

[3] S. Stevi¢, “Global stability and asymptotics of some classes of rational difference equations,”
Journal of Mathematical Analysis and Applications, vol. 316, no. 1, pp. 60-68, 2006.

[4] E. A. Coddington and N. Levinson, Theory of Ordinary Differential Equations, McGraw-Hill,
New York, NY, USA, 1955.



12
(5]
(6]
(7]

(8]
(9]

(10]

(11]

Advances in Difference Equations

J. Mallet-Paret, “The Fredholm alternative for functional-differential equations of mixed type,”
Journal of Dynamics and Differential Equations, vol. 11, no. 1, pp. 1-47, 1999.

M. Pituk, “Asymptotic behavior and oscillation of functional differential equations,” Journal of
Mathematical Analysis and Applications, vol. 322, no. 2, pp. 1140-1158, 2006.

H. Matsunaga and S. Murakami, “Some invariant manifolds for functional difference equations
with infinite delay,” Journal of Difference Equations and Applications, vol. 10, no. 7, pp. 661-689,
2004.

M. Pituk, “More on Poincaré’s and Perron’s theorems for difference equations,” Journal of Dif-
ference Equations and Applications, vol. 8, no. 3, pp. 201-216, 2002.

H. Matsunaga and S. Murakami, “Asymptotic behavior of solutions of functional difference
equations,” Journal of Mathematical Analysis and Applications, vol. 305, no. 2, pp. 391-410,
2005.

R. P. Agarwal, Difference Equations and Inequalities, vol. 155 of Monographs and Textbooks in
Pure and Applied Mathematics, Marcel Dekker, New York, NY, USA, 1992.

S. Elaydi, An Introduction to Difference Equations, Undergraduate Texts in Mathematics,
Springer, New York, NY, USA, 3rd edition, 2005.

[12] W. Rudin, Real and Complex Analysis, McGraw-Hill, New York, NY, USA, 3rd edition, 1987.

Ravi P. Agarwal: Department of Mathematical Sciences, Florida Institute of Technology, Melbourne,
FL 32901-6975, USA
Email address: agarwal@fit.edu

Mihily Pituk: Department of Mathematics and Computing, University of Veszprém, P.O. Box 158,
8201 Veszprém, Hungary
Email address: pitukm@almos.vein.hu


mailto:agarwal@fit.edu
mailto:pitukm@almos.vein.hu

	1. Introduction
	2. Asymptotic expansions for Poincaré difference equations
	3. Behavior near equilibria of nonlinear difference equations
	4. Application
	Acknowledgment
	References

