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Sufficient conditions are obtained for the uniform stability and global attractivity of the zero
solution of nonlinear scalar delay impulsive difference equation, which extend and improve the
known results in the literature. An example is also worked out to verify that the global attractivity
condition is a sharp condition.

1. Introduction and Main Results

Let R, N, and Z be the sets of real numbers, natural numbers, and integers, respectively. For
any a,b € Z, define Z(a) = {a,a+1,...} and Z(a,b) = {a,a+1,...,b} whena < b.

It is well known that the theory of impulsive differential equations is emerging as an
important area of investigation, since it is not only richer than the corresponding theory of
differential equations without impulse effects but also represents a more natural framework
for mathematical modeling of many world phenomena [1]. Moreover, such equations may
exhibit several real-world phenomena, such as rhythmical beating, merging of solutions, and
noncontinuity of solutions. And hence ordinary differential equations and delay differential
equations with impulses have been considered by many authors, and numerous papers have
been published on this class of equations and good results were obtained (see, e.g., [1-10]
and references therein).

Since the behavior of discrete systems is sometimes sharply different from the behavior
of the corresponding continuous systems and discrete analogs of continuous problems may
yield interesting dynamical systems in their own right (see [11-13]), many scholars have
investigated difference equations independently. However, there are few concerned with the
impulsive difference equations or delay impulsive difference equations (see [14-19]). On the
other hand, stability is one of the major problems encountered in applications, but, to the
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best of our knowledge, very little has been done with the stability of impulsive difference
equations (see [15, 20]). Motivated by this, the aim of this paper is devoted to studying the
uniform stability and global attractivity of the zero solution of the following nonlinear scalar
delay impulsive difference equation:

AX(TI) = f(nr xn)r ne Z(O)/ n#nj/

(1.1)
Ax(ny) = 1;(x(n)), j€ZQ),

where A denotes the forward difference operator defined by Ax(n) = x(n+1) - x(n), f :
(Z(0) = {nj}) x S — R, S is the set of all functions ¢ : Z(-k,0) — R for some k € N, and
X, € Sis defined by x,(m) = x(n +m) form € Z(-k,0), [; : R — R,and0<n; <ny <--- <
nj <nj1 <---,withn; — oo asj — oo. By asolution of (1.1), we mean a sequence {x(n)} of
real numbers which is defined for all n € Z(ny — k) and satisfies (1.1) for n € Z(ny) for some
ny € Z(0). It is easy to see that, for any given ny € Z(0) and a given initial function ¢ € S,
there is a unique solution of (1.1), denoted by x(n, ny, ¢) such that

x(ng +m,ng, $) = p(m), for m € Z(-k,0). (1.2)

We assume that f(n,0) =0 and I;(0) =0, so that x(n) = 0 is a solution of (1.1), which we call
the zero solution.
For ¢ € S, define the norm of ¢ as

191l = max{[$()| : j € Z(=k,0)}, (13)
and for any H > 0, define
Su={peS:|¢| <H} (1.4)

Definition 1.1. The zero solution of (1.1) is stable, if, for any € > 0 and ny € Z(0), there exists a
6 = 6(np, €) > 0such that ¢ € Sg implies that |x(n, ng, ¢)| < € for n € Z(nyp). If 6 is independent
of nyg, we say that the zero solution of (1.1) is uniformly stable.

Definition 1.2. The zero solution of (1.1) is globally attractive, if every solution of (1.1) tends
tozeroasn — oo.

A simple example of (1.1) is given by

Ax(n) +C(n)x(n-k) =0, neZ(0), n#n;, 15)
1.5
Ax(nj) = cjx(n;), jeZ(),

where k € N, C : Z(0) — R, and {c;} is a sequence of real numbers. In [15], the author
studied the stability of the zero solution of (1.5), where C(n) > 0 for n € Z(0) - {n;} and
¢j € (=1,0], and obtained the following result.
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Theorem 1.3. If

NI W

Sco [ (+e)'s

i=n—k n;€Z(i-k,i-1)

, forneZ(k), (1.6)

then the zero solution of (1.5) is stable.

In this paper, we assume that there exists a positive constant H and a sequence {P(n)}
of nonnegative real numbers such that

P(n)M($) > ~f (n,$) > ~P(m)M(~$), for n € Z(0), $ € S, (17)

where M(¢$) = max{0, maXiez(-k, 0)$(i) }. Furthermore, we assume that there is a sequence
{bj} of positive numbers with b; < 1 such that

bix> < x[x+Ij(x)] <x*, forjeZ(), |x| <H. (1.8)

The main purpose of this paper is to establish the following theorems.

Theorem 1.4. Assume that (1.7) and (1.8) hold and

n

e J] b;' < % + 2(%1) for n € Z(k). (1.9)

i=n-k  njeZ(i-k,i-1)

Then the zero solution of (1.1) is uniformly stable.
Remark 1.5. Theorem 1.4 generalizes and improves Theorem 1.3 greatly.

The next theorem provides a sufficient condition for every solution of (1.1) tends to zero as
n — oo, that is, the zero solution of (1.1) is globally attractive.

Theorem 1.6. Assume that (1.7) and (1.8) hold and

n

>ri J1 bi'<a< % + 2(k;+1) for n € Z(k), (1.10)

i=n—k n;€L(i-k,i-1)

and assume that, for each bounded solution {x(n)}, either

lim x(n) >0, if(n, Xy) =—o0o, forne€Zk), (1.11)
n—oo =0
or
lim x(n) <0, if(n, Xn) =00, for n € Z(k). (1.12)
n— oo o

Then every solution of (1.1) tends to zero asn — oo.
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Remark 1.7. An example is worked out in Section 3 to verify that the upper bound 3/2 +
1/2(k +1) in (1.10) is best possible, that is, the upper bound in (1.10) cannot be improved.

One special form of (1.1) is when

m

f(n,x,) = an,jx(n +knj), (1.13)

j=1
where p,,; <0, and k,; € Z(-k,0) for n € Z(1), j € Z(1,m). Then for any H > 0, (1.7) holds
with P(n) = Zj"il |pn,jl. As a consequence of Theorem 1.4, we have the following.

Corollary 1.8. Assume that (1.8) holds and

n m _ 3 1
Z Z|Pi,j| H b; '< > + m/ for n € Z(k). (1.14)

k j=1 nj€Z(i-k, i-1)

1

Then the zero solution of the equation

Ax(n) = an,,-x(n +knj), neZQ), n#n;,
=1 (1.15)

Ax(ny) = Ij(x(nj)), j€Z(),

is uniformly stable.

For the sake of convenience, throughout this paper, we will use the convention

j
ZP(n) =0, whenever j<i-1,

HP(i) =1, whenever A is an empty set, (1.16)
icA
x(n) = x(n,ny, ).
2. Proofs of Main Results
Define
x
L@ 7Y
x=0
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for j € Z(1). Then 1 < gj(x) < 1/b; for j € Z(1) if |x| < H. Equation (1.1) can be rewritten as

Ax(n) = f(n,x,), n€Z(0), n#n;,

2.2)
x(nj+1) = g7 (x(n)))x(n;), j€Z).
Set
ym=xm) [] g(x(n)), neZ(-k), (2.3)
n;€Z(0,n-1)
then (2.2) reduces to
Ay(n) = f(n,xn) H gi(x(nj)), neZ0), n#n;,
njEZ(O,n—l)
(2.4)
Ay(nj) =0, jeZQ).
And it is easy to see that
lx(n)| < |y(n)| < |x(n)] H b]71, for j € Z(1), n € Z(-k). (2.5)

n;€Z(0,n-1)

To prove Theorems 1.4 and 1.6, we need the following lemma.

Lemma 2.1. Let {x(n)}, n € Z(ny — k), be a solution of (1.1), {y(n)} is defined by (2.3), n* €
Z(ng + 2k + 2), and B(n*) = max{|y(n)| : n € Z(n* -3k -2,n* - 1)} < H. If

imi—kp(i)njezgc,i—])b;l <c+ %, for n € Z(k) (2.6)
holds for some c € [(k +2)/2(k +1),1] and either
y(n') >0, yn")>yn" -1) (2.7)
or
y(n") <0, yn")<ym -1), (2.8)

then ly(n*)| < cB(n*).
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Proof. We assume that y(n*) > 0 and y(n*) > y(n* — 1). The case where y(n*) < 0 and y(n*) <
y(n* —1) is similar and is omitted.

It is easy to see that Lemma 2.1 holds for y(n*) = 0.
If k =0, then ¢ =1 and P(n) < 2 for all n € Z(0) by (2.6). Thus we only need to prove
that |y (n*)| < B(n*). Since y(n*) > 0, y(n*) > y(n* — 1), by (1.7) we have

-P(n* —1)M(-xp_1) £ —f(n" =1, x,-21) <0, (2.9)
that is,
-P(n* - 1) max{0,-x(n* - 1)} < —f(n* -1, x,-1) <O0. (2.10)
So x(n* —1) < 0 which admits that y(n* — 1) < 0. Hence

yn) -y -1) = f(n" - Lxea) ] gx(n))

n;€Z(0,n*-2)

< P(n* - 1) max{0,—x(n* - 1)} H gi(x(n;)) (2.11)

n;€Z(0,n*-2)
=-P(n" -1)y(n*-1) < 2y(n*-1),
which implies that y(n*) < —y(n* - 1), so [y(n*)| < |y(n* — 1)| < B(n*) by the definition of

B(n*).
Now, assume that y(n*) > 0, y(n*) > y(n* — 1), and k > 1. By (1.7), we also have

-P(n" —1)M(=xp—1) < —f(n" =1, x,21) <O. (2.12)
So,
max{O, max —x(n* -1+ i)} > 0. (2.13)
i€7Z(k,0)

Hence, there is n € Z(n* — k, n*) such that x(n; — 1) < 0 and x(n) > 0 for all n € Z(n1,n*). So,

y(n; —1) <0and y(n) > 0 for all n € Z(ny, n*). For n € Z(ny,n* — 1), by (1.7) and (2.4), one
has
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Ay(n) = f(n,x,) [ gi(x(n))

n;€Z(0,n-1)

<PmM(-x) ] g&(x(n))

n;€Z(0,n-1)

= P(n) max]0, max (—xn<i>>} T &(x(m))

1€L(=k,0) ni€Z(0,n-1)

= P(n) max{ 0, max (—x(n+i))} H 8j(x(n))

i€Z(~k,0) n;€Z(0,n-1)
(2.14)

= P(n) max4 0, max (—x(i))} H gj(x(nj)>

i€Z(n—k,n) n;€Z(0,n-1)
= Pmymax{0, max (-y) [] &'y [T sGxm)
i€Z(n-k,n) nj€2(0,i-1) n€Z(0,n-1)

<B@)P(m) max = [ b
lez(n—k,n)njez(i,n—l) !

<B@)P(n) [ b

nj€Z(n-kn-1)

provided that Z(ng, n* — 1) contains no impulsive points. And since Ay(n) = 0 if n meets one
of impulsive points, we always have

Ay(n) <B@m)P(m) [] b 2Pm)BG) (2.15)

anZ(n*k,nfl)

for n € Z(ng,n* — 1), where P(n) = P(m)[ Tezu-tn-1)bj -
By the choice of 1y, there is a real number ¢ € [n; — 1, 11] such that

y(m —-1)+ [y(m) —y(m -] (¢ -m +1) =0. (2.16)

Next, we will show that, for any I € Z(0, k),

n -1

—y(n-1) < B(n*)I: Z 1_3(1) - (m - é)ﬁ(nl - 1)], forne Z(ny-1,n" -1). (2.17)

i=n—-k
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In fact, for any I € Z(0, k),

ny—2 n—2
—y(n=1)=-y(m-1)+ Y Ay@i) = Ay(m -1)E-m +1) + > Ay()
i=n—1 i=n-1

[ ni—2
<Bm")|@E-m+1)Pm-1)+ > ﬁ(i)]

i=n-I

[n-1 _
=B(n")| >, P(i) = (m —&)P(m - 1)]

| i=n—I

[ -1 _
swﬁ)ZPm%m%WW—ﬂ,

| i=n—k

which shows that (2.17) holds.
Substituting (2.17) into (2.4), it is easy to get

Tll—l

Ay(n) < B(n*)ﬁ(n)[ > P(i) - (m - §)P(m - 1)], for n € Z(n; - 1,n* - 1).

i=n—-k
Let

k+2

n—1_ _
B=c+ T 1) d= > P(n)+(m—&P(m —1).

n=mn;

There are two cases to consider.

Case 1 (d <1). We have by (2.6), (2.16), and (2.19)

n*-1 n*-1
y(m") = y(m) + >, Ay(n) = (m =) Ay(m —1) + Y, Ay(n)

n=np n=ny

m-1 o
smr@ﬁm—DMﬁﬁ > HD%m—QNm—D]

i:n1 -k-1

n*—1 -1 _ o
+Zﬁwwﬂ[ZP®%m%WW—ﬂ

n=mny i=n—-k

SBWU%m—Qﬂm—DV—Wr@WMr4ﬂ

n*-1 no__ _
+>,P(n) [ﬁ - D P(i) = (m = &)P(m - 1)] }

n=ny i=n

(2.18)

(2.19)

(2.20)
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n*-1

n n*-1
= B(n") [ﬂd ~ S P(n) Y. P) - (m - §P(m ~1) 3. P(n) - (1 )P (m1 - 1)]

n=ni i=nq n=ny

n*-1
- B(n") [ﬁd - %dz - %<Zﬁ2(n) T (- 8P (my - 1)>].

n=mn;

Since

n*—1_2 —2 1 n-1_ . 2
rglp (n) + (n1 - é)zp (m-1) 2> 11*——1114-1 n:ZmP(n) + (n1—¢)P(ny - 1)
1 5 1,
= >
n*—n1+1d - k+1d’

we have

_ _k+2
2(k + 1)

y(n*) < B(n*) [ﬁd - %dz TN 1)d2] = B(n") [ﬁd d?

N k+2 \ .
SB(T! )<ﬂ—m> —CB(]’l )

Case 2 (d > 1). In this case, there exists n, € Z(n1, n* — 1) such that

n-1_ n-1
> P(n) <1, > P(n)>1.
n=ny n=np—1

Therefore, we may choose a real number 7 € (1, — 1, 1,] such that

n*-1
Zﬁ(n) +(ny-n)P(ny—1) = 1.

n=np

Notice that

ny—2
y(n*) = [Ay(m D =&+ > Ay(n) + (n-n2+1)Ay(nz - 1)]

n=mny

n*-1
+ [("2 -m)Ay(np—1)+ > Ay(n)].

n=mnp

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)

(2.26)
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So, by (2.6), (2.15), (2.19), and (2.25), we have

nz—Z_ o
y(n*) < B(n") [1_’(711 ~1)(m =&+ >, P(n)+ (—ny +1)P(ny - 1)]

n*-1
x [Zﬁ(n) + (2 —n)P(ny - 1)] +B(n*)(ny — 1) P(n2 - 1)

n—1 _ _ n*-1 _ n1—1_ _
x [ >, P)-(m -§)P(m - 1)] + >, B(n*)P(n)[ >, P() = (m = §)P(m - 1)]

i=ny—k-1 n=mny i=n-k

n'-1_ m-1 o
= B(n*){ > P(n)[ > P(i) - (ny —n)P(ny - 1)]

n=my i=n-k

np—1 o .
+(ny = 1) P(ns - 1)[ > P(i) - (ny—n)P(ny - 1)] }

i=nz—k—1

n*-1 n
< B(n*){ > P(n) [ﬁ - >'P(i) - (ny - n)P(n; - 1)]

n=mnp i=ny

+(np - 11)1_’(112 -1) [,B - (ny - q)ﬁ(nz - 1)] }

* 1 1 — *
<B(n )<ﬁ—§— 2(k+1)> = cB(n").
(2.27)
The proof is completed by combining Cases 1 and 2. O

Proof of Theorem 1.4. By Lemma 2.1, (1.9) implies that (2.6) holds with ¢ = 1. For any ¢ €
(0, H), assume that Z(ng, ng + 2k + 1) contains m = m(ng, k) impulsive points: ny < npq <
Npgp < -+ < Upem < 1o + 2k + 1. Set

, 3 1 B £
ﬂ_§+2(k+1)’ 5_(1+ﬁ,)zk' (2.28)

We will prove that ¢ € Ss implies that
lx(n)| = |x(n,no,9)| <&, for n e Z(np). (2.29)
To this end, we first prove that

lx(n)| < 6(1+ B)* (<), forneZ(ng,ng+2k+1). (2.30)
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If n11 = ng, then |x(npq + 1)| = |x(ng) + Ip(x(n))| < |x(no)| < 6 < e. If nj,1 > ny, then, for
n € Z(ng, nj41), we claim that

lx(n)| <6(1+p)"" ™ <e. (2.31)

In fact,
|x(10 + 1)| < xx(mo)| + | f (10, Xn,) | <6 + P(n0)6 < 65(1+ ') <e,
lx(ng +2)| < |x(no + 1)| + | f (o + 1, Xnps1) |
<61 +p)+Pllxnll <6 +p)+p6(1+p)
= 6(1 +ﬁ')2 <e.

(2.32)

In general, we can obtain (2.31) by induction. And so |x(n)| < 6(1 + /)" ™ (< e < H) for
either case with n € Z(ng, n;y1). For n € Z(n;;1 + 1,n;,2), we have

(a1 + 1)] < foe(raan)] + [ (e (1)) < Joe(mman)| < 61+ )™,

X (e +2)| < | (g + D]+ | f (g + 1, xn,01) |
<EA+p)"T + Bllxnnll (2.33)
<E(1+B)"™ T+ fE(1+ )T

=6(1+p)"" ™ <.
And so
lx(n)| < 6(1+ )", for n € Z(np +1,m1.2), (2.34)
In general, we have
[x(n)| < 6(1+ ﬁ’)"“"“n‘)*l, for n € Z(npi + 1,n4i41), i=1,2,...,m—-1. (2.35)

Now for n € Z(njm + 1,19 + 2k + 1),

2 (1em + D] < 2 (011m)] + T (X ()| < [x(110m)| < 51+ )",

1% (Mpm + 2)| < |2 (A + 1)[ + |f(nl+m +1, Xn1+m+1)|
< 6(1 + ﬂl)num—no—l + ﬂ’||xn,+,,,+1” (236)
< 6(1 +ﬂl>nl+m_n0—1 +ﬂ’6(1 +ﬂ;)nl+m—no_1

=6(1+p)"" ™ <e.
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And so
x(m)| <51+ B) ", for n € Z(nym +1,m0 + 2k +1) (2.37)

which has proved that (2.30) holds. Now, we will prove that

|x(n)| <€, formneZ(ng+2k+2). (2.38)

Thus we only need to prove that

ly(n)| <e, forneZ(ng+2k+2). (2.39)

For any n* € Z(ny + 2k + 2) and B(n*) < H, we claim that

ly(n*)| < B(n*). (2.40)

In fact, we can assume that y(n*) > 0. The case where y(n*) < 0 is similar and is omitted.
If y(n*) < y(n* - 1), by the definition of B(n*), (2.40) holds. If y(n*) > y(n* — 1), then by
Lemma 2.1 we have that (2.40) holds.

Since

B(ng + 2k +2) = max{|y(n)| : n € Z(~k,ng + 2k + 1)} <e < H, (2.41)

by (2.40) we have

(np+2k +2)| <e. (2.42)
y

By repeatedly using (2.40) we get that (2.39) holds.
Combining (2.30) and (2.39), we find that (2.29) holds and the proof of Theorem 1.4 is
complete. m

Proof of Theorem 1.6. In view of Theorem 1.4, we see that the zero solution of (1.1) is uniformly
stable. Therefore, for any ny € Z(0), there exists 6 > 0 such that ¢ € S5 implies that

lx(n)| = |x(n,n,$)| < %H, for n € Z(ny). (2.43)

Next, we will prove that

lim x(n) = 0. (2.44)

n—oo

There are two cases to consider.
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Case 1. {x(n)} is eventually positive, that is, there exists ny € Z(np) such that x(n) > 0 for all
n € Z(n1). Hence, by (1.7) and (1.8), we have Ax(n) < 0 for n € Z(n; + k). That is, {x(n)}
is eventually nonincreasing and hence lim,_, ,x(n) > 0. Thus, by (1.11) we see that (2.44)
holds. The case when {x(n)} is eventually negative is similar and will be omitted.

Case 2. {x(n)} is oscillatory in the sense that {x(n)} is neither eventually positive nor
eventually negative, so {yy(n)} is also oscillatory. To prove (2.44), we only need to prove that

nli_r)rgoy(n) =0. (2.45)
By the proof of Theorem 1.4, we have
ly(n)| < %H, for n € Z(np). (2.46)
Let
lim supy(n) =p,  lim infy(n) =g, (2.47)
then g < 0 < p. It suffices to show that
p=qgq=0. (2.48)

In fact, if (2.48) does not hold, we assume that p > —g and p > 0. The case where p < —g
and g < 0 is similar and is omitted.

Let 0 < g9 < ((1 —¢)/2)p, where ¢ < 1is given in Lemma 2.1. Then there exists an
integer my € Z(2k) such that

g—¢eo<y(n) <p+e, forneZ(my). (2.49)

Since lim, _,, sup y(n) = p > 0 and {y(n)} is oscillatory, there must exist an integer
my € Z(mg + 3k + 2) such that

y(m)>p-e,  y(m)>y(m -1). (2.50)
By Lemma 2.1 and (2.49) we have
p—eo <y(m) =|y(m)| <cB(m) <c(p+e), forn e Z(myp). (2.51)

Equations (2.49) and (2.51) imply that p — &9 < c(p + &), which contradicts the fact that
€0 < ((1-c)/2)p; thus (2.48) holds and the proof is complete. O
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3. Example

In this section we will give a result which guarantees that the upper bound 3/2 + 1/2(k + 1)
is best possible in Theorem 1.6.

Example 3.1. Consider the delay impulsive difference equation

Ax(n) + P(n)x(n—-k) =0, neZ(0), n#(6k+1)i,
3.1
Ax(n;) = bix(n;), 1i€7Z(0), n; = (6k+1)i, GD

where b; = —=1/(i + 2), i € Z(0), k € Z(1), and {P(n)} is a sequence of nonnegative real
numbers defined by

0, n € Z((6k +1)i, k + (6k + 1)i)
(JZ@Bk +2+ (6k +1)i, 6k + (6k + 1)),
P(n) = 4 kil, neZ(k+1+ (6k +1)i,2k + (6k + 1)i) (3.2)

(JZ(@2k +2 + (6k +1)i,3k + 1+ (6k +1)i),

c, n=2k+1+ (6k+1)i,

\

where i € Z(0) and ¢ > 0 is an undetermined constant. In view of Theorem 1.6, if

S - kK 3. 1
P@) (1+b) " <ct e <Sto—, forneZ(k), (33
iznz—k "jEZ](:i_—:l[C,i—l) ! k+1 2 2(k+1) (3.3)
or equivalently
k+4
‘< 2k+1) (3.4)

then every solution of (3.1) tends to zero as n — oo.

The following theorem shows that if (3.4) does not hold, then there is a solution of (3.1)
which does not tend to zero as # — oo. This shows that the upper bound 3/2 + 1/2(k + 1)
cannot be improved.

Theorem 3.2. Assume that

k+4
c> .
= 2(k+1)

(3.5)

Then there exists a solution of (3.1) which does not tend to zero as n — oo.
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Proof. Let {x(n)} be a solution of (3.1) with initial condition of the form

x(n) =€, forneZ(-k,0),

where € > 0 is a given constant. Then by (3.1) and the definition of { P(n)}, we have

x(n) =1 +bye, forneZ(,k+1),

Ax(n) = —ﬁ(l +by)e, formneZ(k+1,2k).

And hence

x(n) =(1+ bo)s<2 - %> forne Z(k +1,2k +1),

x(2k +2) =x(2k +1) —cx(k+1) = (1+b0)€<k-1|rl —c>.

By virtue of (3.1) and (3.8) we get

Ax(n) = —(1 + by)e—— (2-”"‘), for n € Z(2k +2,3k + 1).

k+1 k+1

Summing up from 2k + 2 to 3k + 1 and using (3.9), we have

_ _ (I+bo)e 3k+1< _n-k
x(8k +2) = x(2k +2) | nﬂzm 2 k+1)

k
) T )

k+
def
= —(1+by) ( 2(k 1)) (1 + bg)es.

=(1+ bo)e<

Furthermore, we have, by the definition of {P(n)},

x(n) = (1+by)er, formneZ(Bk+2,6k+1).

Define the sequence {¢;} as follows:

k-2 .
€ =€, €i+1——€,~<c+2(k+1)>, for i € Z(0).
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(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

(3.13)
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Then we have by (3.5)

leis| = lei > leil, forieZ(0), (3.14)

L k-2
T ak+1)

which implies that {|e;|} is a non-decreasing sequence and does not tend to zero as n — oo.
Repeating the above argument, we find that, for n € Z(3k + 2 +i(6k + 1), (i +1)(6k +
1)), i € Z(0),

x(n) = (1 +bo)(1+b1) - (1+b:)er. (3.15)

By the definition of {b;}, we know that [TiL,(1 +b;) - Oasn — oo,s0 x(n) » 0asn — co.
The proof is complete. O
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