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We introduce a new iterative scheme with Meir-Keeler contractions for strict pseudocontractions
in q-uniformly smooth Banach spaces. We also discuss the strong convergence theorems for the
new iterative scheme in q-uniformly smooth Banach space. Our results improve and extend the
corresponding results announced by many others.

1. Introduction

Throughout this paper, we denote by E and E∗ a real Banach space and the dual space of E,
respectively. Let C be a subset of E, and lrt T be a non-self-mapping of C. We use F(T) to
denote the set of fixed points of T .

The norm of a Banach space E is said to be Gâteaux differentiable if the limit

lim
t→ 0

∥
∥x + ty

∥
∥ − ‖x‖
t

(1.1)

exists for all x, y on the unit sphere S(E) = {x ∈ E : ‖x‖ = 1}. If, for each y ∈ S(E), the
limit (1.1) is uniformly attained for x ∈ S(E), then the norm of E is said to be uniformly
Gâteaux differentiable. The norm of E is said to be Fréchet differentiable if, for each x ∈ S(E),
the limit (1.1) is attained uniformly for y ∈ S(E). The norm of E is said to be uniformly
Fréchet differentiable (or uniformly smooth) if the limit (1.1) is attained uniformly for x, y ∈
S(E) × S(E).
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Let ρE : [0, 1) → [0, 1) be the modulus of smoothness of E defined by

ρE(t) = sup
{
1
2
(∥
∥x + y

∥
∥ +

∥
∥x − y

∥
∥
) − 1 : x ∈ S(E),

∥
∥y

∥
∥ ≤ t

}

. (1.2)

A Banach space E is said to be uniformly smooth if ρE(t)/t → 0 as t → 0. Let q > 1.
A Banach space E is said to be q-uniformly smooth, if there exists a fixed constant c > 0 such
that ρE(t) ≤ ctq. It is well known that E is uniformly smooth if and only if the norm of E is
uniformly Fréchet differentiable. If E is q-uniformly smooth, then q ≤ 2 and E is uniformly
smooth, and hence the norm of E is uniformly Fréchet differentiable, in particular, the norm of
E is Fréchet differentiable. Typical examples of both uniformly convex and uniformly smooth
Banach spaces are Lp, where p > 1.More precisely, Lp is min{p, 2}-uniformly smooth for every
p > 1.

By a gauge we mean a continuous strictly increasing function ϕ defined R
+ := [0,∞)

such that ϕ(0) = 0 and limr→∞ϕ(r) = ∞. We associate with a gauge ϕ a (generally
multivalued) duality map Jϕ : E → E∗ defined by

Jϕ(x) =
{

x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖ϕ(‖x‖), ‖x∗‖ = ϕ(‖x‖)}. (1.3)

In particular, the duality mapping with gauge function ϕ(t) = tq−1 denoted by Jq, is referred
to the (generalized) duality mapping. The duality mapping with gauge function ϕ(t) = t
denoted by J , is referred to the normalized duality mapping. Browder [1] initiated the study
Jϕ. Set for t ≥ 0

Φ(t) =
∫ t

0
ϕ(r)dr. (1.4)

Then it is known that Jϕ(x) is the subdifferential of the convex function Φ(‖ · ‖) at x. It is well
known that if E is smooth, then Jq is single valued, which is denoted by jq.

The duality mapping Jq is said to be weakly sequentially continuous if the duality
mapping Jq is single valued and for any {xn} ∈ E with xn ⇀ x, Jq(xn)

∗
⇀ Jq(x). Every

lp (1 < p < ∞) space has a weakly sequentially continuous duality map with the gauge
ϕ(t) = tp−1. Gossez and Lami Dozo [2] proved that a space with a weakly continuous duality
mapping satisfies Opial’s condition. Conversely, if a space satisfies Opial’s condition and has
a uniformly Gâteaux differentiable norm, then it has a weakly continuous duality mapping.
We already know that in q-uniformly smooth Banach space, there exists a constant Cq > 0
such that

∥
∥x + y

∥
∥
q ≤ ‖x‖q + q

〈

y, Jq(x)
〉

+ Cq

∥
∥y

∥
∥
q
, (1.5)

for all x, y ∈ E.
Recall that a mapping T is said to be nonexpansive, if

∥
∥Tx − Ty

∥
∥ ≤ ∥

∥x − y
∥
∥ ∀x, y ∈ C. (1.6)
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T is said to be a λ-strict pseudocontraction in the terminology of Browder and
Petryshyn [3], if there exists a constant λ > 0 such that

〈

Tx − Ty, jq
(

x − y
)〉 ≤ ∥

∥x − y
∥
∥
q − λ

∥
∥(I − T)x − (I − T)y

∥
∥
q
, (1.7)

for every x, y, and C for some jq(x − y) ∈ Jq(x − y). It is clear that (1.7) is equivalent to the
following:

〈

(I − T)x − (I − T)y, jq
(

x − y
)〉 ≥ λ

∥
∥(I − T)x − (I − T)y

∥
∥
q
. (1.8)

The following famous theorem is referred to as the Banach contraction principle.

Theorem 1.1 (Banach [4]). Let (X, d) be a complete metric space and let f be a contraction on X,
that is, there exists r ∈ (0, 1) such that d(f(x), f(y)) ≤ rd(x, y) for all x, y ∈ X. Then f has a
unique fixed point.

Theorem 1.2 (Meir and Keeler [5]). Let (X, d) be a complete metric space and let φ be aMeir-Keeler
contraction (MKC, for short) onX, that is, for every ε > 0, there exists δ > 0 such that d(x, y) < ε+δ
implies d(φ(x), φ(y)) < ε for all x, y ∈ X. Then φ has a unique fixed point.

This theorem is one of generalizations of Theorem 1.1, because contractions are Meir-
Keeler contractions.

In a smooth Banach space, we define an operator A is strongly positive if there exists
a constant γ > 0 with the property

〈Ax, J(x)〉 ≥ γ‖x‖2, ‖aI − bA‖ = sup
‖x‖≤1

{|〈(aI − bA)x, J(x)〉| : a ∈ [0, 1], b ∈ [0, 1]}, (1.9)

where I is the identity mapping and J is the normalized duality mapping.
Attempts to modify the normal Mann’s iteration method for nonexpansive mappings

and λ-strictly pseudocontractions so that strong convergence is guaranteed have recently
been made; see, for example, [6–11] and the references therein.

Kim and Xu [6] introduced the following iteration process:

x1 = x ∈ C,

yn = βnxn +
(

1 − βn
)

Txn,

xn+1 = αnu + (1 − αn)yn, n ≥ 0,

(1.10)

where T is a nonexpansive mapping of C into itself u ∈ C is a given point. They proved the
sequence {xn} defined by (1.10) converges strongly to a fixed point of T , provided the control
sequences {αn} and {βn} satisfy appropriate conditions.
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Hu and Cai [12] introduced the following iteration process:

x1 = x ∈ C,

yn = PC

[

βnxn +
(

1 − βn
)

N∑

i=1

η
(n)
i Tixn

]

,

xn+1 = αnγf(xn) + γnxn +
[(

1 − γn
)

I − αnA
]

yn, n ≥ 1.

(1.11)

where Ti is non-self-λi-strictly pseudocontraction, f is a contraction andA is a strong positive
linear bounded operator in Banach space. They have proved, under certain appropriate
assumptions on the sequences {αn}, {γn}, and {βn}, that {xn} defined by (1.11) converges
strongly to a common fixed point of a finite family of λi-strictly pseudocontractions, which
solves some variational inequality.

Question 1. Can Theorem 3.1 of Zhou [8], Theorem 2.2 of Hu and Cai [12] and so on be
extended from finite λi-strictly pseudocontraction to infinite λi-strictly pseudocontraction?

Question 2. We know that the Meir-Keeler contraction (MKC, for short) is more general than
the contraction. What happens if the contraction is replaced by the Meir-Keeler contraction?

The purpose of this paper is to give the affirmative answers to these questions
mentioned above. In this paper we study a general iterative scheme as follows:

x1 = x ∈ C,

yn = PC

[

βnxn +
(

1 − βn
)

∞∑

i=1

η
(n)
i Tixn

]

,

xn+1 = αnγφ(xn) + γnxn +
[(

1 − γn
)

I − αnA
]

yn, n ≥ 1,

(1.12)

where Tn is non-self λn-strictly pseudocontraction, φ is a MKC contraction and A is a strong
positive linear bounded operator in Banach space. Under certain appropriate assumptions on
the sequences {αn}, {βn}, {γn}, and {μn

i }, that {xn} defined by (1.12) converges strongly to a
common fixed point of an infinite family of λi-strictly pseudocontractions, which solves some
variational inequality.

2. Preliminaries

In order to prove our main results, we need the following lemmas.

Lemma 2.1 (see [13]). Let {xn}, {zn} be bounded sequences in a Banach space E and {βn} be a
sequence in [0, 1] which satisfies the following condition: 0 < lim infn→∞βn ≤ lim supn→∞βn < 1.
Suppose that xn+1 = (1−βn)xn +βnzn for all n ≥ 0 and lim supn→∞(‖zn+1 −zn‖−‖xn+1 −xn‖) ≤ 0.
Then, limn→∞‖zn − xn‖ = 0.
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Lemma 2.2 (see Xu [14]). Assume that {αn} is a sequence of nonnegative real numbers such that
αn+1 ≤ (1 − γn)αn + δn, where γn is a sequence in (0, 1) and {δn} is a sequence in R such that

(i)
∑∞

n=1 γn = ∞,

(ii) lim supn→∞(δn/γn) ≤ 0 or
∑∞

n=1 |δn| < ∞.

Then limn→∞αn = 0.

Lemma 2.3 (see [15] demiclosedness principle). Let C be a nonempty closed convex subset of a
reflexive Banach space E which satisfies Opial’s condition, and suppose T : C → E is nonexpansive.
Then the mapping I − T is demiclosed at zero, that is, xn ⇀ x, xn − Txn → 0 implies x = Tx.

Lemma 2.4 (see [16, Lemmas 3.1, 3.3]). Let E be real smooth and strictly convex Banach space,
and C be a nonempty closed convex subset of E which is also a sunny nonexpansive retraction of E.
Assume that T : C → E is a nonexpansive mapping and P is a sunny nonexpansive retraction of E
onto C, then F(T) = F(PT).

Lemma 2.5 (see [17, Lemma 2.2]). Let C be a nonempty convex subset of a real q-uniformly smooth
Banach space E and T : C → C be a λ-strict pseudocontraction. For α ∈ (0, 1), we define Tαx =
(1−α)x +αTx. Then, as α ∈ (0, μ], μ = min{1, {qλ/Cq}1/(q−1)}, Tα : C → C is nonexpansive such
that F(Tα) = F(T).

Lemma 2.6 (see [12, Remark 2.6]). When T is non-self-mapping, the Lemma 2.5 also holds.

Lemma 2.7 (see [12, Lemma 2.8]). Assume that A is a strongly positive linear bounded operator
on a smooth Banach space E with coefficient γ > 0 and 0 < ρ ≤ ‖A‖−1. Then,

∥
∥I − ρA

∥
∥ ≤ 1 − ργ. (2.1)

Lemma 2.8 (see [18, Lemma 2.3]). Let φ be an MKC on a convex subset C of a Banach space E.
Then for each ε > 0, there exists r ∈ (0, 1) such that

∥
∥x − y

∥
∥ ≥ ε implies

∥
∥φx − φy

∥
∥ ≤ r

∥
∥x − y

∥
∥ ∀x, y ∈ C. (2.2)

Lemma 2.9. Let C be a closed convex subset of a reflexive Banach space E which admits a weakly
sequentially continuous duality mapping Jq from E to E∗. Let T : C → C be a nonexpansive mapping
with F(T)/= ∅ and φ : C → C be a MKC, A is strongly positive linear bounded operator with
coefficient γ > 0. Assume that 0 < γ < γ . Then the sequence {xt} define by xt = tγφ(xt)+ (1− tA)Txt

converges strongly as t → 0 to a fixed point x̃ of T which solves the variational inequality:

〈(

A − γφ
)

x̃, Jq(x̃ − z)
〉 ≤ 0, z ∈ F(T). (2.3)

Proof. The definition of {xt} is well definition. Indeed, from the definition of MKC, we can
see MKC is also a nonexpansive mapping. Consider a mapping St on C defined by

Stx = tγφ(x) + (I − tA)Tx, x ∈ C. (2.4)
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It is easy to see that St is a contraction. Indeed, by Lemma 2.8, we have

∥
∥Stx − Sty

∥
∥ ≤ tγ

∥
∥φ(x) − φ

(

y
)∥
∥ +

∥
∥(I − tA)

(

Tx − Ty
)∥
∥

≤ tγ
∥
∥φ(x) − φ

(

y
)∥
∥ +

(

1 − tγ
)∥
∥x − y

∥
∥

≤ tγ
∥
∥x − y

∥
∥ +

(

1 − tγ
)∥
∥x − y

∥
∥

≤ [

1 − t
(

γ − γ
)]∥
∥x − y

∥
∥.

(2.5)

Hence, St has a unique fixed point, denoted by xt, which uniquely solves the fixed point
equation

xt = tγφ(xt) + (I − tA)Txt. (2.6)

We next show the uniqueness of a solution of the variational inequality (2.3). Suppose
both x̃ ∈ F(T) and x̂ ∈ F(T) are solutions to (2.3), not lost generality, we may assume there
is a number ε such that ‖x̂ − x̃‖ ≥ ε. Then by Lemma 2.8, there is a number r such that
‖φx̂ − φx̃‖ ≤ r‖x̂ − x̃‖. From (2.3), we know

〈(

A − γφ
)

x̃, Jq(x̃ − x̂)
〉 ≤ 0,

〈(

A − γφ
)

x̂, Jq(x̂ − x̃)
〉 ≤ 0.

(2.7)

Adding up (2.7) gets

〈(

A − γφ
)

x̂ − (

A − γφ
)

x̃, Jq(x̂ − x̃)
〉 ≤ 0. (2.8)

Noticing that

〈(

A − γφ
)

x̂ − (

A − γφ
)

x̃, Jq(x̂ − x̃)
〉

= 〈A(x̂ − x̃), Jq(x̂ − x̃)〉 − γ
〈

φx̂ − φx̃, Jq(x̂ − x̃)
〉

≥ γ‖x̂ − x̃‖q − γ
∥
∥φx̂ − φx̃

∥
∥‖x̂ − x̃‖q−1

≥ γ‖x̂ − x̃‖q − γr‖x̂ − x̃‖q

≥ (

γ − γr
)‖x̂ − x̃‖q

≥ (

γ − γr
)

εq

> 0.

(2.9)

Therefore x̂ = x̃ and the uniqueness is proved. Below, we use x̃ to denote the unique solution
of (2.3).

We observe that {xt} is bounded. Indeed, we may assume, with no loss of generality,
t < ‖A‖−1, for all p ∈ F(T), fixed ε1, for each t ∈ (0, 1).

Case 1 (‖xt − p‖ < ε1). In this case, we can see easily that {xt} is bounded.
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Case 2 (‖xt − p‖ ≥ ε1). In this case, by Lemmas 2.7 and 2.8, there is a number r1 such that

∥
∥φ(xt) − φ

(

p
)∥
∥ < r1

∥
∥xt − p

∥
∥,

∥
∥xt − p

∥
∥ =

∥
∥tγφ(xt) + (I − tA)Txt − p

∥
∥

=
∥
∥t
(

γφ(xt) −Ap
)

+ (I − tA)
(

Txt − p
)∥
∥

≤ t
∥
∥γφ(xt) −Ap

∥
∥ +

(

1 − tγ
)∥
∥
(

xt − p
)∥
∥

≤ t
∥
∥γφ(xt) − γφ

(

p
)∥
∥ +

∥
∥γφ

(

p
) −Ap

∥
∥ +

(

1 − tγ
)∥
∥xt − p

∥
∥

≤ tγr1
∥
∥xt − p

∥
∥ + t

∥
∥γφ

(

p
) −Ap

∥
∥ +

(

1 − tγ
)∥
∥xt − p

∥
∥,

(2.10)

therefore, ‖xt − p‖ ≤ ‖γφ(p) −Ap‖/(γ − γr1). This implies the {xt} is bounded.

To prove that xt → x̃ (x̃ ∈ F(T)) as t → 0.
Since {xt} is bounded and E is reflexive, there exists a subsequence {xtn} of {xt} such

that xtn ⇀ x∗. By xt − Txt = t(γφ(xt) − ATxt). We have xtn − Txtn → 0, as tn → 0. Since E
satisfies Opial’s condition, it follows from Lemma 2.3 that x∗ ∈ F(T). We claim

‖xtn − x∗‖ −→ 0. (2.11)

By contradiction, there is a number ε0 and a subsequence {xtm} of {xtn} such that ‖xtm − x∗‖ ≥
ε0. From Lemma 2.8, there is a number rε0 > 0 such that ‖φ(xtm) − φ(x∗)‖ ≤ rε0‖xtm − x∗‖, we
write

xtm − x∗ = tm
(

γφ(xtm) −Ax∗) + (I − tmA)(Txtm − x∗), (2.12)

to derive that

‖xtm − x∗‖q = tm〈γφ(xtm) −Ax∗, Jq(xtm − x∗)〉 + 〈(I − tmA)(Txtm − x∗), Jq(xtm − x∗)〉
≤ tm

〈

γφ(xtm) −Ax∗, Jq(xtm − x∗)
〉

+
(

1 − tmγ
)‖xtm − x∗‖q.

(2.13)

It follows that

‖xtm − x∗‖q ≤ 1
γ

〈

γφ(xtm) −Ax∗, Jq(xtm − x∗)
〉

=
1
γ

[〈

γφ(xtm) − γφ(x∗), Jq(xtm − x∗)
〉

+
〈

γφ(x∗) −Ax∗, Jq(xtm − x∗)
〉]

≤ 1
γ

[

γrε0‖xtm − x∗‖q + 〈

γφ(x∗) −Ax∗, Jq(xtm − x∗)
〉]

.

(2.14)

Therefore,

‖xtm − x∗‖q ≤
〈

γφ(x∗) −Ax∗, Jq(xtm − x∗)
〉

γ − γrε0
. (2.15)
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Using that the duality map Jq is single valued and weakly sequentially continuous from E to
E∗, by (2.15), we get that xtm → x∗. It is a contradiction. Hence, we have xtn → x∗.

We next prove that x∗ solves the variational inequality (2.3). Since

xt = tγφ(xt) + (I − tA)Txt, (2.16)

we derive that

(

A − γφ
)

xt = −1
t
(I − tA)(I − T)xt. (2.17)

Notice

〈

(I − T)xt − (I − T)z, Jq(xt − z)
〉 ≥ ‖xt − z‖q − ‖Txt − Tz‖‖xt − z‖q−1

≥ ‖xt − z‖q − ‖xt − z‖q

= 0.

(2.18)

It follows that, for z ∈ F(T),

〈(

A − γφ
)

xt, Jq(xt − z)
〉

= −1
t

〈

(I − tA)(I − T)xt, Jq(xt − z)
〉

= −1
t
〈(I − T)xt − (I − T)z, Jq(xt − z)〉 + 〈

A(I − T)xt, Jq(xt − z)
〉

≤ 〈

A(I − T)xt, Jq(xt − z)
〉

.

(2.19)

Now replacing t in (2.19)with tn and letting n → ∞, noticing (I−T)xtn → (I−T)x∗ = 0
for x∗ ∈ F(T), we obtain 〈(A − γφ)x∗, Jq(x∗ − z)〉 ≤ 0. That is, x∗ ∈ F(T) is a solution of (2.3);
Hence x̃ = x∗ by uniqueness. In a summary, we have shown that each cluster point of {xt} (at
t → 0) equals x̃, therefore, xt → x̃ as t → 0.

Lemma 2.10 (see, e.g., Mitrinović [19, page 63]). Let q > 1. Then the following inequality holds:

ab ≤ 1
q
aq +

q − 1
q

bq/(q−1), (2.20)

for arbitrary positive real numbers a, b.

Lemma 2.11. Let E be a q-uniformly smooth Banach space which admits a weakly sequentially
continuous duality mapping Jq from E to E∗ and C be a nonempty convex subset of E. Assume
that Ti : C → E is a countable family of λi-strict pseudocontraction for some 0 < λi < 1 and
inf{λi : i ∈ N} > 0 such that F =

⋂∞
i=1 F(Ti)/= ∅. Assume that {ηi}∞i=1 is a positive sequence such that∑∞

i=1 ηi = 1. Then
∑∞

i=1 ηiTi : C → E is a λ-strict pseudocontraction with λ = inf{λi : i ∈ N} and
F(

∑∞
i=1 ηiTi) = F.
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Proof. Let

Gnx = η1T1x + η2T2x + · · · + ηnTnx (2.21)

and
∑n

i=1 ηi = 1. Then, Gn : C → E is a λi-strict pseudocontraction with λ = min{λi : 1 ≤ i ≤
n}. Indeed, we can firstly see the case of n = 2.

〈

(I −G2)x − (I −G2)y, Jq
(

x − y
)〉

= 〈η1(I − T1)x + η2(I − T2)x − η1(I − T1)y − η2(I − T2)y, Jq
(

x − y
)〉

= η1
〈

(I − T1)x − (I − T1)y, Jq
(

x − y
)〉

+ η2
〈

(I − T2)x − (I − T2)y, Jq
(

x − y
)〉

≥ η1λ1
∥
∥(I − T1)x − (I − T1)y

∥
∥
q + η2λ2

∥
∥(I − T2)x − (I − T2)y

∥
∥
q

≥ λ
[

η1
∥
∥(I − T1)x − (I − T1)y

∥
∥
q + η2

∥
∥(I − T2)x − (I − T2)y

∥
∥
q]

≥ λ
∥
∥(I −G2)x − (I −G2)y

∥
∥
q
,

(2.22)

which shows that G2 : C → E is a λ-strict pseudocontraction with λ = min{λi : i = 1, 2}. By
the same way, our proof method easily carries over to the general finite case.

Next, we prove the infinite case. From the definition of λ-strict pseudocontraction, we
know

〈

(I − Tn)x − (I − Tn)y, Jq
(

x − y
)〉 ≥ λ

∥
∥(I − Tn)x − (I − Tn)y

∥
∥
q
. (2.23)

Hence, we can get

∥
∥(I − Tn)x − (I − Tn)y

∥
∥ ≤

(
1
λ

)1/(q−1)
∥
∥x − y

∥
∥. (2.24)

Taking p ∈ F(Tn), from (2.24), we have

‖(I − Tn)x‖ =
∥
∥(I − Tn)x − (I − Tn)p

∥
∥ ≤

(
1
λ

)1/(q−1)
∥
∥x − p

∥
∥. (2.25)

Consquently, for all x ∈ E, if F =
⋂∞

i=1 F(Ti)/= ∅, ηi > 0 (i ∈ N) and
∑∞

i=1 ηi = 1, then
∑∞

i=1 ηiTi
strongly converges. Let

Tx =
∞∑

i=1

ηiTix, (2.26)

we have

Tx =
∞∑

i=1

ηiTix = lim
n→∞

n∑

i=1

ηiTix = lim
n→∞

1
∑n

i=1 ηi

n∑

i=1

ηiTix. (2.27)
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Hence,

〈

(I − T)x − (I − T)y, Jq
(

x − y
)〉

= lim
n→∞

〈(

I − 1
∑n

i=1 ηi

n∑

i=1

ηiTi

)

x +

(

I − 1
∑n

i=1 ηi

n∑

i=1

ηiTi

)

y, Jq
(

x − y
)

〉

= lim
n→∞

1
∑n

i=1 ηi

n∑

i=1

ηi
〈

(I − Ti)x − (I − Ti)y, Jq
(

x − y
)〉

≥ lim
n→∞

1
∑n

i=1 ηi

n∑

i=1

ηiλ
∥
∥(I − Ti)x − (I − Ti)y

∥
∥
q

≥ λ lim
n→∞

∥
∥
∥
∥
∥

(

I − 1
∑n

i=1 ηi

n∑

i=1

ηiTi

)

x −
(

I − 1
∑n

i=1 ηi

n∑

i=1

ηiTi

)

y

∥
∥
∥
∥
∥

q

= λ
∥
∥(I − T)x − (I − T)y

∥
∥
q
.

(2.28)

So, we get T is λ-strict pseudocontraction.
Finally, we show F(

∑∞
i=1 ηiTi) = F. Suppose that x =

∑∞
i=1 ηiTix, it is sufficient to show

that x ∈ F. Indeed, for p ∈ F, we have

∥
∥x − p

∥
∥
q =

〈

x − p, Jq
(

x − p
)〉

=

〈 ∞∑

i=1

ηiTix − p, Jq
(

x − p
)

〉

=
∞∑

i=1

ηi
〈

Tix − p, Jq
(

x − p
)〉

≤ ∥
∥x − p

∥
∥
q − λ

∞∑

i=1

ηi‖x − Tix‖q,

(2.29)

where λ = inf{λi : i ∈ N}. Hence, x = Tix for each i ∈ N, this means that x ∈ F.

3. Main Results

Lemma 3.1. Let E be a real q-uniformly smooth, strictly convex Banach space and C be a closed
convex subset of E such that C ± C ⊂ C. Let C be also a sunny nonexpansive retraction of E. Let
φ : C → C be a MKC. Let A : C → C be a strongly positive linear bounded operator with the
coefficient γ > 0 such that 0 < γ < γ and Ti : C → E be λi-strictly pseudo-contractive non-self-
mapping such that F =

⋂∞
i=1 F(Ti)/= ∅. Let λ = inf {λi : i ∈ N} > 0. Let {xn} be a sequence of C

generated by (1.12) with the sequences {αn},{βn} and {γn} in [0, 1], assume for each n, {η(n)
i } be an

infinity sequence of positive number such that
∑∞

i=1 η
(n)
i = 1 for all n and η

(n)
i > 0. The following

control conditions are satisfied

(i)
∑∞

i=1 αn = ∞, limn→∞αn = 0,

(ii) 1 − α ≤ 1 − βn ≤ μ, μ = min {1, {qλ/Cq}1/(q−1)} for some α ∈ (0, 1) and for all n ≥ 0,
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(iii) limn→∞(βn+1 − βn) = 0, limn→∞
∑∞

i=1 |ηn+1
i − ηn

i | = 0,

(iv) 0 < lim infn→∞γn ≤ lim supn→∞γn < 1.

Then, limn→∞‖xn+1 − xn‖ = 0.

Proof. Write, for each n ≥ 0, Bn =
∑∞

i=1 η
(n)
i Ti. By Lemma 2.11, each Bn is a λ-strict

pseudocontraction on C and F(Bn) = F for all n and the algorithm (1.12) can be rewritten
as

x1 = x ∈ C,

yn = PC

[

βnxn +
(

1 − βn
)

Bnxn

]

,

xn+1 = αnγφ(xn) + γnxn +
((

1 − γn
)

I − αnA
)

yn, n ≥ 1.

(3.1)

The rest of the proof will now be split into two parts.

Step 1. First, we show that sequences {xn} and {yn} are bounded. Define a mapping

Lnx := PC

[

βnx +
(

1 − βn
)

Bnx
]

. (3.2)

Then, from the control condition (ii), Lemmas 2.5 and 2.6, we obtain Ln : C → C is
nonexpansive. Taking a point p ∈ F, by Lemma 2.4, we can get Lnp = p. Hence, we have

∥
∥yn − p

∥
∥ =

∥
∥Lnxn − p

∥
∥ ≤ ∥

∥xn − p
∥
∥. (3.3)

From definition of MKC and Lemma 2.8, for each ε > 0 there is a number rε ∈ (0, 1), if
‖xn − z‖ < ε then ‖φ(xn) − φ(z)‖ < ε; If ‖xn − z‖ ≥ ε then ‖φ(xn) − φ(z)‖ ≤ rε‖xn − z‖. It follow
(3.1)

∥
∥xn+1 − p

∥
∥ =

∥
∥αnγφ(xn) + γnxn +

((

1 − γn
)

I − αnA
)

yn − p
∥
∥

=
∥
∥αn

(

γφ(xn) −Ap
)

+ γn
(

xn − p
)

+
((

1 − γn
)

I − αnA
)(

yn − p
)∥
∥

≤ (

1 − γn − αnγ
)∥
∥xn − p

∥
∥ + γn

∥
∥xn − p

∥
∥ + αn

∥
∥γφ(xn) −Ap

∥
∥

≤ (

1 − αnγ
)∥
∥xn − p

∥
∥ + αnγ max

{

rε
∥
∥xn − p

∥
∥, ε

}

+ αn

∥
∥γφ

(

p
) −Ap

∥
∥

= max
{(

1 − αnγ
)∥
∥xn − p

∥
∥ + αnγrε

∥
∥xn − p

∥
∥ + αn

∥
∥γφ

(

p
) −Ap

∥
∥,

(

1 − αnγ
)∥
∥xn − p

∥
∥ + αnγε + αn

∥
∥γφ

(

p
) −Ap

∥
∥
}

= max
{(

1 − αnγ + αnγrε
)∥
∥xn − p

∥
∥ + αn

∥
∥γφ

(

p
) −Ap

∥
∥,

(

1 − αnγ
)∥
∥xn − p

∥
∥

+αnγε + αn

∥
∥γφ

(

p
) −Ap

∥
∥
}

= max
{[

1 − (

αnγ − αnγrε
)]∥
∥xn − p

∥
∥ + αn

∥
∥γφ

(

p
) −Ap

∥
∥,

(

1 − αnγ
)∥
∥xn − p

∥
∥

+αnγε + αn

∥
∥γφ

(

p
) −Ap

∥
∥
}

.

(3.4)
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By induction, we have

∥
∥xn − p

∥
∥ ≤ max

{

∥
∥x0 − p

∥
∥,

∥
∥γφ

(

p
) −Ap

∥
∥

γ − γrε
,
γε +

∥
∥γφ

(

p
) −Ap

∥
∥

γ

}

, n ≥ 1, (3.5)

which gives that the sequence {xn} is bounded, so are {yn} and {Lnxn}.

Step 2. In this part, we shall claim that ‖xn+1 − xn‖ → 0, as n → ∞. From (3.1), we get

xn+1 = αnγφ(xn) + γnxn +
[(

1 − γn
)

I − αnA
]

Lnxn. (3.6)

Define

xn+1 =
(

1 − γn
)

ln + γnxn, ∀n ≥ 0, (3.7)

where

ln =
xn+1 − γnxn

1 − γn
. (3.8)

It follows that

ln+1 − ln =
αn+1γφ(xn+1) + γn+1xn+1 +

[(

1 − γn+1
)

I − αn+1A
]

Ln+1xn+1 − γn+1xn+1

1 − γn+1

− αnγφ(xn) + γnxn +
[(

1 − γn
)

I − αnA
]

Lnxn − γnxn

1 − γn

=
αn+1

[

γφ(xn+1) −ALn+1xn+1
]

1 − γn+1
− αn

[

γφ(xn) −ALnxn

]

1 − γn
+ Ln+1xn+1 − Lnxn,

(3.9)

which yields that

‖ln+1 − ln‖ ≤ αn+1
∥
∥γφ(xn+1) −ALn+1xn+1

∥
∥

1 − γn+1
+
αn

∥
∥γφ(xn) −ALnxn

∥
∥

1 − γn
+ ‖Ln+1xn+1 − Lnxn‖

≤ αn+1
∥
∥γφ(xn+1) −ALn+1xn+1

∥
∥

1 − γn+1
+
αn

∥
∥γφ(xn) −ALnxn

∥
∥

1 − γn
+ ‖Ln+1xn+1 − Ln+1xn‖

+ ‖Ln+1xn − Lnxn‖

≤ αn+1
∥
∥γφ(xn+1) −ALn+1xn+1

∥
∥

1 − γn+1
+
αn

∥
∥γφ(xn) −ALnxn

∥
∥

1 − γn
+ ‖xn+1 − xn‖

+ ‖Ln+1xn − Lnxn‖.
(3.10)
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Next, we estimate ‖Ln+1xn − Lnxn‖. Notice that

‖Ln+1xn − Lnxn‖ =
∥
∥PC

[

βn+1xn +
(

1 − βn+1
)

Bn+1xn

] − PC

[

βnxn +
(

1 − βn
)

Bnxn

]∥
∥

≤ ∥
∥
[

βn+1xn +
(

1 − βn+1
)

Bn+1xn

] − [

βnxn +
(

1 − βn
)

Bnxn

]∥
∥

≤ ∣
∣βn+1 − βn

∣
∣‖xn − Bn+1xn‖ +

(

1 − βn
)‖Bn+1xn − Bnxn‖

≤ ∣
∣βn+1 − βn

∣
∣‖xn − Bn+1xn‖ +

(

1 − βn
)

∞∑

i−1

∣
∣
∣η

(n+1)
i − η

(n)
i

∣
∣
∣‖Tixn‖.

(3.11)

Substituting (3.11) into (3.10), we have

‖ln+1 − ln‖ ≤ αn+1
∥
∥γφ(xn+1) −ALn+1xn+1

∥
∥

1 − γn+1
+
αn

∥
∥γφ(xn) −ALnxn

∥
∥

1 − γn
+ ‖xn+1 − xn‖

+
∣
∣βn+1 − βn

∣
∣‖xn − Bn+1xn‖ +

(

1 − βn
)

∞∑

i=1

∣
∣
∣η

(n+1)
i − η

(n)
i

∣
∣
∣‖Tixn‖.

(3.12)

Hence, we have

‖ln+1 − ln‖ − ‖xn+1 − xn‖ ≤ αn+1
∥
∥γφ(xn+1) −ALn+1xn+1

∥
∥

1 − γn+1
+
αn

∥
∥γφ(xn) −ALnxn

∥
∥

1 − γn

+ ‖xn − Bn+1xn‖
∣
∣βn+1 − βn

∣
∣ +

(

1 − βn
)

∞∑

i=1

∣
∣
∣η

(n+1)
i − η

(n)
i

∣
∣
∣‖Tixn‖.

(3.13)

Observing conditions (i), (iii), (iv), and the boundedness of {xn}, {yn}, {f(xn)}, {Tnxn},
{Tnyn} it follows that

lim sup
n→∞

{‖ln+1 − ln‖ − ‖xn+1 − xn‖} ≤ 0. (3.14)

Thus by Lemma 2.1, we have limn→∞‖ln − xn‖ = 0.
From (3.7), we have

xn+1 − xn =
(

1 − γn
)

(ln − xn). (3.15)

Therefore,

lim
n→∞

‖xn+1 − xn‖ = 0. (3.16)

Theorem 3.2. Let E be a real q-uniformly smooth, strictly convex Banach space which admits a
weakly sequentially continuous duality mapping Jq from E to E∗ and C be a closed convex subset of
E which be also a sunny nonexpansive retraction of E such that C ± C ⊂ C. Let φ : C → C be
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a MKC. Let A : C → C be a strongly positive linear bounded operator with the coefficient γ > 0
such that 0 < γ < γ and Ti : C → E be λi-strictly pseudo-contractive non-self-mapping such
that F =

⋂∞
i=1 F(Ti)/= ∅. Let λ = inf {λi : i ∈ N} > 0. Let {xn} be a sequence of C generated

by (1.12) with the sequences {αn},{βn} and {γn} in [0, 1], assume for each n, Σ∞
i=1η

(n)
i = 1 for all

n and η
(n)
i > 0 for all i ∈ N. They satisfy the conditions (i), (ii), (iii), (iv) of Lemma 3.1 and (v)

limn→∞βn = α, limn→∞
∑∞

i=1 |ηn
i − ηi| = 0 and

∑∞
i=1 ηi = 1. Then {xn} converges strongly to x̃ ∈ F,

which also solves the following variational inequality

〈

γφ(x̃) −Ax̃, Jq
(

p − x̃
)〉 ≤ 0, ∀p ∈ F. (3.17)

Proof. From (3.1), we obtain

‖Lnxn − xn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − Lnxn‖
= ‖xn − xn+1‖ +

∥
∥αnγφ(xn) + γn(xn − Lnxn) − αnALnxn

∥
∥

≤ ‖xn − xn+1‖ + αn

(∥
∥γφ(xn)

∥
∥ + ‖ALnxn‖

)

+ γn‖xn − Lnxn‖.
(3.18)

So ‖Lnxn − xn‖ ≤ 1/(1 − γn)(‖xn − xn+1‖ + αn(‖γφ(xn)‖ + ‖ALnxn‖), which together with the
condition (i), (iv) and Lemma 3.1 implies

lim
n→∞

‖Lnxn − xn‖ = 0. (3.19)

Define B =
∑∞

i=1 ηiTi, then B : C → E is a λ-strict pseudocontraction such that F(B) =
⋂∞

i=1 F(Ti) = F by Lemma 2.11, furthermore Bnx → Bx as n → ∞ for all x ∈ C. Defines
T : C → E by

Tx = αx + (1 − α)Bx. (3.20)

Then, T is nonexpansive with F(T) = F(B) by Lemma 2.5. It follows from Lemma 2.4 that
F(PCT) = F(T) = F. Notice that

‖PCTxn − xn‖ ≤ ‖xn − Lnxn‖ + ‖Lnxn − PCTxn‖
≤ ‖xn − Lnxn‖ +

∥
∥βnxn +

(

1 − βn
)

Bnxn − [αxn + (1 − α)Bxn]
∥
∥

≤ ‖xn − Lnxn‖ +
∥
∥
(

βn − α
)

(xn − Bnxn) + (1 − α)(Bnxn − Bxn)
∥
∥

≤ ‖xn − Lnxn‖ +
(

βn − a
)‖xn − Bnxn‖ + (1 − α)‖Bnxn − Bxn‖

(3.21)

which combines with (3.19) yielding that

lim
n→∞

‖PCTxn − xn‖ = 0. (3.22)
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Next, we show that

lim sup
n→∞

〈

γφ(x̃) −Ax̃, Jq(xn − x̃)
〉 ≤ 0, (3.23)

where x̃ = limt→ 0xt with xt being the fixed point of the contraction

x �−→ tγφ(x) + (1 − tA)PCTx. (3.24)

To see this, we take a subsequence {xnk} of {xn} such that

lim sup
n→∞

〈

γφ(x̃) −Ax̃, J(xn − x̃)
〉

= lim
k→∞

〈

γφ(x̃) −Ax̃, J(xnk − x̃)
〉

. (3.25)

We may also assume that xnk ⇀ q. Note that q ∈ F(T) in virtue of Lemma 2.3 and (3.22). It
follow from the Lemma 2.9 and Jq is weak weakly sequentially continuous duality mapping
that

lim sup
n→∞

〈

γφ(x̃) −Ax̃, Jq(xn − x̃)
〉

= lim
k→∞

〈

γφ(x̃) −Ax̃, Jq(xnk − x̃)
〉

=
〈

γφ(x̃) −Ax̃, Jq
(

q − x̃
)〉 ≤ 0.

(3.26)

Hence, we have

lim sup
n→∞

〈

γφ(x̃) −Ax̃, Jq(xn − x̃)
〉 ≤ 0. (3.27)

Finally, We show ‖xn − x̃‖ → 0. By contradiction, there is a number ε0 such that

lim sup
n→∞

‖xn − x̃‖ ≥ ε0. (3.28)

Case 1. Fixed ε1 (ε1 < ε0), if for some n ≥ N ∈ N such that ‖xn − x̃‖ ≥ ε0 − ε1, and for the other
n ≥ N ∈ N such that ‖xn − x̃‖ < ε0 − ε1.

Let

Mn =
q
〈

γφ(x̃) −Ax̃, J(xn+1 − x̃)
〉

(ε0 − ε1)q
. (3.29)
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From (3.23), we know lim supn→∞Mn ≤ 0. Hence, there is a number N, when n > N, we
haveMn ≤ γ − γ . We extract a number n0 ≥ N stastifying ‖xn0 − x̃‖ < ε0 − ε1, then we estimate
‖xn0+1 − x̃‖.

‖xn0+1 − x̃‖q = ∥
∥αn0γφ(xn0) + γn0xn0 +

[(

1 − γn0

)

I − αn0A
]

yn0 − x̃
∥
∥
q

=
∥
∥
[(

1 − γn0

)

I − αn0A
]

(yn0 − x̃) + αn0

(

γφ(xn0) −Ax̃
)

+ γn0(xn0 − x̃)
∥
∥
q

=
〈[(

1 − γn0

)

I − αn0A
](

yn0 − x̃
)

+ αn0

(

γφ(xn0)−Ax̃
)

+γn0(xn0−x̃), Jq(xn0+1−x̃)
〉

= 〈[(1−γn0

)

I−αn0A
](

yn0−x̃
)

, Jq(xn0+1−x̃)〉+
〈

αn0

(

γφ(xn0)−Ax̃
)

, Jq(xn0+1−x̃)
〉

+
〈

γn0(xn0 − x̃), Jq(xn0+1 − x̃)
〉

= 〈[(1−γn0

)

I−αn0A
](

yn0−x̃
)

, Jq(xn0+1−x̃)〉+αn0γ
〈

φ(xn0)−φ(x̃), Jq(xn0+1−x̃)
〉

+ αn0〈γφ(x̃) −Ax̃, Jq(xn0+1 − x̃)〉 + 〈

γn0(xn0 − x̃), Jq(xn0+1 − x̃)
〉

≤ (

1 − γn0 − αn0γ
)‖xn0 − x̃‖‖xn0+1 − x̃‖q−1 + αn0γ

∥
∥φ(xn0) − φ(x̃)

∥
∥‖xn0+1 − x̃‖q−1

+ αn0〈γφ(x̃) −Ax̃, Jq(xn0+1 − x̃)〉 + γn0‖xn0 − x̃‖‖xn0+1 − x̃‖q−1

<
[

1 − αn0

(

γ − γ
)]

(ε0 − ε1)‖xn0+1 − x̃‖q−1 + αn0

〈

γφ(x̃) −Ax̃, Jq(xn0+1 − x̃)
〉

≤ 1
q

[

1 − αn0

(

γ − γ
)]q(ε0 − ε1)q +

q − 1
q

‖xn0+1 − x̃‖q

+ αn0

〈

γφ(x̃) −Ax̃, Jq(xn0+1 − x̃)
〉

by Lemma 2.10,
(3.30)

which implies that

‖xn0+1 − x̃‖q < [

1 − αn0

(

γ − γ
)]q(ε0 − ε1)q + qαn0

〈

γφ(x̃) −Ax̃, Jq(xn0+1 − x̃)
〉

<
[

1 − αn0

(

γ − γ
)]

(ε0 − ε1)q + qαn0

〈

γφ(x̃) −Ax̃, Jq(xn0+1 − x̃)
〉

=
[

1 − αn0

(

γ − γ −Mn

)]

(ε0 − ε1)q

≤ (ε0 − ε1)q.

(3.31)

Hence, we have

‖xn0+1 − x̃‖ < ε0 − ε1. (3.32)

In the same way, we can get

‖xn − x̃‖ < ε0 − ε1, ∀n ≥ n0. (3.33)

It contradict the lim supn→∞‖xn − x̃‖ ≥ ε0.



Fixed Point Theory and Applications 17

Case 2. Fixed ε1 (ε1 < ε0), if ‖xn − x̃‖ ≥ ε0 − ε1 for all n ≥ N ∈ N, from Lemma 2.8, there is a
number r, (0 < r < 1) such that

∥
∥φ(xn) − φ(x̃)

∥
∥ ≤ r‖xn − x̃‖, n ≥ N. (3.34)

It follow (3.1) that

‖xn+1 − x̃‖q = ∥
∥αnγφ(xn) + γnxn +

[(

1 − γn
)

I − αnA
]

yn − x̃
∥
∥
q

=
∥
∥[(1 − γn)I − αnA](yn − x̃) + αn(γφ(xn) −Ax̃) + γn(xn − x̃)

∥
∥
q

=
〈[(

1 − γn
)

I − αnA
](

yn − x̃
)

+ αn

(

γφ(xn) −Ax̃
)

+ γn(xn − x̃), Jq(xn+1 − x̃)
〉

=
〈[(

1 − γn
)

I − αnA
](

yn − x̃
)

, Jq(xn+1 − x̃)
〉

+
〈

αn

(

γφ(xn) −Ax̃
)

, Jq(xn+1 − x̃)
〉

+
〈

γn(xn − x̃), Jq(xn+1 − x̃)
〉

=
〈[(

1 − γn
)

I − αnA
](

yn − x̃
)

, Jq(xn+1 − x̃)
〉

+
〈

αn

(

γφ(xn) − φ(x̃)
)

, Jq(xn+1 − x̃)
〉

+ 〈αn

(

γφ(x̃ −Ax̃), Jq(xn+1 − x̃)
〉

+
〈

γn(xn − x̃), Jq(xn+1 − x̃)
〉

≤ (

1 − γn − αnγ
)‖xn − x̃‖‖xn+1 − x̃‖q−1 + αnγr‖xn − x̃‖‖xn+1 − x̃‖q−1

+ αn〈γφ(x̃) −Ax̃, Jq(xn+1 − x̃)〉 + γn‖xn − x̃‖‖xn+1 − x̃‖q−1

=
[

1 − αn

(

γ − γr
)]‖xn − x̃‖‖xn+1 − x̃‖q−1 + αn

〈

γφ(x̃) −Ax̃, Jq(xn+1 − x̃)
〉

≤ [

1 − αn

(

γ − γr
)]1

q
‖xn − x̃‖q + q − 1

q
‖xn+1 − x̃‖q + αn〈γφ(x̃)

−Ax̃, Jq(xn+1 − x̃)〉 by Lemma 2.10,
(3.35)

which implies that

‖xn+1 − x̃‖q ≤ [

1 − αn

(

γ − γr
)]‖xn − x̃‖q + qαn

〈

γφ(x̃) −Ax̃, Jq(xn+1 − x̃)
〉

. (3.36)

Apply Lemma 2.2 to (3.36) to conclude xn → x̃ as n → ∞. It contradict the ‖xn − x̃‖ ≥ ε0 − ε1.
This completes the proof.

Corollary 3.3. LetD be a closed convex subset of a Hilbert spaceH such thatD ±D ⊂ D and f ∈ D
with the coefficient 0 < α < 1. Let A : C → C be a strongly positive linear bounded operator with
the coefficient γ > 0 such that 0 < γ < γ and Ti : C → E be λi-strictly pseudo-contractive non-self-
mapping such that F =

⋂∞
i=1 F(Ti)/= ∅. Let λ = inf {λi : i ∈ N} > 0. Let {xn} be a sequence of C

generated by (1.12) with the sequences {αn}, {βn}, and {γn} in [0, 1], assume for each n, Σ∞
i=1η

(n)
i = 1

for all n and η
(n)
i > 0 for all i ∈ N. They satisfy the conditions (i), (ii), (iii), (iv) of Lemma 3.1 and (v)
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limn→∞βn = α, limn→∞
∑∞

i=1 |ηn
i − ηi| = 0 and

∑∞
i=1 ηi = 1. Then {xn} converges strongly to x̃ ∈ F,

which also solves the following variational inequality

〈

γφ(x̃) −Ax̃, p − x̃
〉 ≤ 0, ∀p ∈ F. (3.37)

Remark 3.4. We conclude the paper with the following observations.

(i) Theorem 3.2 improve and extends Theorem 3.1 of Zhang and Su [17], Theorem 1
of Yao et al. [11], and Theorem 2.2 of Cai and Hu [12]. Corollary 3.3 also improve
and extend Theorem 2.1 of Choa et al. [20], Theorem 2.1 of Jung [21], Theorem 2.1
of Qin et al. [22] and includes those results as special cases. Especially, Our results
extends above results form contractions to more general Meir-Keeler contraction
(MKC, for short). Our iterative scheme studied in present paper can be viewed as
a refinement and modification of the iterative methods in [12, 13, 17, 22]. On the
other hand, our iterative schemes concern an infinite countable family of λi-strict
pseudocontractions mappings, in this respect, they can be viewed as an another
improvement.

(ii) The advantage of the results in this paper is that less restrictions on the parameters
{αn}, {βn}, {γn} and {ηn

i } are imposed. Our results unify many recent results
including the results in [12, 17, 22].

(iii) It is worth noting that we obtained two strong convergence results concerning an
infinite countable family of λi-strict pseudocontractions mappings. Our result is
new and the proofs are simple and different from those in [11, 12, 17, 19–25].
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