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We derive an asymptotic expansion as n → ∞ for a large range of coefficients
of (f (z))n, where f(z) is a power series satisfying |f(z)| < f(|z|) for z ∈ C,
z ∉R+. When f is a polynomial and the two smallest and the two largest exponents
appearing in f are consecutive integers, we use the expansion to generalize results
of Odlyzko and Richmond (1985) on log concavity of polynomials, and we prove
that a power of f has only positive coefficients.
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1. Introduction. Suppose that f(z)=∑∞
k=0 ckzk is a power series with ra-

dius of convergence R ∈ (0,∞]. Given any positive r < R, define f̂ :R→ C by

f̂ (k)= 1
2πrk

∫ π
−π
f
(
reiθ

)
e−ikθdθ. (1.1)

Then, if k∈ Z+, we have

f̂ (k)= 1
2πi

∫
|z|=r

f (z)
zk+1

dz = ck, (1.2)

independently of the choice of r .

Replacing f by fn, we obtain an integral depending on the two variables n
and k, namely,

f̂ n(k)= 1
2πrk

∫ π
−π
fn
(
reiθ

)
e−ikθdθ. (1.3)

Under suitable conditions on f , the integral representation (1.3), combined

with the freedom of choice in the radius of the circle of integration, can be

used to estimate the coefficients f̂ n(k) when n or k (or both) are large. This

method can be used to derive various asymptotic estimates. See the papers of

Hayman [8], Moser and Wyman [13, 14], and Odlyzko and Richmond [15] for

previous related work in this area. Handelman [7] used different methods to

derive asymptotic properties of the coefficients ofpnq, wherep is a polynomial

without negative coefficients and q is a polynomial without positive zeros. The
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assumption that all coefficients of the polynomial involved are positive is used

also for the unimodality results in [15].

The object of this paper is to derive a (suitably defined) asymptotic expan-

sion for “many” coefficients of fn when n is large, under the weaker condition

∣∣f (reiθ)∣∣< f(r) for 0< θ < 2π. (1.4)

We say that f is strongly positive at r if (1.4) holds. We also say that f is

numerically positive if f(r) > 0 for r > 0. Condition (1.4) arises in the study of

finite state Markov chains, and is discussed in [3]. A simple criterion to check

(1.4) for polynomial f at all sufficiently small and sufficiently large r is given

in [4].

Our main result on positivity of polynomials (a consequence of the asymp-

totic expansion in Section 5) is the following theorem (see Theorem 6.2).

Theorem 1.1. Let p ∈R[x] and suppose that

(i) p is strongly positive at every r > 0,

(ii) the two smallest and the two largest exponents appearing in p are con-

secutive integers.

Then every sufficiently large power of p has only positive coefficients.

Before proceeding, we recall here the notion of asymptotic expansion. Let

f(x) be a (real- or complex-valued) function of a real variable x. An asymptotic

expansion for f(x) as x → ∞ is a sequence {cm : m ≥ 0} with the following

property: for each n≥ 0, if we write

f(x)=
n∑
m=0

cmx−m+Rn(x), (1.5)

then Rn(x) = O(x−n−1) as x → ∞ (i.e., xn+1Rn(x) is bounded as x → ∞). In

general, the infinite series
∑∞
m=0 cmx−m need not converge for any value of x.

Nonetheless, the partial sums provide increasingly better approximations to

f(x) in the limit x→∞. We write

f(x)∼
∞∑
m=0

cmx−m as x �→∞ (1.6)

to mean that the sequence {cm :m ≥ 0} is an asymptotic expansion for f(x)
as x → ∞. Using the obvious notation, f(x) ∼ g(x)∑∞

m=0 cmx−m as x → ∞
means that {cm :m≥ 0} is an asymptotic expansion for f(x)/g(x) as x→∞.

We now briefly describe the content of this paper. In Section 2, we derive

some preliminary asymptotic expansions for certain integrals. In Section 3, we

show that if f is strongly positive at r , it is possible to derive an asymptotic ex-

pansion (in inverse powers of n) for f̂ n(nµf (r)), where µf (r)= rf ′(r)/f(r).
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This corresponds to the case that the ratio k/n remains constant as n → ∞.

The simplest examples are obtained by taking f(z) = ez, r = 1, which gives

the asymptotic expansion for 1/n!, and f(z) = 1+z, r = 1, which gives the

expansion for the middle binomial coefficients
(

2n
n

)
.

In Section 4, we derive a (suitably generalized) asymptotic expansion for

f̂ n(nµf (r)) when r remains in a compact subset of the positive reals, and f is

strongly positive on the same subset. In the polynomial case, this corresponds

to the case that the ratio k/n remains bounded away from zero and from the

degree of the polynomial.

In Section 5, we discuss the case that f ′(0) ≠ 0. We show that, in this case,

the same expansion is valid by replacing the restriction that r being bounded

away from zero with the weaker one nµf (r)→∞ as n→∞.

In Section 6, we discuss questions of eventual global positivity and log con-

cavity in k of the coefficients f̂ n(k) as n→∞ (see below for the definition of

log concavity). We find that if p is a polynomial with real coefficients such that

the two smallest and the two largest exponents appearing in p are consecutive

integers, and p is strongly positive at every r > 0, then for all large enough n,

pn has no negative coefficients and is log concave. This generalizes Odlyzko

and Richmond’s log-concavity result [15], obtained by taking p with positive

coefficients.

In order to motivate some of the questions and notions discussed here, we

now give a brief survey of previous related work for log concavity of probability

distributions.

A discrete probability distribution π = {πk : k∈ Z} on the integers is said to

be unimodal if there is some k such thatπi+1−πi ≥ 0 for i≤ k andπi+1−πi ≤ 0

for i > k, and strongly unimodal ifπ∗σ is unimodal for any unimodal discrete

distribution σ , where∗ denotes convolution. A strongly unimodal distribution

is unimodal, but the converse is false.

Questions on unimodality of discrete distribution have been studied by nu-

merous authors. Keilson and Gerber [9] showed that π is strongly unimodal if

and only if π2
n ≥ πn−1πn+1 holds for all n. We refer to this last condition by

saying that the sequence (πn) is log concave, and we say that a polynomial is

log concave if the sequence of its coefficient is log concave.

Rényi conjectured that for all large enough n, the n-fold convolution π∗n

is unimodal. See [12, pages 37–48] for unimodal discrete distributions and for

Rényi’s conjecture. This conjecture is significant only if the support of π is

infinite because immediate counterexamples exist in the finite case (e.g., if the

support is {0,2,3}).
For infinite support, counterexamples were found by Brockett and Kemper-

man [2], and by Ushakov [16]. Brockett and Kemperman then showed that

Rényi’s conjecture is true if the support of π is the three-point set {0,1,2},
and conjectured that it is true for distributions with finite-connected support

{0,1, . . . ,N}.
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Sharper results were then obtained by Odlyzko and Richmond [15]. They

proved that if both the two smallest and the two largest exponents appearing

in p are consecutive integers, then for all sufficiently large n, π∗n is even

strongly unimodal. As mentioned above, the condition on the support is clearly

necessary. In addition, Odlyzko and Richmond showed that for any discrete

distribution with support contained in [0,M], with M > 0, π0 > 0, πM > 0, and

with gcd{k > 0 : πk > 0} = 1, the inequality ((π∗n)k)2 ≥ (π∗n)k−1(π∗n)k+1

holds for all large enoughn and δn≤ k≤ (M−δ)n, where δ is any preassigned

(small) positive number. As a by-product of their proof, they also obtained an

estimate for the value of (π∗n)k asn→∞ and δn≤ k≤ (M−δ)n. This estimate

corresponds to the first term of the expansion in Theorem 6.2.

In order to relate this to polynomials, note that if p is a polynomial without

negative coefficients and we normalize so that p(1) = 1, then p(et) is the

moment-generating function of the distribution p̂(k) with support {k ∈ Z :

p̂(k) ≠ 0}, and convolution of distributions corresponds to multiplication of

polynomials.

2. Asymptotic expansions for certain integrals. In this section, we derive

an asymptotic expansion for integrals of the form
∫ ε
0 e−λ

2t2g(λt,t)dt as λ →
∞. To describe this informally, if g is analytic in its second entry, and does

not grow too fast in its first entry, then we obtain an asymptotic expansion

for the above integral, simply by integrating the Taylor series for g termwise.

We take special care to derive explicit, although cumbersome, bounds for the

coefficients and for the remainder of the asymptotic expansion because we

will later need to keep track of how they depend on the parameter r (see

Theorem 3.1).

For n≥ 0 and y ≥ 0, let

In(y)=
∫∞
y
xne−x

2/2dx. (2.1)

Then, In(y) is exponentially small as y → ∞, and Im(y) ≤ In(y) for m ≤ n,

and y ≥ 1. Let

Mn = sup
{
yn+1In(y) :y ≥ 1

}
. (2.2)

Lemma 2.1. Suppose W is an open neighborhood of 0 in the complex plane,

g : R+×W �→ C is continuous, and for each x ≥ 0, the function z 	 �→ g(x,z) is

analytic on W . Let ε > 0 be such that {z : |z| ≤ 2ε} ⊂ W , and suppose further

that there is a constant K such that |g(x,z)| ≤ Kex2/2 holds for all x ≥ 0 and

|z| ≤ 2ε. Define

G(λ)=
∫ ε

0
e−λ

2θ2
g(λθ,θ)dθ, λ≥ 0. (2.3)
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Then,

G(λ)∼
∞∑
m=0

bmλ−m−1 as λ �→∞, (2.4)

where

bm = 1
m!

∫∞
0
xme−x

2 ∂mg
∂zm

∣∣∣∣
z=0
dx

= 1
m!

[
dm

dzm

∫∞
0
xme−x

2
g(x,z)dx

]
z=0
.

(2.5)

Moreover,

∣∣bm∣∣≤ KIm(0)(2ε)m
∀m; (2.6)

and if ελ≥ 1,

λn+2

∣∣∣∣∣G(λ)−
n∑
m=0

bmλ−m−1

∣∣∣∣∣≤ KIn+1(0)
2nεn+1

+ 2KMn
εn+1

∀n. (2.7)

Proof. Write

g(x,z)=
∞∑
m=0

gm(x)zm, z ∈W, x ≥ 0, (2.8)

where

gm(x)= 1
m!

[
∂mg
∂zm

(x,z)
]
z=0

= 1
2πi

∫
|w|=2ε

g(x,ω)
ωm+1

dω, (2.9)

so that bm =
∫∞
0 xme−x

2gm(x)dx. For each n, we can express the remainder

Rn(x,z)= g(x,z)−
∑n
m=0gm(x)zm as

Rn(x,z)= z
n+1

2πi

∫
|w|=2ε

g(x,ω)
ωn+1(ω−z)dω, |z| ≤ ε. (2.10)

The usual Cauchy’s estimates take the form

|Rn(x,z)| ≤ 2−n
( |z|
ε

)n+1

sup
{∣∣g(x,ω)∣∣ : |ω| = 2ε

}
≤ 2−n

( |z|
ε

)n+1

Kex
2/2 for |z| ≤ ε,

(2.11)
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and similarly

∣∣gm(x)∣∣≤ (2ε)−mKex2/2 ∀m≥ 0. (2.12)

We find, for each n,

G(λ)=
∫ ελ

0
e−x

2
g
(
x,
x
λ

)
dx
λ

=
∫ ελ

0
e−x

2

 n∑
m=0

gm(x)xmλ−m+Rn
(
x,
x
λ

)dx
λ

=
n∑
m=0

(∫ ελ
0
xme−x

2
gm(x)dx

)
λ−m−1+

∫ ελ
0
e−x

2
Rn
(
x,
x
λ

)
dx
λ

=
n∑
m=0

bmλ−m−1−
n∑
m=0

(∫∞
ελ
xme−x

2
gm(x)dx

)
λ−m−1

+
∫ ελ

0
e−x

2
Rn
(
x,
x
λ

)
dx
λ
.

(2.13)

So, to prove that G(λ)∼∑∞
m=0bmλ−m−1, we need to show that, for each n,

λn+2

(∫ ελ
0
e−x

2
Rn
(
x,
x
λ

)
dx
λ
−

n∑
m=0

(∫∞
ελ
xme−x

2
gm(x)dx

)
λ−m−1

)
(2.14)

is bounded as λ→∞.

Using (2.11), we find

λn+2

∣∣∣∣∣
∫ ελ

0
e−x

2
Rn
(
x,
x
λ

)
dx
λ

∣∣∣∣∣≤ K
2nεn+1

∫ ελ
0
xn+1e−x

2/2dx

≤ K
2nεn+1

∫∞
0
xn+1e−x

2/2dx

= KIn+1(0)
2nεn+1

.

(2.15)

Also, using (2.12), we find

∣∣∣∣∫∞
ελ
xme−x

2
gm(x)dx

∣∣∣∣≤ K
(2ε)m

∫∞
ελ
xme−x

2/2dx = K
(2ε)m

Im(ελ). (2.16)
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So, as long as ελ≥ 1, we have

λn+2

∣∣∣∣∣∣
n∑
m=0

(∫∞
ελ
xme−x

2
gm(x)dx

)
λ−m−1

∣∣∣∣∣∣
≤

n∑
m=0

K
(2ε)m

Im(ελ)λn−m+1

= K
εn+1

n∑
m=0

(ελ)n−m+1Im(ελ)2−m

≤ K
εn+1

n∑
m=0

(ελ)n+1In(ελ)2−m

≤ 2KMn
εn+1

.

(2.17)

This proves that G(λ)∼∑∞
m=0bmλ−m−1, and also establishes the bound for

the remainder. To find the bound for the coefficients bm, we use (2.12) again

to estimate that

∣∣bm∣∣= ∣∣∣∣∫∞
0
xme−x

2
gm(x)dx

∣∣∣∣≤ K
(2ε)m

∫∞
0
xme−x

2/2dx = KIm(0)
(2ε)m

. (2.18)

Proposition 2.2. Suppose that φ(z) and ψ(z) are analytic in a neighbor-

hood of z = 0, with φ(0) = 1, and let ε > 0 be such that |φ(z)− 1| ≤ 1/2,

|ψ(z)| ≤K for |z| ≤ 2ε. Let

G(λ)=
∫ ε
−ε
e−λ

2θ2φ(iθ)ψ(iθ)dθ. (2.19)

Then,

G(λ)∼
√
π
λ

ψ(0)+ ∞∑
m=1

amλ−2m

 as λ �→∞, (2.20)

where

am = (−1)m

4mm!

[
d2m

dt2m
(
ψ(t)φ(t)−m−1/2)]

t=0
. (2.21)

Moreover,

∣∣am∣∣≤ 2I2m(0)K√
π(2ε)2m

∀m,

λ2n+3

∣∣∣∣∣∣G(λ)−
√
π
λ

n∑
m=0

amλ−2m

∣∣∣∣∣∣≤ KI2n+2(0)
(2ε)2n+2

+ 4KM2n+1

ε2n+2
∀n.

(2.22)
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Proof. Define

h(x,z)= e−x2(φ(z)−1)ψ(z),

g(x,z)= h(x,iz)+h(x,−iz). (2.23)

Then,

G(λ)=
∫ ε

0
e−λ

2θ2
g(λθ,θ)dθ, (2.24)

and |g(x,z)| ≤ 2Kex2/2 for |z| ≤ 2ε.
By Lemma 2.1, we have

G(λ)∼
∞∑
m=0

bmλ−m−1, (2.25)

where

bm = 1
m!

[
dm

dzm

∫∞
0
xme−x

2
g(x,z)dx

]
z=0
. (2.26)

Since g(x,z) is an even function of z, we have bm = 0 for odd m, and

∂2m

∂z2mg(x,z)
∣∣∣∣
z=0

= 2(−1)m
∂2m

∂z2mh(x,z)
∣∣∣∣
z=0
. (2.27)

So,

b2m = 2(−1)m

(2m)!

[
d2m

dz2m

∫∞
0
x2me−x

2
h(x,z)dx

]
z=0

= 2(−1)m

(2m)!

[
d2m

dz2mψ(z)
∫∞

0
x2me−x

2φ(z)dx
]
z=0
.

(2.28)

Using the formula (see, e.g., [5, page 337, formula 3.461.2.])

∫∞
0
e−cx

2
x2mdx = c−m−1/2

√
π(2m)!

22m+1m!
, Rec > 0, (2.29)

the last integral can be evaluated and we find

b2m = (−1)m
√
π

4mm!

[
d2m

dz2mψ(z)φ(z)
−m−1/2

]
t=0

=√πam. (2.30)
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Using the bounds on the coefficients and the remainder given by Lemma 2.1,

we also find

∣∣b2m
∣∣≤ 2I2m(0)K

(2ε)2m
, (2.31)

and (since b2n+1 = 0),

λ2n+3

∣∣∣∣∣G(λ)−
n∑
m=0

b2mλ−2m−1

∣∣∣∣∣≤ KI2n+2(0)
(2ε)2n+2

+ 4KM2n+1

ε2n+2
, (2.32)

and so we get the bounds on am and G(λ)− (√π/λ)∑nm=0amλ−2m given in

the statement.

3. Asymptotics for f̂ n(k) with k/n fixed. Let f(z) be a power series with

real coefficients, radius of convergence R ∈ (0,∞], and f(0) ≠ 0. This last

condition can be arranged dividing by a suitable power of z without any loss

of generality in what follows.

Recall the definition of strong positivity from Section 1. If X is a subset of

(0,R), we say that f is strongly positive on B if it is strongly positive at every

r ∈X, that is,

∣∣f (reiθ)∣∣< f(r) for r ∈X, 0< θ < 2π. (3.1)

In this section, we fix r ∈ (0,R) and assume that f is strongly positive on

a neighborhood of r . Let W = W(r) = {z ∈ C : Ref(rez) > 0}. Then, W is an

open neighborhood of 0 in the complex plane and the function z� logf(rez)
is analytic on W . We define

µ = µf (r)= ∂
∂z
[
logf

(
rez

)]
z=0,

σ = σf (r)= ∂2

∂z2

[
logf

(
rez

)]
z=0.

(3.2)

We find µf (r)= rf ′(r)/f(r) and σf (r)= rµ′f (r). In particular, both µf (r)
and σf (r) are continuous functions of r .

Some standard computations show that σ = ∑k(k−µ)2f̂ (k)rk/f(r) (see,

e.g., [3, page 25]), and so if all coefficients f̂ (k) are nonnegative and at least

two of them are nonzero, we clearly have σ > 0. In fact, it is shown in [3,

Theorem 6.4] that if f is strongly positive on a neighborhood of r , then σ > 0

(that theorem was stated and proved for polynomials, but the same proof can

be used verbatim for power series).
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Define, for z ∈W , z ≠ 0,

φ(z)=φf(r ,z)= 2
z2σ

[
log
f
(
rez

)
f(r)

−µz
]
. (3.3)

By setting φ(0)= 1, it is easily checked that φ(z) is analytic on W .

The functions µf , σf , and φf will play an important role in what follows.

It can be shown that if f is the pointwise spectral radius of an irreducible

matrix whose entries are polynomials with positive integral coefficients (the

beta function of Tuncel, see [10]), then µf and σf are closely related to the

entropy and information variance of the associated Markov chain. The function

µf is the Legendre transformation of f (see, e.g., [3]).

The definition of φ(z) can be rewritten as

f
(
rez

)
f(r)

= exp
(
µz+ 1

2
σz2φ(z)

)
. (3.4)

We now use the integral representation (1.3) (in conjunction with Proposition

2.2) to obtain an asymptotic expansion for some of the coefficients of fn in

inverse powers of n.

From (1.3), we get

2πrk
f̂ n(k)(
f(r)

)n = ∫ π−π
(
f
(
reiθ

)
f(r)

)n
e−ikθdθ. (3.5)

Choose ε = ε(r) > 0 such that {z : |z| ≤ 2ε} ⊂ W , and |φ(z)−1| ≤ 1/2 for

|z| ≤ 2ε. Let

An =An(k,r ,ε)=
∫ ε
−ε

exp
(
nµiθ−nσ

2
θ2φ(iθ)−ikθ

)
dθ,

Bn = Bn(k,r ,ε)=
∫
ε≤|θ|≤π

(
f
(
reiθ

)
f(r)

)n
e−ikθdθ.

(3.6)

So, we have

f̂ n(k)=
(
f(r)

)n
2πrk

(
An+Bn

)
. (3.7)

The asymptotic expansion will be obtained from An, while Bn will be shown

exponentially small with respect to every term of the same expansion.

We now set k=nµ so that the integrand of An is simplified to

exp
(
−nσ

2
θ2φ(iθ)

)
. (3.8)
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This of course will result in an expansion only for k = nµf (r), where f is

strongly positive at r . The question of describing the range of k obtainable in

this way (or equivalently, the range of the function r � µf (r)) will be discussed

in Section 6.

Theorem 3.1. Let f(z) be a power series with real coefficients and positive

radius of convergence R, and let 0< r < R. Suppose f is strongly positive on a

neighborhood of r , and let µ,σ , and φ(z) be as defined in (3.2) and (3.3). Then,

f̂ n(nµ)∼ fn(r)
rnµ

√
2πnσ

1+
∞∑
m=1

cmn−m
, (3.9)

where

cm = (−1)m

(2σ)mm!

[
d2m

dz2m

(
φ(z)−m−1/2)]

z=0
for m≥ 1. (3.10)

Proof. Recall that ε = ε(r) is such that |φ(z)−1| ≤ 1/2 for |z| ≤ 2ε. Let

δ = δ(r) > 0 be such that max{|f(reiθ)/f(r)| : ε ≤ |θ| ≤ π} ≤ e−δ. With k =
nµ, we have

An =An(r ,ε)=
∫ ε
−ε

exp
(
−nσ

2
θ2φ(iθ)

)
dθ. (3.11)

Let λ = √nσ/2 (here is where we need the fact that f has real coefficients,

so that λ is a positive real number).

Then,

An =G(λ)=
∫ ε
−ε
e−λ

2θ2φ(iθ)dθ. (3.12)

By Proposition 2.2 (with ψ(z)= 1), we have

An ∼
√
π
λ

(
1+

∞∑
m=1

amλ−2m

)
=
√

2π
nσ

(
1+

∞∑
m=1

am
(

2
σ

)m
n−m

)
, (3.13)

where am is given by (2.21).

If δ > 0 is as in the statement of the theorem, we find that

∣∣Bn∣∣=
∣∣∣∣∣
∫
ε≤|θ|≤π

(
f
(
reiθ

)
f(r)

)n
e−inµθdθ

∣∣∣∣∣≤ 2πe−nδ, (3.14)

so that Bn is exponentially small as n→∞.

Since f̂ n(nµ)= [(f (r)n)/(2πrnµ)](An+Bn), we obtain the desired expan-

sion.
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Perhaps, the simplest example is obtained by taking f(z) = ez (which is

strongly positive at every r ). We then find

µ(r)= σ(r)= r , f̂ n(k)= n
k

k!
,

φ(z)= 2
ez−1−z
z2

= 2
∞∑
j=0

zj

(j+2)!
.

(3.15)

Note that φ(z) is independent of r . Choosing r = 1 so that k = nµ = n, we

obtain the expansion

1
n!
∼ en

nn
√

2πn

(
1+

∞∑
m=1

cmn−m
)

(3.16)

whose leading term is Stirling’s formula n!=nne−n√2πn(1+O(1/n)).
To calculate higher-order terms, one needs to find the derivatives

d2m

dz2mφ(z)
−m−1/2

∣∣∣∣
z=0
, where

dj

dzj
φ(z)

∣∣∣∣
z=0

= 2
(j+1)(j+2)

. (3.17)

The first few terms of the expansion are

1
n!
∼ en

nn
√

2πn

(
1− 1

12n
+ 1

288n2
+ 139

51840n3

− 571
2488320n4

− 163879
209018880n5

+···
)
.

(3.18)

Observe that comparing the beginning of the above expansion for 1/n! with

the expansion for n! (as given, e.g., in [11]), it is apparent that the coefficients

of one are obtained from the other simply by multiplication by (−1)m,

n!∼ n
n√2πn
en

(
1+ 1

12n
+ 1

288n2
− 139

51840n3

− 571
2488320n4

+ 163879
209018880n5

+···
)
.

(3.19)

A proof of this is easily obtained by noticing that the well-known asymptotic

expansion for logn! in terms of the Bernoulli numbers (see, e.g., [1, page 205])

involves only odd powers of 1/n. As a consequence, the numbers cm defined by

c0 = 1, cm = (−1)m

4mm!
√

2

d2m

dz2m

(
z2

ez−1−z
)m+1/2∣∣∣∣

z=0
for m≥ 1 (3.20)

must satisfy the relation

m∑
k=0

(−1)kckcm−k = 0 for m≥ 1. (3.21)
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It is natural to ask whether a proof of the above relation for the coefficients

cm could be obtained directly from their definition. This would in turn supply

yet one more derivation of the asymptotic expansion for n!.

As a second example, take f(z)= 1+z, strongly positive at every r . Then,

µ = r
1+r , σ = r

(1+r)2 , f̂ n(k)=
(
n
k

)
, (3.22)

and choosing r = 1 (so that µ = 1/2, σ = 1/4), we find

φ(z)=φf(1,z)= 8
z2

(
log

(
1+ez)− log2− z

2

)
,(

2n
n

)
= f̂ 2n(2nµ)

∼ 4n√
πn

(
1− 1

8n
+ 1

128n2
+ 5

1024n3
− 21

32768n4
− 399

262144n5
+···

)
.

(3.23)

We remark that choosing r = 1/(a− 1) in this example (with a > 1), we

obtain an expansion for the generalized binomial coefficients

(
an
n

)
= an(an−1)···(an−n+1)

n!
. (3.24)

4. Asymptotics for f̂ n(k) with k/n in a compact subset. We take another

look at the main result of the previous section, the expansion (3.9). Recall that r
was fixed at the beginning. Hence, the expansion for f̂ n(k) is valid “pointwise”

in the ratio k/n, in the sense that the ratio k/n = µf (r) remains constant as

n→∞. In order to obtain results of eventual positivity of all coefficients in a

given range, we need to discuss the uniformity of the expansion in k/n that

translates (via the map µf ) into uniformity in r .

So, we now consider r as a parameter ranging in an appropriate subset of

(0,R) (depending on n) as n → ∞, and discuss the necessary restrictions on

the range of r in order for the expansion to remain valid.

There are three modifications to be made:

(1) the definition of ε in the proof of Theorem 3.1 depends on r . We need

to see if and when ε can be chosen independently of r ;

(2) since r may now depend on n, (3.9) is not even formally an asymptotic

expansion as defined in the introduction, because the coefficients will

depend on the variablen. We consider more general types of expansions,

with coefficients depending on a parameter (r in our case) and with n
replaced by an asymptotic variable s = s(r ,n). A precise definition is

given below. Instead of n, we use s =nσf (r);
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(3) in the proof of Theorem 3.1, δ also depends on r . We need to make

sure that e−nδ is exponentially small with respect to every term of the

asymptotic expansion.

It turns out that (1) causes no restrictions at all when f is a polynomial, or

even for power series if r remains bounded away from the radius of conver-

gence.

As for (2), we need to require that s →∞ as n→∞. This restricts r to remain

suitably “away from zero” as n grows.

The third point is responsible for more serious restrictions. In order to en-

sure that Bn in (3.7) is exponentially small, r will have to stay away from zero

even more than is required by (2), so that taking care of (3) will also take care of

(2). However, there is a crucial special case, discussed in Section 5. If f ′(0)≠ 0,

then δ can be chosen uniformly in r even if r approaches zero, and then the

only restriction on the size of r is that required by (2). This special case (for

polynomials without negative coefficients) is the one treated by Odlyzko and

Richmond in [15].

We now reformulate the notion of asymptotic expansion. We discuss a gen-

eralization that is suitable for our purposes.

Let F(n,r) be a real-valued function of the two variablesn and r . We think of

r as a parameter, with values in a parameter space Xn, say, which may depend

onn. We say that F(n,r) has an asymptotic expansion with asymptotic variable

s = s(n,r) if limn→∞(infr∈Xn s(n,r)) = ∞ and if there are coefficients cm(r)
such that for each m, sup{|cm(r)| : r ∈ Xn, n ≥ 1} <∞, and for each N, the

remainder

RN(n,r)= F(n,r)−
N∑
m=0

cm(r)s−m (4.1)

is such that sup{sN+1RN(n,r) : r ∈ Xn} is bounded as n → ∞. When F(n,r)
admits such an expansion, we also write, as in the classical case, F(n,r) =∑N
m=0 cm(r)s−m +O(1/sN+1), where O(1/sm) indicates any function R of n

and r such that smR is bounded as r ∈Xn and n→∞.

We remark that while uniform boundedness of the remainder will be essen-

tial in Section 6 to derive our global positivity results, the uniform bounded-

ness of the coefficients is not needed for that purpose. However, we include it

in the definition because it is easily proved for our expansions, and it may be

of independent interest in specific examples.

The asymptotic expansion derived in the previous section corresponds to

F(n,r)= f̂ n(nµf (r)), s =n, Xn = {r}, and cm is independent of r .

We write

F(n,r)∼
∞∑
m=0

cms−m, r ∈Xn (4.2)
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to mean that F(n,r) has an asymptotic expansion with asymptotic variable

s = s(n,r) as described above.

Note. Unless we explicitly specify also the asymptotic variable, this nota-

tion is ambiguous because, for example, F(n,r) ∼ ∑∞
m=0 rms−m could mean

that the coefficients are rm and the asymptotic variable is s, or it could mean

that the coefficients are 1 and the asymptotic variable is s/r . However, we

use it to avoid more cumbersome notation, and since we always denote the

asymptotic variable by s in the following, it should cause no confusion.

The factor e−jz appearing in the following theorem will be needed later to

derive results on global positivity and log concavity.

Theorem 4.1. Suppose that f(z) is a power series with real coefficients and

positive radius of convergence R, and let X be a compact subset of (0,R). Let

j ∈R. If f is strongly positive on an open set containing X, then

f̂ n
(
nµ+j)∼ (

f(r)
)n

rnµ+j
√

2πs

1+
∞∑
m=1

dm(j)s−m
, r ∈X, (4.3)

where s =nσ , and

dm(j)= (−1)m

2mm!

[
d2m

dz2m

(
e−jzφ(z)−m−1/2)]

z=0
. (4.4)

Proof. Let V = {(w,z)∈ C2 : Ref(wez) > 0} and K = {(r ,0)∈ C2 : r ∈X}.
Then, V is open in C2, K is compact, and K ⊂ V . So, we can find some ε > 0

such that (r ,z)∈ V for all r ∈X and |z| ≤ 2ε, and so logf(rez) is defined and

analytic for r ∈X and |z| ≤ 2ε. Since f is strongly positive on a neighborhood

ofX, we haveσf (r) > 0 onX, and by compactness ofX,σf (r) is bounded away

from zero on X. Hence, limn→∞(infr∈X nσf (r))=∞. The function φf(r ,z) of

Section 3 is defined and analytic (in z) for each r ∈X. Sinceφf(r ,0)= 1 and by

decreasing ε if necessary, we may assume that |φf(r ,z)−1| ≤ 1/2 for |z| ≤ 2ε
and r ∈X. As in Section 3, we then find

2πrnµ+j
f̂ n(nµ+j)(
f(r)

)n =An(r ,ε)+Bn(r ,ε), (4.5)

where

An(r ,ε)=
∫ ε
−ε

exp
(
−nσ

2
θ2φ(iθ)−ijθ

)
dθ,

Bn(r ,ε)=
∫
ε≤|θ|≤π

(
f
(
reiθ

)
f(r)

)n
e−inµθdθ.

(4.6)
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From Proposition 2.2 (with ψ(z)= e−jz), we get

An(r ,ε)∼
√

2π
s

1+
∞∑
m=1

am
(
s
2

)−m, (4.7)

where am is given by (2.21). This gives the expansion (4.3). To show that Bn is

exponentially small with respect to all terms of the asymptotic expansion, we

use compactness ofX to find δ > 0 such that |f(reiθ)/f(r)| ≤ e−δ for ε ≤ |θ| ≤
π and r ∈X. Since σf (r) is bounded away from zero on X, we can find a posi-

tive constant c such that |Bn| ≤πe−cs . It remains to show that the coefficients

dm = 2mam and the remainder are bounded uniformly in r . Using the bounds

given by Proposition 2.2, we find |dm| = 2m|am| ≤ 2m(2I2m(0)/
√
π(2ε)2m),

and, for each N,

sN+1

∣∣∣∣∣ f̂ n(nµ)(
f(r)

)n/(rnµ+j√2πs
) −1−

N∑
m=1

dms−m
∣∣∣∣∣

≤ I2N+2(0)+4N+2M2N+1(
2ε2

)N+1√π
+sN+1e−cs

√
2πs,

(4.8)

where Im(0) andMN are constants (independent of r ) defined in (2.1) and (2.2).

5. The case f ′(0)≠ 0. We now drop the restriction that r is bounded away

from zero, but only under the assumption that f ′(0)≠ 0.

We assume throughout this section that f is a power series with real coef-

ficients and f(0) > 0, f ′(0) > 0. It can be easily checked that if f(0) ≠ 0 and

f ′(0)≠ 0, positivity of f(0) and f ′(0) is equivalent to strong positivity of f(z)
at all sufficiently small r (cf. [4, Theorem 1]).

Lemma 5.1. Suppose that f(0) > 0 and f ′(0) > 0. Then, there is some r0 > 0

such that the function θ→ |f(reiθ)/f(r)| is strictly decreasing on [0,π] for all

r ∈ (0,r0].

Proof. This is [4, Proposition 2(i)], stated for polynomials, but no modifi-

cations of the proof are needed for power series.

Lemma 5.2. Suppose f(0) > 0 and f ′(0) > 0. As r becomes small,

µf (r)= f
′(0)
f (0)

r +O(r 2),
σf (r)= f

′(0)
f (0)

r +O(r 2). (5.1)
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Proof. We have

µf (r)=
∑
kf̂ (k)rk

f (r)
= f

′(0)r +O(r 2
)

f(0)+O(r 2
) = f

′(0)
f (0)

r +O(r 2),
σf (r)= 1

f(r)

∑
k2f̂ (k)rk−(µf (r))2 = f

′(0)
f (0)

r +O(r 2). (5.2)

We now derive the behavior of φf(r ,z) for small r .

Let V = {(w,z)∈C2 : Ref(wez) > 0}. Clearly, V is open in C2 and (0,z)∈ V
for all z ∈ C.

Lemma 5.3. There is an analytic function H(r ,z) on V such that

φf(w,z)= 2
z2

(
ez−1−z)+wzH(w,z)

= 1+2
∞∑
k=0

zk+1

(k+3)!
+wzH(w,z)

(5.3)

Proof. Consider the function Φ(w,z)= log(f (wez)/f(w))−µz−(1/2)σz2

analytic in the two variables w and z on V . We can write

Φ(w,z)=
∞∑
j=0

Aj(z)wj =
∞∑
m=0

Bm(w)zm (5.4)

for (w,z) ∈ V , where Aj(z) and Bm(w) are analytic. By definition of µ and

σ , we have B0(w)= B1(w)= B2(w)= 0 for all w. Also, by Lemma 5.2, µ(0)=
σ(0)= 0, and so Φ(0,z)= 0 for all z. Hence, A0(z)= 0. Since

j!
dmAj
dzm

∣∣∣∣
z=0

= ∂j+mΦ
∂zm∂wj

∣∣∣∣z=0
w=0

=m!
djBm
dwj

∣∣∣∣
w=0
, (5.5)

we conclude that

dmAj
dzm

∣∣∣∣
z=0

= 0= d
jBm
dwj

∣∣∣∣
w=0

(5.6)

if either m ≤ 2 or j = 0. Since σ(w) = O(w), we conclude that (1/z3)Aj(z)
and (1/σ)Bm(w) are analytic at z = 0 andw = 0, respectively, for all j ≥ 0 and

m≥ 0, and since µ′(0)= σ ′(0)= f ′(0)/f(0), we find

A1(z)= ∂Φ∂w
∣∣∣∣
w=0

= f
′(0)
f (0)

ez− f
′(0)
f (0)

−µ′(0)z− 1
2
σ ′(0)z2

= f
′(0)
f (0)

(
ez−1−z− 1

2
z2
)
.

(5.7)
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So we have

φ(w,z)= 1+ 2
z2σ

Φ(w,z)= 1+ 2
z2σ

A1(z)w+ 2
z2σ

∞∑
j=2

Aj(z)wj

= 1+ 2
z2
A1(z)

1
f ′(0)/f(0)+O(w) +2

∞∑
j=2

Aj(z)
z2

wj

σ

= 2
z2

(
ez−1−z)+wzH(w,z),

(5.8)

where H is analytic on V .

Theorem 5.4. Suppose that f(z) is a power series with real coefficients,

positive radius of convergence R, and with f(0)≠ 0, f ′(0)≠ 0. Let 0< R0 < R,

and suppose that f(z) is strongly positive on (0,R0]. If Xn is any sequence of

subsets of (0,R0], with limn→∞(infr∈Xn(nr))=∞, and j ∈R, then

f̂ n
(
rµ+j)∼ (

f(r)
)n

rnµ+j
√

2πs

1+
∞∑
m=1

dm(j)s−m
, r ∈Xn, (5.9)

where s =nσ , and

dm(j)= (−1)m

2mm!

[
d2m

dz2m

(
e−jzφ(z)−m−1/2)]

z=0
. (5.10)

Proof. From the assumptions in the statement of the theorem and Lemma

5.2, we have

lim
n→∞

(
inf
r∈Xn

s(n,r)
)
=∞. (5.11)

Using Lemmas 5.3 and 5.1, we find r0 > 0 and ε > 0 such that |φ(r ,z)−1| ≤ 1/2
for 0 < r ≤ r0 and |z| ≤ 2ε, while the function θ → |f(reiθ)/f(r)| is strictly

decreasing on [0,π] for 0< r ≤ r0. As before, we write

2πrnµ+j
f̂ n(nµ+j)(
f(r)

)n =An(r ,ε)+Bn(r ,ε), (5.12)

whereAn(r ,ε)=
∫ ε
−ε(f (reiθ)/f(r))ne−i(nµ+j)θdθ yields the asymptotic expan-

sion. To check that Bn is exponentially small, we consider two cases. If r ≤ r0,
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we find

∣∣Bn(r ,ε)∣∣=
∣∣∣∣∣
∫
ε≤|θ|≤π

(
f
(
reiθ

)
f(r)

)n
e−i(nµ+j)θdθ

∣∣∣∣∣≤ 2
∫ π
ε

∣∣∣∣∣f
(
reiθ

)
f(r)

∣∣∣∣∣
n

dθ

≤ 2π

∣∣∣∣∣f
(
reiε

)
f(r)

∣∣∣∣∣
n

= 2π
∣∣∣∣exp

(
− n

2
σε2φ(iθ)

)∣∣∣∣
≤ 2π exp

(
− n

4
σε2

)
= 2π exp

(
− s

4
ε2
)
,

(5.13)

so that Bn(r ,ε) is asymptotically small in s with respect to every term of the

asymptotic expansion. If r0 ≤ r ≤ R0, we use Theorem 4.1 (with X = [r0,R0]).
As in the proof of Theorem 4.1, we can use the bounds given by Proposition 2.2

to check that the coefficients and the remainder are bounded uniformly in r .

6. Log concavity of polynomial powers. We now apply the asymptotic ex-

pansion to derive results on positivity and log concavity for polynomials.

Let p ∈ R[x], p ≠ 0, and let m =min{k : p̂(k) ≠ 0} and d =max{k : p̂(k) ≠
0} = deg(p). To avoid trivialities, we will assume that m<d. We will say that

p has no initial gap if p̂(m+ 1) ≠ 0, and we say that p has no final gap if

p̂(d−1)≠ 0.

In order to use the asymptotic expansions of the previous sections to derive

conclusions on all coefficients p̂n(k), nm ≤ k ≤ nd, we need to discuss the

range of the function r 	 �→ µp(r), r > 0. Recall that strong positivity of p en-

sures that µ′p(r) > 0 for r > 0. It is then easy to see that, in the polynomial case,

µp maps (0,∞) bijectively onto the interval (m,d) (see also [3, Corollary 6.5]).

Hence, for every coefficient p̂n(k) (except the first and the last), we can find

some r > 0 such that nµp(r) = k. This is what allows us to use Theorem 5.4

to derive our global positivity and log-concavity results when p has no initial

or final gaps.

Lemma 6.1. Let p ∈R[x], p(0)≠ 0, p′(0)≠ 0, and fixM > 0. Then, for each

k≤M as n→∞,

(a) the asymptotic behavior of p̂n(k) is given by

p̂n(k)=
(
n
k

)(
p(0)

)n−k(p′(0))k(1+O
(

1
n

))
, (6.1)

(b) the following asymptotic estimate holds:

(
p̂n(k)

)2− p̂n(k−1)p̂n(k+1)

= (p(0))2n−2k(p′(0))2k 1
n+1

(
n+1

k

)(
n+1

k+1

)(
1+O

(
1
n

))
.

(6.2)
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Proof. For part (a), by considering the polynomial p(x)/p(0), we may as-

sume that p(0)= 1 without losing generality. Note that

p̂n(k)=
∑ n!
u0!u1!···ud!

(
p̂(1)

)u1 ···(p̂(d))ud, (6.3)

where the sum runs over all the nonnegative integral vectors (u0,u1, . . . ,ud)
such that

∑
juj = k and

∑
uj = n. The term corresponding to the vector

(n−k,k,0,0, . . . ,0) contributes
(
n
k

)
(p′(0))k to the sum, and any other integral

vector (u0,u1, . . . ,ud) as above is such that u0 > n−k. So, the corresponding

multinomial coefficient n!/u0!u1!···ud! is not larger than (C/n)
(
n
k

)
for some

constant C . Since, clearly, uj ≤ k for j > 0, the result follows.

Part (b) follows from part (a) and the identity

(
n
k

)2

−
(
n
k+1

)(
n
k−1

)
= 1
n+1

(
n+1

k

)(
n+1

k+1

)
. (6.4)

Theorem 6.2. Let p ∈R[x]. Suppose that

(i) p is strongly positive at every r > 0,

(ii) p has no initial or final gaps.

Then, pn is log concave for all sufficiently large n. In particular, each coeffi-

cient p̂n(k) in the range nm≤ k≤nd is strictly positive for large n.

Proof. Multiplication (or division) by a monomial corresponds to a trans-

lation of the corresponding distribution of coefficients. Hence, without los-

ing generality, we may assume that p(0) ≠ 0 so that m = 0. Strong positiv-

ity of p guarantees that p(0) > 0, p′(0) > 0, p̂(d) > 0, and p̂(d− 1) > 0.

Let L(n,k) = (p̂n(k))2 − p̂n(k− 1)p̂n(k+ 1). By considering the polynomial

q(x) = xdp(1/x) (so that q̂(k) = p̂(d− k)), it will be enough to prove that

p̂n(k) > 0 and L(n,k) > 0 for all large enough n, and 0 ≤ k ≤ (1/2)nd. Since,

clearly, p̂n(0) > 0, we need only to consider that 0 < k ≤ (1/2)nd. To prove

that p̂n(k) > 0 for k in this range, it will be enough to show that p̂n(kn) > 0

for every sequence 0 < kn ≤ (1/2)nd such that limn→∞kn = ∞, because the

case k-bounded is given by Lemma 6.1(a). So assume that kn → ∞ and find

rn ∈ (0,µ−1
p (d/2)] such that µp(rn) = kn/n. Using Lemma 5.2, we then have

limn→∞nrn = ∞ so that Theorem 5.4 applies (with Xn = [rn,µ−1
p (d/2)] and

j = 0), and we find p̂n(kn)= p̂n(nµ(rn))= ((p(rn))n/rknn
√

2πs)(1+O(1/s)),
where s =nσp(rn)→∞ as n→∞. Hence, we have p̂n(kn) > 0 for large n.

To prove that L(n,k) > 0, we again consider a sequence 0 < kn ≤ (1/2)nd
such that limn→∞kn = ∞ as the case k-bounded is Lemma 6.1(b). If rn is as
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before, we find that, from Theorem 5.4,

(
rkn

√
2πs(

p
(
rn
))n

)2

L
(
n,kn

)= (1+d1(0)
1
s
+O

(
1
s2

))2

−
(

1+d1(−1)
1
s
+O

(
1
s2

))(
1+d1(1)

1
s
+O

(
1
s2

))
= (2d1(0)−d1(−1)−d1(1)

)1
s
+O

(
1
s2

)
,

(6.5)

where

d1(j)=−1
2

[
d2

dz2

(
e−jzφ(z)−3/2)]

z=0
(6.6)

Setting β(z)=φ(z)−3/2, we get

d1(j)=−1
2

(
j2−2jβ′(0)+β′′(0)) (6.7)

so that (6.5) gives that

s
(
rkn

√
2πs(

p
(
rn
))n

)2

L
(
n,kn

)=−β′′(0)+ 1
2

(
1+2β′(0)+β′′(0))

+ 1
2

(
1−2β′(0)+β′′(0))+O(1

s

)
= 1+O

(
1
s

)
> 0 for large n.

(6.8)

It is easy to check that if a polynomial p has no initial or final gaps and

there is some n such that pn has no negative coefficients, then p must be

strongly positive at every r (the no-gap condition eliminates trivial cases such

as p(x)= 1+x2 that is not strongly positive at any r because p(reiπ)= p(r)).
Hence, we obtain the following corollary.

Corollary 6.3. Suppose that p ∈ R[x] has no initial or final gaps and

p(1) > 0. Then, the following are equivalent:

(i) there is some n such that pn has no negative coefficients,

(ii) pn has no negative coefficients for all sufficiently large n,

(iii) p is strongly positive at every r .

The implication (i)⇒(ii) for polynomials in several variables was proved by

Handelman in [6].

We conclude with some examples.

Example 6.4. Let p(x) = b+4ax−2x2+4ax3+bx4, where a and b are

positive real numbers. It is shown in [3, Example 8.4] that p is strongly positive
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at every r if and only if b > 1 and a> b−√b(b−1). So, for any such choice of

a and b,(p(x))n has no negative coefficients for large n.

Example 6.5. Let p(x) = 2+ 2x −x2 + 2x3 + 2x4. Using the criterion of

Example 6.4 applied to 2p(x) (with b = 4, a= 1), we see that p(x) is strongly

positive at every r . Since |1 + z3p(z)| ≤ 1 + |z3p(z)| ≤ 1 + |z|3p(|z|), we

conclude that q(x) = 1+ x3p(x) = 1+ 2x3 + 2x4 − x5 + 2x6 + 2x7 is also

strongly positive at every r . However, the coefficient of x5 will clearly be neg-

ative in every power of q. So, we see that the no-gap condition is necessary in

Theorem 6.2.

As a final remark, we note that the proofs of Theorems 4.1 and 5.4 can be car-

ried out without modifications if we replace the factor e−jz by g(z)e−jz, where

g(z) is any continuous function. We then obtain an asymptotic expansion

for the coefficients f̂ ng(rµ+j) (with leading term f(r)ng(r)/rnµ+j
√

2πnσ ).

Then, Lemma 6.1 and Theorem 6.2 (with obvious modifications) give us the fol-

lowing generalization of a result of Handelman [7] (obtained by taking p(x)=
x+1).

Theorem 6.6. Let p,q ∈R[x]. Suppose that

(i) p is strongly positive at every r > 0,

(ii) p has no initial or final gaps,

(iii) q(r) > 0 for all r > 0.

Then, pnq is log concave for all sufficiently large n.
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