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ON GROMOV’S THEOREM AND L2-HODGE DECOMPOSITION
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Using a functional inequality, the essential spectrum and eigenvalues are estimated for
Laplace-type operators on Riemannian vector bundles. Consequently, explicit upper bounds
are obtained for the dimension of the corresponding L2-harmonic sections. In particular,
some known results concerning Gromov’s theorem and the L2-Hodge decomposition are
considerably improved.
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1. Introduction. Recall that Hodge’s decomposition theorem provides a represen-

tation of the de Rham cohomology by the space of harmonic forms over a compact

Riemannian manifold. A useful consequence of this theorem is that the pth Betti num-

ber bp coincides with the space dimension of harmonic p-forms. This enables one to

estimate bp using analytic approaches. A very famous result in the literature is the fol-

lowing Gromov’s theorem [15] (see [5] for extensions to Riemannian vector bundles).

Throughout the paper, let M be a connected complete Riemannian manifold of dimen-

sion d.

Theorem 1.1 (Gromov’s theorem). If M is compact and oriented with diameter D,

then there is a positive constant η depending only on d such that

b1 ≤ d provided D2 Ric≥−η. (1.1)

This theorem has already been extended to a Riemannian vector bundle of rank l
(cf. [5] and the references therein). Furthermore, an explicit η has been provided by

Gallot in [12, 13] for such a theorem to hold. It is not difficult to see that the η given

there decays at least exponentially fast in l1/2 as l → ∞ (for the first Betti number, it

decays exponentially fast in d3/2 as d→∞), see Remark 1.3 for details. In this paper,

we provide a more explicit number η of order l−2 (see (1.5)).

Let Ω be a Riemannian vector bundle of rank l over the manifold M . Denote by �,

Γ(Ω), and Γ0(Ω), respectively, the measurable (with respect to the dx-complete Borel

σ -field), the smooth, and the compactly supported smooth sections of Ω. Let 〈·,·〉x
denote the inner product on Ωx , and for f ∈�, let |f |(x)= |f(x)|x := 〈f(x),f (x)〉1/2

x .

For V ∈ C2(M), we consider the operator

L̃ :=�+∇∇V −R, (1.2)

where � denotes the horizontal Laplacian on Γ(Ω), ∇∇V the usual covariant derivative

along ∇V , and R a symmetric measurable endomorphism of Ω. Let µ(dx) = eVdx,

http://dx.doi.org/10.1155/S0161171204210365
http://dx.doi.org/10.1155/S0161171204210365
http://dx.doi.org/10.1155/ijmms
http://www.hindawi.com


26 F.-Z. GONG AND F.-Y. WANG

where dx denotes the Riemannian volume element. We assume that (L̃,�(L̃)) is a

bounded-above selfadjoint operator on L2
Ω(µ) := {f ∈ � : µ(|f |2) := ∫

M |f |2dµ < ∞}
with the usual inner product. In particular, L̃ is bounded above when R is bounded

below. Finally, let

R(x)= inf
{〈Rω,ω〉x :ω∈Ωx, |ω|x = 1

}
, x ∈M. (1.3)

Our first result is the following theorem.

Theorem 1.2. Let M be compact with diameter D. Let b(L̃) denote the space dimen-

sion of the L̃-harmonic space ker L̃ := {f ∈�(L̃) : L̃f = 0}. Assume that Ric−HessV ≥−K
for some K ≥ 0. If R ≥−c for some c ∈R, then

b
(
L̃
)≤ l inf

t>0
ecD

2(t+1)
(

1+ 1
4t

exp
[
KD2

8
+ KD2

1−e−KD2

])
. (1.4)

Consequently, b(L̃)≤ l provided D2 infR >−η, where

η := sup
t>0

1
1+t log

l+1

l
(
1+(1/4t)exp

[
KD2

(
1/8+1/

(
1−e−KD2 ))])

≥ 1

1+lexp
[
KD2

(
1/8+1/

(
1−e−KD2 ))] log

l+1
l+1/4

.
(1.5)

In particular, when M is oriented, b1 ≤ d if there exists V ∈ C2(M) such that

D2(Ric−HessV
)≥− log

[
(d+1)/(d+1/4)

]
1+d(1+1/d)d+9/8 . (1.6)

Remark 1.3. In the case where V = 0, it was proved by Bérard et al. [5] that there

is η > 0 depending only on l, KD2, and d such that b(L̃) ≤ l provided D2 infR > −η.

More precisely, [13, Corollary 3.2] provided an explicit η := ε2c(l)−2, where ε ≤ 1/2 is a

positive constant depending only on d, and (see [12, page 333] and [13, page 365])

c(l) > 2l−1/2
∫ l1/2/2

0
(cosht)d−1dt =O

(
l−1/2 exp

[
(d−1)l1/2

2

])
(1.7)

for large l. Therefore, if d > 1, then c(l)−2 is at least exponentially small in l1/2. In

particular, for the first Betti number, one has l= d, and thus the η given in [12, 13] has

the main order exp[−d3/2]. On the other hand, Theorem 1.2 provides more explicit η of

order l−2. Finally, we mention that there exist examples to show that b1 can be as big as

one likes in the absence of any restriction on D2K. Also, the above theorem of Gromov

does not hold with D2 being replaced by [vol(M)]2/d (see, e.g., [3, pages 138–139] for

details).
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The proof of Theorem 1.2 is based on lower bound estimates of eigenvalues of −L̃.

Indeed, when, for example, σess(L̃)=∅, letting λ1 ≤ λ2 ≤ ··· denote the eigenvalues of

−L̃ counting multiplicity, one has

b
(
L̃
)≤ inf

{
n−1 : λn > 0

}
. (1.8)

Here and in what follows, σ(·) and σess(·) denote, respectively, the spectrum and the

essential spectrum of a linear operator. This leads us to study the eigenvalue estimation

in Section 2. In fact, this study should be interesting in itself.

On the other hand, however, when M is noncompact, it is interesting to study the

finiteness of b(L̃). To show that b(L̃) is finite, it suffices to prove 0 ∉ σess(L̃). More-

over, when −L̃ is a weighted Hodge Laplacian on differential forms, the feature that

0 ∉ σess(L̃) implies an L2-Hodge decomposition (see, e.g., [7, Theorem 5.10, Corollary

5.11]). Therefore, the results obtained in Section 2 also imply the following theorem

which improves a result by Ahmed and Stroock [1] who used a different approach. For

orientedM , let Ω =Λp :=ΛpT∗M be the bundle of p-forms (i.e., the exterior p-bundle).

Consider∆pµ = d∗µd+dd∗µ , where d∗µ is the L2
Ω(µ)-adjoint of the exterior derivative d. Let

(∆pµ ,�(∆
p
µ)), ((d∗µ )p,�((d∗µ )p)), and (dp,�(dp)) denote, respectively, the correspond-

ing operators on L2
Λp (µ) with domains.

Theorem 1.4. Let M be noncompact and oriented. Let � be the curvature term in

the Weitzenböck formula on Ω := Λp . Assume that µ(dx) := eV dx is a finite measure

and �−HessV is bounded below. If there exists a positive function U ∈ C2(M) such that

U+V is bounded, {U ≤N} is compact for each N > 0, |∇U| →∞ as U →∞, and

limsup
U→∞

∆U
|∇U|2 < 1, (1.9)

then σess(∆
p
µ)=∅. Consequently, imdp−1 is closed and

L2
Λp (µ)= im

(
d∗µ
)p+1∣∣

�((d∗µ )p+1)⊕ imdp−1
∣∣

�(dp−1)⊕ker∆pµ
∣∣

�(∆pµ ),

α := inf
{〈
φ,∆pµφ

〉
L2
Λp (µ)

:φ⊥ ker∆pµ
∣∣

�(∆pµ ), ‖φ‖L2
Λp (µ)

= 1
}
> 0.

(1.10)

Remark 1.5. Ahmed and Stroock have proved (1.10) under some stronger condi-

tions (cf. [1, Theorem 5.1]). Indeed, their conditions (e.g., (1.1) and the second part of

(2.8) in [1]) imply that limsupU→∞(∆U/|∇U|2) ≤ 0 which is stronger than (1.9). More-

over, their conditions also imply the ultracontractivity of the semigroup generated by

∆+∇V on M , which is rather restrictive so that some important models are excluded.

For instance, Theorem 1.4 applies to V = −|x|2 on M = Rn, but [1, Theorem 5.1] does

not since it is well known that the Ornstein-Uhlenbeck semigroup is not ultracontrac-

tive (see, e.g., [21] and the references therein). On the other hand, however, the Gaussian

measure is crucial in infinite-dimensional analysis; in particular, it plays a role as the

Riemann-Lebesgue measure does in finite dimensions, see [16, 22] for details.

In Section 2, by virtue of semigroup domination and the super Poincaré inequality

introduced in [28], estimates of eigenvalues obtained in [29] are extended to the present

setting. Indeed, we are able to establish analogous results on Hilbert bundles which are
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included in the appendix at the end of the paper. For readers who do not care about

Hilbert bundles, the appendix may be ignored since the account for vector bundles is

self-contained. Nevertheless, the study of Hilbert bundles possesses its own interest

from the perspective of functional analysis and operator algebra (cf. [24]). The proofs

of Theorems 1.2 and 1.4 are presented in Section 3.

2. Spectrum estimates on Riemannian vector bundles. Let {Xi} be a locally normal

frame and ∇Xi the usual covariant derivative along Xi. Then the horizontal Laplacian

reads � =∑d
i=1∇2

Xi which is naturally defined on Γ(Ω). Let µ(dx) = eV(x) dx for some

V ∈ C2(M), where dx denotes the Riemannian volume element.

Consider the operator

L̃=�+∇∇V −R, (2.1)

where R is a symmetric measurable endomorphism of Ω such that (L̃,Γ0(Ω)) is es-

sentially selfadjoint on L2
Ω(µ) and is bounded above, that is, −�̃(f ,f ) := µ(〈f ,L̃f 〉) ≤

Cµ(|f |2) for some C ∈ R and all f ∈ Γ0(Ω). Recall that 〈f ,g〉x := 〈f(x),g(x)〉x and

µ(u) := ∫
M udµ for any x ∈ M , f ,g ∈ Ω, and any u ∈ L1(µ). Let (L̃,�(L̃)) be the

unique selfadjoint extension of (L̃,Γ0(Ω)) which is also bounded above. Let R(x) =
inf{〈Rω,ω〉x :ω∈Ωx, |ω| = 1}, x ∈M . We assume that R ∈ L1

loc(dx) and there exists

C ≥ 0 such that µ(|∇u|2)+µ(Ru2) ≥ −Cµ(u2) for all u ∈ C∞0 (M). Then the following

form is closable and let (�,�(�)) denote its closure (see, e.g., [17, Corollary VI.1.28]):

�(u,v) := µ(〈∇u,∇v〉)+µ(Ruv), u,v ∈ C∞0 (M). (2.2)

Note that the boundedness from below of (�,C∞0 (M)) does not imply that of R, see,

for example, [19, Remark 2.4]. Let (L,�(L)) be the smallest closed extension (i.e., the

Friedrichs extension) of (∆+∇V −R,C∞0 (M)) (which is selfadjoint by [17, Theorem

VI.2.6]) and PRt the corresponding strongly continuous semigroup. Below, we will write

L=∆+∇V −R for simplicity.

To study the essential spectrum of L̃, we follow the line of [28] to use the following.

Donnelly-Li’s decomposition principle. If R is bounded below, then σess(L̃) =
σess(L̃|Bc ) for any compact domain B, where L̃|Bc denotes the restriction of L̃ on Bc with

Dirichlet boundary conditions.

Although the principle in [10] was given for the Laplacian on functions, its proof

indeed works also for our present case. To see this, let {fn}∞n=1 ⊂ �(L̃) be such that

µ(|fn|2)= 1 and �̃(fn,fn)≤ c1 for some c1 > 0 and all n≥ 1; we have supnµ(|∇fn|2) <
∞ since R is bounded from below. Moreover, since V is locally bounded, we obtain

supn
∫
B |∇fn|2dx <∞. Therefore, by Sobolev embedding theorem, {1Bfn} is relatively

compact on L2
Ω(µ) (recall that suppfn ⊂ B and V is bounded on B). Hence Donnelly-Li’s

argument applies.

In order to study the spectrum of L̃, we compare �̃(f ,f ) with �(|f |,|f |) and then

use known results for functions. A convenient way to do so is to compare P̃t with a

semigroup on L2(µ). This trick has been widely used in spectral geometry, especially
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in the study of the Hodge Laplacian on differential forms over compact manifolds, see,

for instance, [3, 4] and the references therein.

Theorem 2.1. (1) For any t > 0,

∣∣P̃tf∣∣≤ PRt |f |, f ∈ L2
Ω(µ). (2.3)

(2) For any t > 0, P̃t and PRt have smooth transition densities with respect to µ denoted

by p̃t(x,y) and pRt (x,y), respectively, which satisfy ‖p̃t(x,y)‖op ≤ pRt (x,y), x,y ∈M ,

where ‖p̃t‖op denotes the operator norm of the linear operator p̃t(x,y) :Ωy →Ωx .

(3) For any f ∈ Γ0(Ω), one has �̃(f ,f )≥ �(|f |,|f |).
Proof. (1) By [3, Theorem 16] (cf. Theorem A.5 below), it suffices to show that for

any f ,g ∈ Γ0(Ω) satisfying 〈f ,g〉L2
Ω(µ)

= µ(|f |·|g|), one has

∣∣�̃(f ,g)
∣∣≥ �

(|f |,|g|). (2.4)

Since 〈f ,g〉 ≤ |f |·|g| but 〈f ,g〉L2
Ω(µ)

= µ(|f |·|g|), we have 〈f ,g〉 = |f |·|g|, µ-a.e. and

hence pointwise since f and g are continuous. Thus, f = |f |g/|g| on {|g| > 0}. By

Kato’s inequality, we have |∇|g|| ≤ |∇g|, µ-a.e. for all g ∈ Γ0(Ω) (cf. [3, Lemma VI.31]

and its proof). Moreover, since any order derivatives of g are zero on {|g| = 0}, we

obtain

�̃(f ,g)=−µ(〈f ,L̃g〉)≥−µ(〈f ,(�+∇∇V )g〉)+µ(R|f |·|g|)
= µ

(
1{|g|>0}

〈
∇|f |g|g| ,∇g

�)
+µ(R|f |·|g|)

= µ
(

1{|g|>0}
|f |
|g| |∇g|

2
)

+ 1
2
µ
(
1{|g|>0}∇∇(|f |/|g|)〈g,g〉

)+µ(R|f |·|g|)

≥ µ
(

1{|g|>0}
|f |·|∇|g||2

|g|
)

+µ
(
|g|

〈
∇|f ||g| ,∇|g|

�)
+µ(R|f |·|g|)

= µ(〈∇|f |,∇|g|〉)+µ(R|f |·|g|)
= �

(|f |,|g|).

(2.5)

Therefore (2.4) holds.

(2) Since ∩∞n=1�(L̃n) ⊂ Γ(Ω) and ∩∞n=1�((∆+∇V −R)n) ⊂ C∞(M), by the argument

in the proof of [9, Theorem 5.2.1], we conclude that P̃t and PRt have smooth transition

densities. Moreover, for any x,y ∈M and anyω∈Ωy with |ω|y = 1, let f ∈� be such

that f(y)=ω and |f | = 1. Then p̃t(x,·)f (·) and pRt (x,·) are bounded and continuous

in a neighborhoodNy ofy . Let {hn} be a sequence of nonnegative continuous functions
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with supports contained in Ny such that hnµ→ δy weakly as n→∞. By (2.3), we obtain

∣∣∣∣
∫
M

[
p̃t(x,z)f(z)

]
hn(z)µ(dz)

∣∣∣∣
x

= ∣∣P̃t(hnf )(x)∣∣x ≤ PRt hn(x)=
∫
M
pRt (x,z)hn(z)µ(dz).

(2.6)

By letting n → ∞, we arrive at |p̃t(x,y)ω|x ≤ pRt (x,y). Therefore, ‖p̃(x,y)‖op ≤
pRt (x,y).

(3) Recall that µ(〈f ,P̃tf 〉)= µ(〈P̃t/2f ,P̃t/2f 〉) for any f ∈ Γ0(Ω); it follows from (2.3)

that

�̃(f ,f )=−1
2

lim
t↓0

µ
(∣∣P̃tf∣∣2

)
−µ(|f |2)
t

≥−1
2

lim
t↓0

µ
((
PRt |f |

)2
)
−µ(|f |2)

t

= �(f ,f ).

(2.7)

From now on, we let P0
t denote the strongly continuous semigroup on L2(µ) gener-

ated by ∆+∇V , and p0
t (x,y) its transition density with respect to µ which is positive

since M is connected. Let λ̄ = infσess(−L̃), where we put inf∅ = ∞ as usual. When

λ̄ > λ1 := infσ(−L̃), let λ1 ≤ λ2 ≤ ··· be all the eigenvalues (counting multiplicity) of

−L̃ contained in [λ1, λ̄).
To estimate the number b(L̃) by using Theorem 2.1, we need the following lemma.

Lemma 2.2. Let {fi} be an orthonormal family in �(L̃) such that L̃fi = −δifi with

{δi}ni=1 satisfying δ1 ≤ δ2 ≤ ··· ≤ δn. Then

l
∫
M

∥∥p̃t/2(·,y)∥∥2
opµ(dy)≥ e−δnt

n∑
i=1

∣∣fi∣∣2. (2.8)

Proof. For any 1≤ j ≤ l and x ∈M , let

gj(y)=
n∑
i=1

〈
fi(x),ej(x)

〉
xfi(y), y ∈M, (2.9)

where {ej}1≤j≤l is an orthonormal basis on Ωx . We have

e−δnt/2
n∑
i=1

∣∣fi∣∣2(x)≤
l∑
j=1

〈
P̃t/2gj,ej

〉
(x)

=
l∑
j=1

∫
M

〈
p̃t/2(x,y)gj(y),ej(x)

〉
xµ(dy)

≤
(
l
∫
M

∥∥p̃t/2(x,y)∥∥2
opµ(dy)

)1/2

 l∑
j=1

∥∥gj∥∥2
L2
Ω(µ)




1/2

.

(2.10)



ON GROMOV’S THEOREM AND L2-HODGE DECOMPOSITION 31

The proof is completed by noting that

l∑
j=1

∥∥gj∥∥2
L2
Ω(µ)

=
l∑
j=1

n∑
i=1

〈
fi,ej

〉2(x)=
n∑
i=1

∣∣fi∣∣2(x). (2.11)

Theorem 2.3. (1) If infσ(R−∆−∇V) > 0, then b(L̃)= 0.

(2) Assume that µ is a probability measure. If R ≥ 0, then b(L̃)≤ l. Moreover, for any

f ∈ ker L̃, |f | is constant.

(3) Assume that R is bounded from below. Then λ̄ ≥ infσess(−(∆+∇V)+R). Con-

sequently, let ρ(x) be the Riemannian distance between x and a fixed point o ∈ M , if

δ := limρ→∞R+ infσess(−∆−∇V) > 0, then λ̄≥ δ > 0 and hence b(L̃) <∞.

Proof. (1) Let f ∈ ker(L̃). If a := infσ(−∆−∇V +R) > 0, then

µ
(|f |2)= µ(∣∣P̃tf∣∣2)≤ µ((PRt |f |)2

)
≤ e−2at µ

(|f |2) �→ 0 (2.12)

as t→∞, hence f = 0, µ-a.e.

(2) For fixedn≤ b(L̃), let {f1, . . . ,fn} ⊂ ker L̃ be an orthonormal family. IfR ≥ 0, by the

proof of Theorem 2.1 we have |P̃tf | ≤ P0
t |f | for all f ∈ L2

Ω(µ) and hence ‖p̃t(x,y)‖op ≤
p0
t (x,y). Then by Lemma 2.2 (note that δn = λn = 0 in the present case), for any com-

pact set B ⊂M ,

n∑
i=1

∫
B

∣∣fi∣∣2
dµ ≤ l

∫
B
p0
t (x,x)µ(dx) (2.13)

holds for all t > 0 and any compact set B ⊂M . We now intend to show that p0
t (x,x) ↓ 1

as t ↑ ∞ for all x ∈M . Observing that

d
dt
p0
t (x,x)=−

∫
M

∣∣∇p0
t/2(x,·)

∣∣2(y)µ(dy)≤ 0, (2.14)

then p0
t (x,x) is decreasing in t. Next, noting that the Dirichlet form for ∆+∇V is

irreducible since M is connected, we have ‖P0
t u− µ(u)‖L2(µ) → 0 as t → ∞ for any

u ∈ L2(µ) (see, e.g., the appendix in [2]). For fixed x ∈M , letting u(y) = p0
1(x,y), we

obtain

∥∥P0
t u−µ(u)

∥∥2
L2(µ) = µ

((
p0
t+1(·,x)−1

)2
)
= p0

2(t+1)(x,x)−1. (2.15)

Therefore, p0
t (x,x)→ 1 as t→∞. Now by first letting t→∞ and then B→M , we obtain

from (2.13) that n ≤ l, hence b(L̃) ≤ l since n is arbitrary. Moreover, for f ∈ ker L̃, we

have (note that |f | is continuous)

|f |(x)2 = ∣∣P̃tf∣∣(x)2 ≤ p0
2t(x,x)µ

(|f |2). (2.16)

By letting t→∞, we obtain |f |(x)2 ≤ µ(|f |2) and hence |f |2 = µ(|f |2) pointwise since

|f | is continuous.
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(3) By Donnelly-Li’s decomposition principle mentioned above, we have

infσess
(−(∆+∇V)+R)= lim

n→∞ infσ
([−(∆+∇V)+R]∣∣Bo(n)c

)
(2.17)

and the same formula holds for L̃ in place of −(∆+∇V)+R. Then the proof is com-

pleted by Theorem 2.1(3) and by noting that infσ([−(∆+∇V)+R]|Bo(n)c )≥ infBo(n)c R+
infσ(−(∆+∇V)|Bo(n)c ).

We remark that Theorem 2.3(1) has already been known by Elworthy and Rosenberg

[11] for differential forms. Moreover, as is well known in Hodge’s theory, Theorem 2.3(2)

is optimal in the sense that there exist examples such that b(L̃) = l and R ≥ 0; for

instance, the Betti numbers on torus (see, e.g., [15]).

We are now ready to estimate λn and then use the basic estimate (2.18) to obtain

more estimates of b(L̃).

Theorem 2.4. Assume that µ is a probability measure and R ≥−c for some c ∈R. If

p0
t (x,x) is integrable with respect to µ for some t > 0, then λ̄=∞, σess(L̃)=∅, and

λn ≥ sup
t>0

1
t

log
ne−ct

l
∫
M p

0
t (x,x)µ(dx)

, n≥ 1. (2.18)

In the case that p0
t (x,x) is not integrable, let δs,t = µ({x : p0

t (x,x) > s}). If there exists

some positive β defined on (0,∞) such that

µ
(
u2)≤ rµ(|∇u|2)+β(r)µ(|u|)2, r > 0, u∈ C∞0 (M), (2.19)

then λ̄=∞ and

λn ≥ sup
{(

1
t

log
nεe−ct

sl

)
∧sup
r>0

1
r
[
1−cr −2β(r)

(
ε+δs,t

)]
: ε ∈ (0,1), s,t > 0

}
.

(2.20)

Especially, if (2.19) holds for β(r)= exp[α(1+r−1/δ)] for some α> 0 and δ > 1, one has

λn ≥ λ([logn−θ]+)δ for some λ,θ > 0 and all n≥ 1.

Proof. If p0
t (x,x) is integrable with respect to µ, then P0

t (and hence PRt ) is uni-

formly integrable in L2(µ). Recall that a linear operator P on L2(µ) is called uniformly

integrable if sup‖u‖2≤1µ(|Pu|21{|Pu|>r})→ 0 as r →∞. Therefore, by [29, Theorems 2.2

and 3.1] (see also [14]), we have σess(−(∆+∇V)+R) = ∅. Thus, λ̄ = ∞ according to

Theorem 2.3(3). Next, let L̃c =�+∇∇V +c. For the same reason, we have σess(L̃c)=∅.

Let λc1 ≤ λc2 ≤ ··· denote all eigenvalues of −L̃c counting multiplicity. Since −L̃ ≥ −L̃c ,
it follows from the max-min principle that λn ≥ λcn for all n≥ 1 (see, e.g., [20, problem

1, page 364]). Therefore, it suffices to prove (2.18) for R ≡−c. In this case, if fi are the

L2-unit eigenvectors for λi, then, by Lemma 2.2,

l
∫
M

∥∥p̃t/2(x,y)∥∥2
opµ(dy)≥ e−λnt

n∑
i=1

∣∣fi∣∣2(x), x ∈M. (2.21)
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Then Theorem 2.3(2) yields that

ne−λnt ≤ lect
∫
M
p0
t (x,x)µ(dx). (2.22)

This proves (2.18).

If (2.19) holds for β(r)= exp[α(1+r−1/δ)] for someα> 0 and δ > 1, by [28, Corollary

5.2] we have p0
t (x,x)≤ exp[λ(1+t−1/(δ−1))] for some λ > 0 and all t > 0. Then by (2.18),

λn ≥ sup
t>0

1
t

log
ne−ct

lexp
[
λ
(
1+t−1/(δ−1)

)] . (2.23)

Taking t = ε−1(logn)1−δ for small ε > 0 and n≥ 2, we obtain

λn ≥ ε
(
1−λε1/(δ−1))( logn

)1−δ−c−ε( log l+λ)( logn
)δ−1, n≥ 2. (2.24)

Therefore, the last assertion follows by taking ε ∈ (0,λ1−δ).
It remains to prove (2.20). The proof is similar to that of [29, Theorem 3.2]. Let As,t =

{x : p0
t (x,x)≤ s}. By Theorem 2.1(2) and inequality (2.21), we obtain

e−λnt
n∑
i=1

1As,t
∣∣fi∣∣2 ≤ lect p0

t (·,·)1As,t ≤ lect s. (2.25)

This implies that

λn ≥ 1
t

log


 1
ls ect

n∑
i=1

µ
(
1As,t

∣∣fi∣∣2
)≥ 1

t
log

nε
ls ect

(2.26)

provided µ(1As,t |fi|2)≥ ε for all 1≤ i≤n. On the other hand, if there exists i such that

µ(1As,t |fi|2) < ε, we have

µ
(∣∣fi∣∣)2 =

(
µ
(
1As,t

∣∣fi∣∣)+µ(1Acs,t
∣∣fi∣∣))2 ≤ 2

(
ε+δs,t

)
. (2.27)

Combining this with (2.19), we obtain

1= µ
(∣∣fi∣∣2

)
≤ rµ(∣∣∇∣∣fi∣∣∣∣2)+β(r)µ(∣∣fi∣∣)2

≤ r �̃
(
fi,fi

)+cr +2β(r)
(
ε+δs,t

)
= rλi+cr +2β(r)

(
ε+δs,t

)
, r > 0.

(2.28)

Therefore,

λn ≥ λi ≥ sup
r>0

1
r
[
1−cr −2β(r)

(
ε+δs,t

)]
. (2.29)

Combining this with (2.26), we prove (2.20).
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To estimate p0
t (x,x), we assume that

(
Ric−HessV

)
(X,X)≥−K|X|2, X ∈ TM, (2.30)

for some K ≥ 0. By the dimension-free Harnack inequality obtained in [25], we have (cf.

[29, page 277])

p0
t (x,x)≤

1
µ
(
Bo(r)

) exp

[
K
(
ρ(o,x)+r)2

1−e−Kt

]
, r > 0, t > 0, o,x ∈M. (2.31)

Therefore, there exist c1,c2 > 0 such that As,1 = {x : p0
1(x,x) ≤ s} ⊃ {x : ρ(x) ≤

c1
√

logs−c2} for all s > 1.

Corollary 2.5. Assume that µ is a probability measure and (2.30) holds. If R ≥−c
and (2.19) holds, then

λn ≥ sup
ε∈(0,1),s>1

{(
log

nεe−c

sl

)
∧sup
r>0

1
r

[
1−cr −2β(r)

(
ε+µ

(
ρ > c1

√
logs−c2

))]}

(2.32)

for some c1,c2 > 0 and all n ≥ 1. Consequently, if, in addition, (2.19) holds for β(r) =
exp[α(1+r−1/δ)] for some α,δ > 0, then λn ≥ λ([logn−θ]+)δ for some λ,θ > 0 and all

n≥ 1.

Proof. By Theorem 2.4, it suffices to check the second assertion for δ ∈ (0,1].
By [28, Corollary 6.3], there exists α1,α2 > 0 such that µ(ρ ≥ c1

√
logs − c2) ≤

α1 exp[−α2(logs)1/(2−δ)] for all s > 1. Then the proof is completed by some simple

calculations.

Now we come back to estimate b(L̃) by using (2.18).

Corollary 2.6. Assume that µ is a probability measure and R ≥−c for some c ∈R.

Then

b
(
L̃
)≤ inf

t>0
ect l

∫
M
p0
t (x,x)µ(dx). (2.33)

If (2.30) holds, then

b
(
L̃
)≤ inf

t>0,r>0

lect

µ
(
Bo(r)

) ∫
M

exp

[
K
(
ρ(x)+r)2

1−e−Kt

]
µ(dx). (2.34)

If, in particular, M is compact, then

b(L̃)≤ l inf
t>0

exp
[
ct+ KD2

1−e−Kt

]
. (2.35)
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Proof. Assume that the right-hand side of (2.33) is finite; by Theorem 2.3 one has

λ̄ = ∞ and hence b(L̃) < ∞. Let n = b(L̃), we have λn = 0. Then (2.33) follows from

(2.18). Moreover, (2.34) follows from (2.33) and (2.31). Finally, by (2.31) with r =D and

o = x, we obtain

p0
t (x,x)≤ exp

[
KD2

1−e−Kt

]
, x ∈M. (2.36)

Then (2.35) follows from (2.33).

To conclude this section, we consider the following two examples on noncompact

manifolds.

Example 2.7. LetM be noncompact and µ = eV dx a probability measure. If there ex-

ists α> 0 such that limρ→∞(∆+∇V)ρ ≤−α, where the limit is taken outside of the cut

locus of o, and limρ→∞R >−α2/4, then 0 ∉ σess(L̃) and hence b(L̃) <∞. Indeed (see, e.g.,

[27, (2.8)]), we have limn→∞ infσ(−(∆+∇V)|Bo(n)c )≥ α2/4. By Donnelly-Li’s decompo-

sition principle [10], we have infσess(−(∆+∇V))≥α2/4. Therefore, by Theorem 2.3(3),

0 ∉ σess(L̃) provided limρ→∞R >−α2/4.

Example 2.8. Let M be noncompact with Ricci curvature bounded from below and

δ > 1 a constant. Let V = −αρ̃ for some α > 0 with ρ̃ ∈ C∞(M) such that ρδ − ρ̃ is

bounded and µ is a probability measure, where ρ is as above. The existence of ρ̃ is

guaranteed by a classical approximation theorem and the volume comparison theorem.

By [28, Corollary 2.5], (2.19) holds with β(r)= exp[c1(1+r−δ/[2(δ−1)])] for some c1 > 0.

Therefore by Theorem 2.4, if R is bounded from below, then there exist λ,θ > 0 such

that

λn ≥ λ
([

logn−θ]+)2(δ−1)/δ, n≥ 1, (2.37)

provided δ > 2. If, in addition, (2.30) holds, then (2.37) holds for all δ > 1.

3. Proofs of Theorems 1.2 and 1.4

Proof of Theorem 1.2. Obviously, we may assume that µ is a probability measure

since it is finite. Let x ∈ M be fixed. For any y ∈ M , let u(y) = p0
D2(x,y). We have

p0
D2(1+t)(y,x) = P0

D2tu(y). Since, by (2.36), ‖u‖∞ ≤ exp[KD2/(1− e−KD2)], applying

[26, Theorem 4.4 ] with λ= 0 we obtain

∣∣∣∇p0
D2(t+1)(·,x)

∣∣∣(y)≤ 1
4D2t

exp
[

KD2

1−e−KD2

]∫ D
0

exp
[
Kr 2

8

]
dr

≤ 1
4Dt

exp
[
KD2

(
1
8
+ 1

1−e−KD2

)]
.

(3.1)
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Since
∫
M p

0
D2(t+1)(y,x)µ(dy) = 1, there exists y ∈M such that p0

D2(t+1)(y,x) ≤ 1. We

obtain

p0
D2(t+1)(x,x)≤ 1+ 1

4t
exp

[
KD2

(
1
8
+ 1

1−e−KD2

)]
. (3.2)

Then (1.4) follows from (2.33).

If D2 infR >−η, then there exist t0 > 0 and ε > 0 such that

D2 infR ≥ ε− 1
t0+1

log
l+1

l
(
1+(1/4t0)exp

[
KD2

(
1/8+1/

(
1−e−KD2))]) . (3.3)

Therefore, we may apply (1.4) when t = t0 and

c :=− ε
D2

+ 1
D2(t0+1)

log
l+1

l
(
1+(1/4t0)exp

[
KD2/8+KD2/

(
1−e−KD2)]) (3.4)

to obtain

b
(
L̃
)≤ le−ε(1+t0) l+1

l
< l+1. (3.5)

This implies b(L̃) ≤ l since b(L̃) ∈ Z+. Moreover, taking t = lexp[KD2/8+KD2/(1−
eKD

2)], we obtain the desired lower bound of η from its definition.

Finally, let Ω = Λ1 and L̃ = −∆1
µ ; we have R = Ric−HessV (cf. (3.7) and (3.10)) and

l = d. Let η be defined by (1.5); we have η < log((d+1)/d). If −KD2 := D2 infR ≥ −η,

then KD2 < log((d+1)/d) and hence

η >
log

[
(d+1)/

(
d+1/4

)]
1+dexp

[(
log

(
(d+1)/d

))
(1/8+1+d)]

= log
[
(d+1)/

(
d+1/4

)]
1+d(1+d−1

)d+9/8 =: η′.
(3.6)

Therefore, if D2 infR ≥−η′, then D2 infR >−η and hence b(−∆1
µ)≤ d. Then the proof

is completed by noting that b1 = b(−∆1
µ) since M is compact (see [7, Theorem 5.12]).

To prove Theorem 1.4, we fix p ∈ [0,d]∩ Z+, and let Ω = Λp be the exterior p-

bundle over the oriented manifoldM . We have l= d!/(p!(d−p)!). Consider −L̃=∆pµ :=
d∗µd+dd∗µ . We have (see [7]) d∗µ = δ− i∇V and hence

∆pµ =∆p−L∇V =−�−L∇V +�, (3.7)
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where ∆p := δd+dδ and � denote, respectively, the usual Hodge Laplacian and the cur-

vature term involved in the Weitzenböck formula on p-forms, and LX = diX+ iXd is the

Lie differentiation in the direction X. Moreover, (∆pµ ,Γ0(Λp)) is essentially selfadjoint,

see, for example, [7, page 692].

Let {Ej}dj=1 be a locally normal frame with dual {ωj} ⊂ Λ1. We have, for any differ-

ential form φ,

i∇Vdφ=
d∑

i,j=1

i〈∇V,Ei〉Ei
(
ωj∧∇Ejφ

)=∇∇Vφ−
d∑

i,j=1

〈∇V,Ei〉ωj∧
(
iEi∇Ejφ

)
,

di∇Vφ=
d∑

i,j=1

HessV
(
Ei,Ej

)
ωi∧

(
iEjφ

)+ d∑
i,j=1

〈∇V,Ej〉ωi∧
(
iEj∇Eiφ

)
.

(3.8)

Therefore,

L∇V =
d∑

i,j=1

HessV
(
Ei,Ej

)
ωi∧ iEj +∇∇V :=HessV +∇∇V . (3.9)

Combining this with (3.7), we obtain

∆pµ =−�−∇∇V +�−HessV . (3.10)

Let C∞,pµ := ∩∞n=1�((∆pµ)n). By [7, Theorem 5.3], C∞,pµ ⊂ Γ(Λp). Let d|C∞,pµ
(resp.,

d∗µ |C∞,pµ
) denote the restriction of d (resp., d∗µ ) on C∞,pµ . We have the following general

result.

Theorem 3.1. Let R =�−HessV . If either

infσ
(−∆−∇V +R)> 0 or limρ→∞R > supσess(∆+∇V), (3.11)

where we put sup∅=−∞ as usual, then imdp−1 is closed and

L2
Λp (µ)= im

(
d∗µ
)p+1∣∣

�((d∗µ )p+1)⊕ imdp−1
∣∣

�(dp−1)⊕ker∆pµ
∣∣

�(∆pµ ),

C∞,pµ = imd∗µ
∣∣
C∞,p+1
µ

⊕ imd
∣∣
C∞,p−1
µ

⊕ker∆pµ
∣∣

�(∆pµ ),

ker∆pµ
∣∣

�(∆pµ ) �
kerdp

∣∣
�(dp)

imdp−1
∣∣

�(dp−1)
�

kerd|C∞,pµ

imd|C∞,p−1
µ

.

(3.12)

Proof. By Theorems 2.1(1) and 2.3(3), each condition in Theorem 3.1 implies 0 ∉
σess(∆

p
µ). Then the proof is completed by some classical results (see, e.g., [7, Theorem

5.10, Corollary 5.11] and [8, Corollary 10]).

Proof of Theorem 1.4. We have

(∆−∇U)eεU = ε[∆U−|∇U|2+ε|∇U|2]eεU , ε > 0. (3.13)
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If (1.9) holds, then there exists ε ∈ (0,1) such that ∆U−(1−ε)|∇U|2 →−∞ as U →∞.

By the proof of Theorem 1.2 in [25] (or the paragraph after it), we have

inf

{∫
M |∇u|2 e−U dx∫
M u2 e−U dx

: 0 �=u∈ C∞0 (M), u= 0 on {U ≤n}
}

≥ ε inf
U≥n

[
(1−ε)|∇U|2−∆U] �→∞

(3.14)

as n → ∞. Since U +V is bounded, we have infσ(−(∆+∇V)|{U>n}) → ∞ as n → ∞.

Therefore,σess(∆+∇V)=∅ by Donnelly-Li’s decomposition principle, and henceα> 0.

The proof is completed by Theorem 3.1.

Finally, we would like to introduce one more example to check Theorem 3.1, for which

Theorem 3.1 applies but Theorem 1.4 (hence [1, Theorem 5.1]) does not.

Example 3.2. Let M be oriented noncompact with a pole o, and ρ the Riemannian

distance function to o. Assume that the Ricci curvature is bounded below by −k for

some k≥ 0, and the sectional curvatures are nonpositive. Take V ∈ C2(M) such that V =
−c1ρδ+c2 outside a neighborhood of o, where c1 > 0, δ≥ 1, and let c2 ∈R be such that µ
is a probability measure. By Hessian comparison theorem, we have limsupρ→∞HessV ≤
0. Moreover, by Laplacian comparison theorem, one has limsupρ→∞Lρ ≤

√
k(d−1)−c1

for δ = 1 but limsupρ→∞Lρ = −∞ for δ > 1, where L := ∆+∇V . Then, by Example 2.7

and Theorem 3.1, we have 0 ∉ σess(∆
p
µ) and hence the decompositions in (3.12) hold

provided at least one of the following is fulfilled:

(1) δ > 1 and � is bounded below.

(2) δ= 1 and liminfρ→∞�>−(1/4)(c1−
√
k(d−1))+

2
.

Appendix

Spectrum estimates on Hilbert bundles. Let (E,�,µ) be a complete measure space

and H := {(Hx,〈·,·〉x) : x ∈ E} a family of separable real Hilbert spaces (i.e., a Hilbert

bundle over E). Assume that there is a (possibly finite) sequence {ej} ⊂
∏
x∈E Hx such

that for µ-a.e. x ∈ E, {ej(x)} is an orthonormal basis in Hx . Set

� =
{
f ∈

∏
x∈E

Hx :
〈
f ,ej

〉
is �-measurable for all j

}
, (A.1)

where 〈f ,ej 〉(x) := 〈f(x),ej(x)〉x . We call � the space of �-measurable sections of H.

For p ≥ 1, let LpH(µ) = {f ∈ � : |f | ∈ Lp(µ)}, where Lp(µ) denotes the Lp-space of

real-valued functions. As usual, we denote µ(u)= ∫E udµ for u∈ L1(µ) and regard f =
g in LpH(µ) provided f = g µ-a.e. Then L2

H(µ) is a Hilbert space with the inner product

〈f ,g〉L2
H(µ)

:= µ(〈f ,g〉). We refer to [24] for more information on Hilbert bundles.

Recall that A⊂ LpH(µ) is said to be Lp-uniformly integrable if

lim
r→∞sup

{
µ
(|f |p1{|f |>r}

)
: f ∈A}= 0. (A.2)



ON GROMOV’S THEOREM AND L2-HODGE DECOMPOSITION 39

A linear operator P on LpH(µ) is called Lp-uniformly integrable if {Pf : µ(|f |p) ≤ 1} is

so. Moreover, denote by σ(P) and σess(P), respectively, the spectrum and the essential

spectrum of a linear operator P .

Let (�̃,�(�̃)) be a positive-definite symmetric closed form on L2
H(µ), and let P̃t and

(L̃,�(L̃)) denote, respectively, the associated contraction semigroup and its generator.

It is well known that L̃ is selfadjoint and negative defined on L2
H(µ), and (cf. [17] or [18])

�̃(f ,g)=−µ(〈f ,L̃g〉), f ∈�(�̃), g ∈�(L̃),

d
dt
P̃tf = L̃P̃tf = P̃tL̃f , t ≥ 0, f ∈�(L̃).

(A.3)

We will study the essential spectrum of L̃ by using the following Poincaré-type in-

equality:

µ
(|f |2)≤ r �̃(f ,f )+β(r)µ(|f |)2, f ∈�(�̃), r > r0, (A.4)

where r0 ≥ 0 is a constant and β is a positive function defined on (r0,∞). We may

assume that β in (A.4) is decreasing since the inequality remains true with β replaced

by β̄(r) := inf{β(s) : s ∈ (r0,r ]} for r > r0. A key step of the study is the following

lemma, which extends Lemma 3.1 in [14] and hence an earlier result due to Wu [30, 31].

Lemma A.1. Assume that µ is a probability measure and p ≥ 1 is fixed. Let P be

a bounded linear operator on LpH(µ) with transition density p(x,y), that is, for µ-a.e.

x,y ∈ E, p(x,y) :Hy →Hx is a bounded linear operator such that

Pf(x)=
∫
E
p(x,y)f(y)µ(dy), f ∈ LpH(µ). (A.5)

Suppose that for µ-a.e. x ∈ E,

∑
j

(∫
E

∣∣p(x,y)∗ej(x)∣∣yµ(dy)
)2

<∞, (A.6)

where p(x,y)∗ is the adjoint operator of p(x,y). If {Pf : ‖f‖∞ ≤ 1} is Lp-uniformly in-

tegrable, then P(A) := {Pf : f ∈A} is relatively compact in LpH(µ), for any Lp-uniformly

integrable set A⊂ LpH(µ).
Proof. We will use the following Bourbaki theorem (see [6, page 112]). “A bounded

set in the dual space B′ of a separable Banach space B is compact and metrisable with

respect to the weak topology σ(B′,B).” If P(A) is not relatively compact in LpH(µ), then

there exist ε > 0 and a sequence {fn}∞n=1 ⊂ A such that ‖Pfn−Pfm‖LpH(µ) ≥ ε, n �=m.

Since P is bounded and A is Lp-uniformly integrable, we may take K > 0 such that

∥∥Pfn,K−Pfm,K∥∥LpH(µ) ≥ ε/2, n �=m, (A.7)
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where fn,K = fn1{|fn|≤K}. We fix a version of fn for eachn and let �′ be the µ-completion

of the σ -field σ({〈fn,K,ej 〉 :n,j ≥ 1}) which is µ-separable. Let

�′ =
{
f ∈

∏
x∈E

Hx :
〈
f ,ej

〉
is �′-measurable for all j ≥ 1

}
⊂�. (A.8)

Let LpH(µ)′ be defined as LpH(µ) for �′ and �′ in place of � and �, respectively, which

is separable since �′ is µ-separable. For f ∈ L1
H(µ), let µ(f |�′) := ∑

j µ(〈f ,ej〉|�′)ej ,
where µ(·|�′) is the conditional expectation with respect to µ under �′. By Bourbaki

theorem with B = L1
H(µ)′, there exists f ∈ L∞H(µ)′ such that fni,K → f weakly for some

ni ↑ ∞, that is, for any g ∈ L1
H(µ)′, one has µ(〈fni,K,g〉) → µ(〈f ,g〉). Noting that for

any g ∈ L1
H(µ) and any f ′ ∈ L∞H(µ)′, one has µ(〈f ′,g〉) = µ(〈µ(g|�′),f ′〉), we obtain

µ(〈fni,K,g〉)→ µ(〈f ,g〉) for all g ∈ L1
H(µ). Then for µ-a.e. x,

∣∣Pf(x)−Pfni,K(x)∣∣2
x

=
∑
j

〈
Pni,Kf (x)−Pf(x),ej(x)

〉2
x

=
∑
j

(∫
E

〈
fni,K(y)−f(y),p(x,y)∗ej(x)

〉
yµ(dy)

)2

≤ (K+‖f‖∞)2∑
j

(∫
E

∣∣p(x,y)∗ej(x)∣∣yµ(dy)
)2

.

(A.9)

By (A.6) and the dominated convergence theorem, we obtain, for µ-a.e. x,

lim
ni→∞

∣∣Pf(x)−Pfni,K(x)∣∣2
x =

∑
j

lim
ni→∞

µ
(〈
fni,K−f ,p(x,·)∗ej(x)

〉)2 = 0. (A.10)

Since {|Pfni,K|p : i≥ 1} is uniformly integrable and µ is a probability measure, Pfni,K →
Pf in LpH(µ). This is a contradiction to (A.7).

Directly following an argument in [14] (see also [29, Theorem 3.1]), we obtain the

following result.

Theorem A.2. Assume that µ is a probability measure. If σess(−L̃) ⊂ [r−1
0 ,∞) for

some r0 ≥ 0, then (A.4) holds for some β ∈ C(r0,∞). Conversely, if P̃t has transition

density satisfying (A.6) for each t > 0, then (A.4) implies σess(−L̃)⊂ [r−1
0 ,∞).

Next, we turn to estimate eigenvalues of L̃. Let λ̄= infσess(−L̃), where we put inf∅=
∞. Assume thatσ(−L̃)∩[0, λ̄) �= ∅, whereσ(−L̃) denotes the spectrum of−L̃. We list all

eigenvalues of −L̃ (counting multiplicity) in [0, λ̄) as follows: λ1 ≤ λ2 ≤ ··· ≤ λn ≤ ··· .
We will follow the line of [29] where the eigenvalues estimation was studied on real-

valued function spaces.

Lemma A.3. Let λ̄ and {λn} be as above. Assume that P̃t has transition density p̃t(x,y)
and there exists l∈N such that dimHx = l, µ-a.e. x. Let {fi} be the family of normalized
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eigenvectors for {λi}. Then

l
∫
E

∥∥p̃t/2(·,y)∥∥2
opµ(dy)≥ e−λnt

n∑
i=1

∣∣fi∣∣2
(A.11)

for any n≤ #{i : λi < λ̄}.
Proof. Let x ∈ E be such that l = dimHx and {ej(x)} is an orthonormal basis in

Hx . The proof is then similar to that of Lemma 2.2.

Theorem A.4. In the situation of Lemma A.3, assume that µ is a probability measure.

If there exists t > 0 such that

C(t) :=
∫
E×E

∥∥p̃t/2(x,y)∥∥2
opµ(dx)µ(dy) <∞, (A.12)

then σess(L̃) = ∅ and hence λ̄ = ∞; equivalently, (A.4) holds for r0 = 0 and some β ∈
C(0,∞) by Theorem A.2. Moreover,

λn ≥ 1
t

log
n

lC(t)
, n≥ 1. (A.13)

Consequently, #{i : λi ≤ λ} ≤ lC(t)eλt for each λ≥ 0.

Proof. If C(t) <∞, then P̃t/2 is L2-uniformly integrable. By Lemma A.1, P̃t/2 is com-

pact and hence σess(L̃)=∅. Next, by (A.11) we obtain lC(t)≥ne−λnt .

A natural way to apply the above results is to compare �̃ and p̃t with the correspon-

dences on the L2-space of functions, so that known results on functions can be used.

The next result is implied by [3, Theorem 16] (see also [23] for related results), and the

final one is a result on the existence of transition density for operators on L2
H(µ).

Theorem A.5. Let (�,�(�)) be a symmetric closed form on L2(µ) which is bounded

from below. Assume that the associated semigroup Pt is positivity-preserving. Then the

following two statements are equivalent:

(1) |P̃tf | ≤ Pt|f | for all t > 0 and f ∈ L2
H(µ);

(2) if f ∈ �(�̃), one has |f | ∈ �(�) and �(|f |,|g|) ≤ |�̃(f ,g)| for all f , g in a core

of L̃ such that 〈f ,g〉L2
H(µ)

= µ(|f |·|g|).

Proposition A.6. Assume that µ is a probability measure. Let P̃ be a bounded linear

operator on L2
H(µ) and p a nonnegative measurable function on E×E such that

Pu=
∫
p(·,y)u(y)µ(dy) (A.14)

provides a bounded linear operator P on L2(µ). If l := #{ej} < ∞ and |P̃f | ≤ P |f | for

any f ∈ L2
H(µ), then P̃ has transition density p̃ satisfying ‖p̃(x,y)‖op ≤ lp(x,y).

If, in addition, E is a metric space and for eachx ∈ E, p̃(x,·) andp(x,·) are continuous

and locally bounded on the support of µ, that is, for any y in the support of µ and any

unitω∈Hy , there exists e∈� with e(y)=ω such that, in a neighborhood of y , one has

|e| = 1 and p̃(x,·)e(·), p(x,·) are bounded and continuous, then ‖p̃(x,y)‖op ≤ p(x,y).
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Proof. For any i,j ∈N with i,j ≤ l, let µij be a set function on �×� defined by

µij(A)=
∫
A1

〈
ei(x), P̃

(
1A(x)ej

)
(x)

〉
xµ(dx), A∈�×�, (A.15)

where A1 = {x ∈ E : there exists y ∈ E such that (x,y) ∈ A} and A(x) = {y ∈ E :

(x,y)∈A}. Since P̃ is bounded, it is easy to check that µij is a signed measure. More-

over, by Jordan’s decomposition theorem and that |P̃f | ≤ P |f | for any f ∈ L2(µ), we

have |µij| := (µij)++(µij)− ≤ pµ×µ. Then µij is absolutely continuous with respect to

µ×µ with density pij satisfying |pij| ≤ p. Define p̃(x,y) :Hy →Hx by

p̃(x,y)ω=
l∑

i,j=1

pij(x,y)
〈
ω,ej(y)

〉
yei(x), ω∈Hy. (A.16)

It is easy to check that ‖p̃(x,y)‖op ≤ lp(x,y) for any x,y ∈ E and p̃ is a transition

density of P̃ . Indeed, for any f ,g ∈ L2
H(µ), we have

〈
g,P̃f

〉
L2
H(µ)

=
l∑

i,j=1

∫
E

〈
P̃
(〈
f ,ej

〉
ej
)
,
〈
g,ei

〉
ei
〉
dµ

=
l∑

i,j=1

∫
E×E

〈
f ,ej

〉
(y)

〈
g,ei

〉
(x)µij(dxdy)

=
l∑

i,j=1

∫
E×E

pij(x,y)
〈
f ,ej

〉
(y)

〈
g,ei

〉
(x)µ(dx)µ(dy)

=
〈
g,
∫
E
p̃(·,y)f(y)µ(dy)

�
L2
H(µ)

.

(A.17)

Next, let the additional conditions hold. For x ∈ E, y in the support of µ, and any

ω ∈ Hy with |ω|y = 1, let e ∈ � be such that e(y) =ω, |e| = 1, and p̃(x,·)e(·) and

p(x,·) are bounded and continuous in a neighborhood Ny of y . Let {fn} be a sequence

of nonnegative continuous functions with supports contained inNy such that fnµ→ δy
weakly as n→∞. We have

∣∣∣∣
∫
E

[
p̃(x,z)e(z)

]
fn(z)µ(dz)

∣∣∣∣
x
= ∣∣P̃(fne)(x)∣∣x ≤ Pfn(x)
=
∫
E
p(x,z)fn(z)µ(dz).

(A.18)

By letting n→∞, we obtain |p̃(x,y)ω|x ≤ p(x,y). Therefore, ‖p̃‖op ≤ p since we may

take p̃(x,·)= 0 outside of the support of µ.

Acknowledgments. The authors would like to thank Professor Dr. M. Röckner for

helpful discussions and the referee for very careful comments which made the paper

more readable. This work was supported in part by National Natural Science Founda-

tion of China (NNSFC) Grants 10025105, 10121101, TRAPOYT in China, the Knowledge

Innovation Program of the Chinese Academy of Sciences, and the 973-Project.



ON GROMOV’S THEOREM AND L2-HODGE DECOMPOSITION 43

References

[1] Z. M. Ahmed and D. W. Stroock, A Hodge theory for some non-compact manifolds, J. Dif-
ferential Geom. 54 (2000), no. 1, 177–225.

[2] S. Albeverio, Y. G. Kondratiev, and M. Röckner, Ergodicity of L2-semigroups and extremality
of Gibbs states, J. Funct. Anal. 144 (1997), no. 2, 394–423.

[3] P. H. Bérard, Spectral Geometry: Direct and Inverse Problems, Lecture Notes in Mathematics,
vol. 1207, Springer-Verlag, Berlin, 1986, see also Appendix A by G. Besson.

[4] , From vanishing theorems to estimating theorems: the Bochner technique revisited,
Bull. Amer. Math. Soc. (N.S.) 19 (1988), no. 2, 371–406.

[5] P. H. Bérard, G. Besson, and S. Gallot, Sur une inégalité isopérimétrique qui généralise celle
de Paul Lévy-Gromov, Invent. Math. 80 (1985), no. 2, 295–308 (French).

[6] N. Bourbaki, Livre V: Espaces Vectoriels Topologiques, Hermann & Cie, Paris, 1955.
[7] E. L. Bueler, The heat kernel weighted Hodge Laplacian on noncompact manifolds, Trans.

Amer. Math. Soc. 351 (1999), no. 2, 683–713.
[8] E. L. Bueler and I. Prokhorenkov, Hodge theory and cohomology with compact supports,

Soochow J. Math. 28 (2002), no. 1, 33–55.
[9] E. B. Davies, Heat Kernels and Spectral Theory, Cambridge Tracts in Mathematics, vol. 92,

Cambridge University Press, Cambridge, 1989.
[10] H. Donnelly and P. Li, Pure point spectrum and negative curvature for noncompact mani-

folds, Duke Math. J. 46 (1979), no. 3, 497–503.
[11] K. D. Elworthy and S. Rosenberg, Generalized Bochner theorems and the spectrum of com-

plete manifolds, Acta Appl. Math. 12 (1988), no. 1, 1–33.
[12] S. Gallot, Inégalités isopérimétriques, courbure de Ricci et invariants géométriques. I, C. R.

Acad. Sci. Paris Sér. I Math. 296 (1983), no. 7, 333–336 (French).
[13] , Inégalités isopérimétriques, courbure de Ricci et invariants géométriques. II, C. R.

Acad. Sci. Paris Sér. I Math. 296 (1983), no. 8, 365–368 (French).
[14] F. Z. Gong and F. Y. Wang, Functional inequalities for uniformly integrable semigroups and

application to essential spectrums, Forum Math. 14 (2002), no. 2, 293–313.
[15] M. Gromov, Curvature, diameter and Betti numbers, Comment. Math. Helv. 56 (1981), no. 2,

179–195.
[16] L. Gross, Analysis on loop groups, Stochastic Analysis and Applications in Physics (Fun-

chal, 1993), NATO Adv. Sci. Inst. Ser. C Math. Phys. Sci., vol. 449, Kluwer Academic
Publishers, Dordrecht, 1994, pp. 99–118.

[17] T. Kato, Perturbation Theory for Linear Operators, 2nd ed., Springer-Verlag, Berlin, 1976.
[18] Z. M. Ma and M. Röckner, Introduction to the Theory of (Nonsymmetric) Dirichlet Forms,

Universitext, Springer-Verlag, Berlin, 1992.
[19] G. Metafune and D. Pallara, Discreteness of the spectrum for some differential operators

with unbounded coefficients in Rn, Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur.
Rend. Lincei (9) Mat. Appl. 11 (2000), no. 1, 9–19.

[20] M. Reed and B. Simon, Methods of Modern Mathematical Physics. IV. Analysis of Operators,
Academic Press, New York, 1978.

[21] M. Röckner and F. Y. Wang, Supercontractivity and ultracontractivity for (non-symmetric)
diffusion semigroups on manifolds, to appear in Forum Math.

[22] I. Shigekawa, de Rham-Hodge-Kodaira’s decomposition on an abstract Wiener space, J. Math.
Kyoto Univ. 26 (1986), no. 2, 191–202.

[23] , Lp contraction semigroups for vector valued functions, J. Funct. Anal. 147 (1997),
no. 1, 69–108.

[24] M. Takesaki, Theory of Operator Algebras I, Springer-Verlag, Berlin, 1979.
[25] F. Y. Wang, Logarithmic Sobolev inequalities on noncompact Riemannian manifolds, Probab.

Theory Related Fields 109 (1997), no. 3, 417–424.
[26] , On estimation of the logarithmic Sobolev constant and gradient estimates of heat

semigroups, Probab. Theory Related Fields 108 (1997), no. 1, 87–101.



44 F.-Z. GONG AND F.-Y. WANG

[27] , Existence of the spectral gap for elliptic operators, Ark. Mat. 37 (1999), no. 2, 395–
407.

[28] , Functional inequalities for empty essential spectrum, J. Funct. Anal. 170 (2000),
no. 1, 219–245.

[29] , Functional inequalities, semigroup properties and spectrum estimates, Infin. Di-
mens. Anal. Quantum Probab. Relat. Top. 3 (2000), no. 2, 263–295.

[30] L. M. Wu, Large deviations for Markov processes under superboundedness, C. R. Acad. Sci.
Paris Sér. I Math. 321 (1995), no. 6, 777–782.

[31] , Uniformly integrable operators and large deviations for Markov processes, J. Funct.
Anal. 172 (2000), no. 2, 301–376.

Fu-Zhou Gong: Academy of Mathematics and System Sciences, Chinese Academy of Sciences,
Beijing 100080, China

E-mail address: fzgong@mail.amt.ac.cn

Feng-Yu Wang: Department of Mathematics, Beijing Normal University, Beijing 100875, China
E-mail address: wangfy@bnu.edu.cn

mailto:fzgong@mail.amt.ac.cn
mailto:wangfy@bnu.edu.cn

