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#### Abstract

This paper deals with the applications of the method of semidiscretization in time to a nonlinear retarded differential equation with a nonlocal history condition. We establish the existence and uniqueness of a strong solution. Finally, we consider some applications of the abstract results.
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1. Introduction. Consider the following nonlinear retarded differential equation in a real Hilbert space $H$ :

$$
\begin{gather*}
u^{\prime}(t)+A u(t)=f\left(t, u(t), u\left(r_{1}(t)\right), u\left(r_{2}(t)\right), \ldots, u\left(r_{m}(t)\right)\right), \quad t \in(0, T],  \tag{1.1}\\
h\left(u_{[-\tau, 0]}\right)=\phi_{0}, \quad \text { on }[-\tau, 0],
\end{gather*}
$$

where $0<\tau, T<\infty, \phi_{0} \in \mathscr{C}_{0}:=C([-\tau, 0] ; H)$, the nonlinear operator $A$ is single valued and maximal monotone defined from the domain $D(A) \subset H$ into $H$, the nonlinear map $f$ is defined from $[0, T] \times H^{m+1}$ into $H$, the map $h$ is defined from $\mathscr{C}_{0}$ into $\mathscr{C}_{0}$, and $\psi_{[-\tau, 0]}$ is the restriction of $\psi \in \mathscr{C}_{T}:=C([-\tau, T] ; H)$ on $[-\tau, 0]$. Here $\mathscr{C}_{t}:=C([-\tau, t] ; H)$ for $t \in[0, T]$ is the Banach space of all continuous functions from $[-\tau, t]$ into $H$ endowed with the supremum norm

$$
\begin{equation*}
\|\phi\|_{t}:=\sup _{-\tau \leq \eta \leq t}\|\phi(\eta)\|, \quad \phi \in \mathscr{C}_{t} \tag{1.2}
\end{equation*}
$$

where $\|\cdot\|$ represents the norm in $H$ and the functions $r_{i}:[0, T] \rightarrow[-\tau, T], i=1,2, \ldots, m$.
The existence and uniqueness results for (1.1) may also be applied to the particular case, namely, the retarded functional differential equation

$$
\begin{gather*}
u^{\prime}(t)+A u(t)=f\left(t, u(t), u\left(t-\tau_{1}\right), u\left(t-\tau_{2}\right), \ldots, u\left(t-\tau_{m}\right)\right), \quad t \in(0, T], \\
u=\phi_{0}, \quad \text { on }[-\tau, 0], \tag{1.3}
\end{gather*}
$$

where $0<\boldsymbol{T}_{i}<T$ and $\boldsymbol{\tau}=\max \left\{\boldsymbol{\tau}_{1}, \boldsymbol{\tau}_{2}, \ldots, \boldsymbol{\tau}_{m}\right\}$.
For the earlier works on existence, uniqueness, and stability of various types of solutions of differential and functional differential equations with nonlocal conditions, we refer to Byszewski and Lakshmikantham [7], Byszewski [6], Balachandran and Chandrasekaran [4], Lin and Liu [11], and the references cited in these papers.

Our aim is to extend the application of the method of semidiscretization in time, also known as the method of lines, to (1.1). For the applications of the method of lines to nonlinear evolution and nonlinear functional evolution equations, we refer to Kartsatos and Parrott [9, 10], Kartsatos [8], Bahuguna and Raghavendra [3], Bahuguna [1], and the references cited in these papers.

Suppose that there is $\chi \in \mathscr{C}_{T}$ such that $h\left(\chi_{[-\tau, 0]}\right)=\phi_{0}$ on $[-\tau, 0]$ and $\chi(0) \in D(A)$. We prove the existence of a strong solution $u$ of (1.1) under the assumptions of Theorem 2.4, stated in the next section, in the sense that there exists a unique function $u \in \mathscr{C}_{T}$ such that $u(t) \in D(A)$ for a.e. $t \in[0, T], u$ is differentiable a.e. on $[0, T]$, and

$$
\begin{gather*}
u^{\prime}(t)+A u(t)=f\left(t, u(t), u\left(r_{1}(t)\right), \ldots, u\left(r_{m}(t)\right)\right), \quad \text { a.e. } t \in[0, T],  \tag{1.4}\\
u_{[-\tau, 0]}=\chi_{[-\tau, 0]}, \quad \text { on }[-\tau, 0] .
\end{gather*}
$$

Finally, we show that $u$ is unique if and only if $\chi \in \mathscr{C}_{T}$ satisfying $h\left(\chi_{[-\tau, 0]}\right)=\phi_{0}$ is unique up to $[-\tau, 0]$. We also consider some applications of the abstract results.
2. Preliminaries and main result. Let $H$ be a real Hilbert space. Let $(x, y)$ be the inner product of $x, y \in H$. We assume the following conditions.
(A1) The operator $A: D(A) \subset H \rightarrow H$ is maximal monotone, that is,

$$
\begin{equation*}
(A x-A y, x-y) \geq 0, \quad \forall x, y \in D(A), \quad R(I+A)=H \tag{2.1}
\end{equation*}
$$

where $R(\cdot)$ is the range of an operator.
(A2) The map $h: \mathscr{C}_{0} \rightarrow \mathscr{C}_{0}$ and there exists $\chi \in \mathscr{C}_{T}$ such that $h\left(\chi_{[-\tau, 0]}\right)=\phi_{0}$ and $\chi(0) \in D(A)$.
(A3) The nonlinear map $f:[0, T] \times H^{m+1} \rightarrow H$ satisfies a local Lipschitz-like condition

$$
\begin{equation*}
\left\|f\left(t, u_{1}, u_{2}, \ldots, u_{m+1}\right)-f\left(s, v_{1}, v_{2}, \ldots, v_{m+1}\right)\right\| \leq L_{f}(r)\left[|t-s|+\sum_{i=1}^{m+1}\left\|u_{i}-v_{i}\right\|\right] \tag{2.2}
\end{equation*}
$$

for all ( $u_{1}, u_{2}, \ldots, u_{m+1}$ ) and ( $v_{1}, v_{2}, \ldots, v_{m+1}$ ) in $B_{r}\left(H^{m+1},(\chi(0), \ldots, \chi(0))\right)$ and $t \in[0, T]$, where $L_{f}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a nondecreasing function and, for $r>0$,

$$
\begin{equation*}
B_{r}\left(H^{m+1},(\chi(0), \ldots, \chi(0))\right)=\left\{\left(u_{1}, \ldots, u_{m+1}\right) \in H^{m+1}: \sum_{i=1}^{m+1}\left\|u_{i}-\chi(0)\right\| \leq r\right\} \tag{2.3}
\end{equation*}
$$

(A4) For $i=1,2, \ldots, m$, the maps $r_{i}:[0, T] \rightarrow[-\tau, T]$ are continuous satisfying the delay property $r_{i}(t) \leq t$ for $t \in[0, T]$.
Further, if $A$ is monotone, $1+\alpha A$ is invertible for $\alpha>0$ and the inverse operator $(1+\alpha A)^{-1}$ is Lipschitz continuous, that is,

$$
\begin{equation*}
\left\|(1+\alpha A)^{-1} u-(1+\alpha A)^{-1} v\right\| \leq\|u-v\|, \quad u, v \in D\left((1+\alpha A)^{-1}\right) . \tag{2.4}
\end{equation*}
$$

Also, the inverse of an invertible monotonic operator in Hilbert space $H$ is monotonic, but it might not be true in the general case.

For an $m$-monotonic operator $A$, we introduce the following sequences of operator $(n=1,2, \ldots)$ :

$$
\begin{gather*}
J_{n}=\left(1+n^{-1} A\right)^{-1} \\
A_{n}=A J_{n}=n\left(I-J_{n}\right), \tag{2.5}
\end{gather*}
$$

where $A J_{n}$ denotes the composition of the two maps $A$ and $J_{n}$. The $J_{n}$ and $A_{n}$ are defined everywhere on $H$. We recall simple lemmas that we will have occasions to use. More details may be found in [5].

Lemma 2.1. Let $A$ be m-monotonic. $J_{n}$ and $A_{n}$ are uniformly Lipschitz continuous, with

$$
\begin{gather*}
\left\|J_{n} u-J_{n} v\right\| \leq\|u-v\|, \\
\left\|A_{n} u-A_{n} v\right\| \leq 2 n\|u-v\| . \tag{2.6}
\end{gather*}
$$

Lemma 2.2. Let $A$ be $m$-monotonic. Then $A_{n}$ are also monotonic. Furthermore,

$$
\begin{equation*}
\left\|A_{n} u\right\| \leq\|A u\|, \quad \text { for } u \in D(A) \tag{2.7}
\end{equation*}
$$

Lemma 2.3. Let $A$ be $m$-monotonic in $H$.
(a) If $X^{n} \in D(A), n=1,2, \ldots, X^{n} \rightarrow u \in H$, and if $\left\|A X^{n}\right\|$ are bounded, then $u \in D(A)$ and $A X_{n}-A u$.
(b) If $x_{n} \in H, n=1,2, \ldots, x_{n} \rightarrow u \in H$, and if $\left\|A_{n} x_{n}\right\|$ are bounded, then $u \in D(A)$ and $A_{n} x_{n}-A u$.

Proof. (a) The monotonicity condition gives

$$
\begin{equation*}
\left(A v-A X^{n}, v-X^{n}\right) \geq 0 \tag{2.8}
\end{equation*}
$$

for any $v \in D(A)$. Since $H$ is reflexive and the $\left\|A X^{n}\right\|$ are bounded, there is a subsequence $\left\{X^{n^{\prime}}\right\}$ of $\left\{X^{n}\right\}$ such that $A X^{n^{\prime}}-w \in H$. Since $v-X^{n^{\prime}} \rightarrow v-u$, we obtain from (2.8) the inequality $(A v-w, v-u) \geq 0$. For fixed $z \in H, t>0$, put $v_{t}=A_{1}^{-1}(u+w+t z)$, where $A_{1}=(I+A)$. It follows that $A v_{t}+v_{t}-u-w=t z$, hence $t\left(z, v_{t}-u\right) \geq 0$ so $\left(z, v_{t}-u\right) \geq 0$. Letting $t \rightarrow 0, v_{t} \rightarrow A_{1}^{-1}(u+w)$, hence $\left(z, A_{1}^{-1}(u+w)-u\right) \geq 0$, so $u=A_{1}^{-1}(u+w), u \in D(A)$, and $A u=w$. It shows that $A X^{n}-w=A u$.
(b) Set $X^{n}=J_{n} x_{n} \in D(A)$. Then $A X^{n}=\left(A J_{n} x_{n}\right)=A_{n} x_{n}$ and $\left\|A X^{n}\right\|$ are bounded. Also, $x_{n}-X^{n}=\left(I-J_{n}\right) x_{n}=n^{-1} A_{n} x_{n} \rightarrow 0$, so that $X^{n} \rightarrow u$. Thus, by the result of (a), we get $u \in D(A)$ and $A_{n} x_{n}=A X^{n}-A u$.

Now, we state the following main result of this paper which will be proved in the next section after proving some a priori estimates.

Theorem 2.4. Suppose that the conditions (A1), (A2), (A3), (A4) are satisfied. Then (1.1) has a strong solution $u \in \mathscr{C}_{T}$ either on $[-\tau, T]$ or on the maximal interval of existence $\left[-\tau, t_{\max }\right), 0<t_{\max } \leq T$, and in the later case, either $\lim _{t \rightarrow t_{\max }-}\|u(t)\|=\infty$ or $u(t)$ goes to the boundary of $D(A)$ as $t \rightarrow t_{\max }-$. Moreover, $u$ is Lipschitz continuous on every compact subinterval of existence.
3. Discretization scheme and a priori estimates. In this section, we establish the existence and uniqueness of a strong solution to (1.4) for any given $\chi \in \mathscr{C}_{T}$ with $\chi(0) \in$ $D(A)$. For the application of the method of lines to (1.4), we proceed as follows. Let $R_{0}:=\sup _{t \in[-\tau, T]}\|\chi(t)-\chi(0)\|$. For any $0<R \leq R_{0}$, we choose $t_{0}$ such that

$$
\begin{equation*}
0<t_{0} \leq T, \quad t_{0}\left[\|A \chi(0)\|+3 L_{f}\left(R_{0}\right)\left(T+(m+1) R_{0}\right)+\|f(0, \chi(0), \chi(0), \ldots, \chi(0))\|\right] \leq R . \tag{3.1}
\end{equation*}
$$

For $n \in \mathbb{N}$, let $h_{n}=t_{0} / n$. We set $u_{0}^{n}=\chi(0)$ for all $n \in \mathbb{N}$ and define each of $\left\{u_{j}^{n}\right\}_{j=1}^{n}$ as the unique solution of the equation

$$
\begin{equation*}
\frac{u-u_{j-1}^{n}}{h_{n}}+A u=f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right), \tag{3.2}
\end{equation*}
$$

where $\tilde{u}_{0}^{n}(t)=\chi(t)$ for $t \in[-\tau, 0], \tilde{u}_{0}^{n}(t)=\chi(0)$ for $t \in\left[0, t_{0}\right]$ and for $2 \leq j \leq n$,

$$
\tilde{u}_{j-1}^{n}(t)= \begin{cases}x(t), & t \in[-\tau, 0]  \tag{3.3}\\ u_{i-1}^{n}+\frac{1}{h_{n}}\left(t-t_{i-1}^{n}\right)\left(u_{i}^{n}-u_{i-1}^{n}\right), & t \in\left[t_{i-1}^{n}, t_{i}^{n}\right], i=1,2, \ldots, j-1, \\ u_{j-1}^{n}, & t \in\left[t_{j-1}^{n}, t_{0}\right]\end{cases}
$$

The existence of a unique $u_{j}^{n} \in D(A)$ satisfying (3.2) is a consequence of the $m$ monotonicity of $A$. Using (A2), we first prove that the points $\left\{u_{j}^{n}\right\}_{j=0}^{n}$ lie in a ball with its radius independent of the discretization parameters $j, h_{n}$, and $n$. We then prove a priori estimates on the difference quotients $\left\{u_{j}^{n}-u_{j-1}^{n} / h_{n}\right\}$ using (A2). We define the sequence $\left\{U^{n}\right\} \subset \mathscr{C}_{T}$ of polygonal functions

$$
U^{n}(t)= \begin{cases}x(t), & t \in[-\tau, 0]  \tag{3.4}\\ u_{j-1}^{n}+\frac{1}{h_{n}}\left(t-t_{j-1}^{n}\right)\left(u_{j}^{n}-u_{j-1}^{n}\right), & t \in\left(t_{j-1}^{n}, t_{j}^{n}\right]\end{cases}
$$

and prove the convergence of $\left\{U^{n}\right\}$ to a unique strong solution $u$ of (1.4) in $\mathscr{C}_{T}$ as $n \rightarrow \infty$.

Now, we first show that $\left\{u_{j}^{n}\right\}_{j=0}^{n}$ lie in a ball in $H$ of radius independent of $j, h_{n}$, and $n$.

Lemma 3.1. For $n \in \mathbb{N}, j=1,2, \ldots, n$,

$$
\begin{equation*}
\left\|u_{j}^{n}-\chi(0)\right\| \leq R \tag{3.5}
\end{equation*}
$$

Proof. From (3.2) for $j=1$, we have

$$
\begin{equation*}
\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}+A u_{1}^{n}=f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right) . \tag{3.6}
\end{equation*}
$$

Subtracting $A u_{0}^{n}$ on both sides, we get

$$
\begin{equation*}
\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}+A u_{1}^{n}-A u_{0}^{n}=-A u_{0}^{n}+f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right) . \tag{3.7}
\end{equation*}
$$

Taking the inner product with $u_{1}^{n}-u_{0}^{n}$, we get

$$
\begin{align*}
& \left(\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}, u_{1}^{n}-u_{0}^{n}\right)+\left(A u_{1}^{n}-A u_{0}^{n}, u_{1}^{n}-u_{0}^{n}\right)  \tag{3.8}\\
& \quad=-\left(A u_{0}^{n}, u_{1}^{n}-u_{0}^{n}\right)+\left(f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right), u_{1}^{n}-u_{0}^{n}\right)
\end{align*}
$$

By the monotonicity of $A$, we have

$$
\begin{equation*}
\left\|u_{1}^{n}-u_{0}^{n}\right\| \leq h_{n}\left[\left\|A u_{0}^{n}\right\|+\left\|f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right)\right\|\right] . \tag{3.9}
\end{equation*}
$$

Using (A3), we get

$$
\begin{equation*}
\left\|u_{1}^{n}-\chi(0)\right\| \leq h_{n}\left[\|A \chi(0)\|+3 L_{f}\left(R_{0}\right)\left(T+(m+1) R_{0}\right)+\|f(0, \chi(0), \ldots, \chi(0))\|\right] \leq R \tag{3.10}
\end{equation*}
$$

Assume that $\left\|u_{i}^{n}-\chi(0)\right\| \leq R$ for $i=1,2, \ldots, j-1$.
Now, for $2 \leq j \leq n$,

$$
\begin{equation*}
\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}+A u_{j}^{n}=f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right) \tag{3.11}
\end{equation*}
$$

Subtracting $A X(0)$ on both sides, we get

$$
\begin{equation*}
\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}+A u_{j}^{n}-A \chi(0)=-A \chi(0)+f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right) \tag{3.12}
\end{equation*}
$$

Taking the inner product with $u_{j}^{n}-\chi(0)$, we get

$$
\begin{align*}
\frac{1}{h_{n}} & \left(u_{j}^{n}-u_{j-1}^{n}, u_{j}^{n}-\chi(0)\right)+\left(A u_{j}^{n}-A \chi(0), u_{j}^{n}-\chi(0)\right) \\
& =-\left(A \chi(0), u_{j}^{n}-\chi(0)\right)+\left(f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right), u_{j}^{n}-\chi(0)\right) . \tag{3.13}
\end{align*}
$$

By the monotonicity of $A$, we have

$$
\begin{align*}
\left\|u_{j}^{n}-\chi(0)\right\| \leq & \left\|u_{j-1}^{n}-\chi(0)\right\|  \tag{3.14}\\
& +h_{n}\left[\|A \chi(0)\|+\left\|f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right)\right\|\right] .
\end{align*}
$$

Using (A3), we get

$$
\begin{align*}
\left\|u_{j}^{n}-\chi(0)\right\| \leq & \left\|u_{j-1}^{n}-\chi(0)\right\| \\
& +h_{n}\left[\|A \chi(0)\|+3 L_{f}\left(R_{0}\right)\left(T+(m+1) R_{0}\right)+\|f(0, \chi(0), \chi(0), \ldots, \chi(0))\|\right] . \tag{3.15}
\end{align*}
$$

Repeating the above inequality, we obtain

$$
\begin{array}{r}
\left\|u_{j}^{n}-\chi(0)\right\| \leq j h_{n}\left[\|A \chi(0)\|+3 L_{f}\left(R_{0}\right)\left(T+(m+1) R_{0}\right)\right. \\
+\|f(0, \chi(0), \chi(0), \ldots, \chi(0))\|] \leq R, \tag{3.16}
\end{array}
$$

as $j h_{n} \leq t_{0}$ for $0 \leq j \leq n$. This completes the proof of the lemma.
Now, we establish a priori estimates for the difference quotients $\left\{\left(u_{j}^{n}-u_{j-1}^{n}\right) / h_{n}\right\}$.
Lemma 3.2. There exists a positive constant $K$ independent of the discretization parameters $n, j$, and $h_{n}$ such that

$$
\begin{equation*}
\left\|\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}\right\| \leq K, \quad j=1,2, \ldots, n, n=1,2, \ldots \tag{3.17}
\end{equation*}
$$

Proof. In this proof and subsequently, $K$ will represent a generic constant independent of $j, h_{n}$, and $n$. Subtracting $A u_{0}^{n}=A \chi(0)$ from both sides in (3.2), we get

$$
\begin{equation*}
\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}+A u_{1}^{n}-A u_{0}^{n}=-A u_{0}^{n}+f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right) \tag{3.18}
\end{equation*}
$$

Taking the inner product with ( $u_{1}^{n}-u_{0}^{n}$ ), we get

$$
\begin{align*}
& \left(\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}, u_{1}^{n}-u_{0}^{n}\right)+\left(A u_{1}^{n}-A u_{0}^{n}, u_{1}^{n}-u_{0}^{n}\right)  \tag{3.19}\\
& \quad=-\left(A u_{0}^{n}, u_{1}^{n}-u_{0}^{n}\right)+\left(f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right), u_{1}^{n}-u_{0}^{n}\right)
\end{align*}
$$

Using monotonicity of $A$, we get

$$
\begin{equation*}
\left\|\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}\right\| \leq\|A \chi(0)\|+\left\|f\left(t_{1}^{n}, u_{0}^{n}, \tilde{u}_{0}^{n}\left(r_{1}\left(t_{1}^{n}\right)\right), \ldots, \tilde{u}_{0}^{n}\left(r_{m}\left(t_{1}^{n}\right)\right)\right)\right\| . \tag{3.20}
\end{equation*}
$$

Using (A3), we have

$$
\begin{align*}
\left\|\frac{u_{1}^{n}-u_{0}^{n}}{h_{n}}\right\| & \leq\|A \chi(0)\|+\|f(0, \chi(0), \chi(0), \ldots, \chi(0))\|+3 L_{f}\left(R_{0}\right)\left(T+(m+1) R_{0}\right)  \tag{3.21}\\
& \leq K
\end{align*}
$$

Now, for $2 \leq j \leq n$, taking the inner product with $\left(u_{j}^{n}-u_{j-1}^{n}\right)$ in (3.2), we get

$$
\begin{align*}
& \left(\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}, u_{j}^{n}-u_{j-1}^{n}\right)+\left(A u_{j}^{n}, u_{j}^{n}-u_{j-1}^{n}\right)  \tag{3.22}\\
& \quad=\left(f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right), u_{j}^{n}-u_{j-1}^{n}\right) .
\end{align*}
$$

Also,

$$
\begin{align*}
&\left(\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}-\frac{u_{j-1}^{n}-u_{j-2}^{n}}{h_{n}}, u_{j}^{n}-u_{j-1}^{n}\right)+\left(A u_{j}^{n}-A u_{j-1}^{n}, u_{j}^{n}-u_{j-1}^{n}\right) \\
&=\left(f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right)\right.  \tag{3.23}\\
&\left.\quad-f\left(t_{j-1}^{n}, u_{j-2}^{n}, \tilde{u}_{j-2}^{n}\left(r_{1}\left(t_{j-1}^{n}\right)\right), \ldots, \tilde{u}_{j-2}^{n}\left(r_{m}\left(t_{j-1}^{n}\right)\right)\right), u_{j}^{n}-u_{j-1}^{n}\right) .
\end{align*}
$$

Using the monotonicity of $A$, we get

$$
\begin{align*}
\left\|\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}\right\| \leq & \left\|\frac{u_{j-1}^{n}-u_{j-2}^{n}}{h_{n}}\right\| \\
& +\| f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right)  \tag{3.24}\\
& -f\left(t_{j-1}^{n}, u_{j-2}^{n}, \tilde{u}_{j-2}^{n}\left(r_{1}\left(t_{j-1}^{n}\right)\right), \ldots, \tilde{u}_{j-2}^{n}\left(r_{m}\left(t_{j-1}^{n}\right)\right)\right) \| .
\end{align*}
$$

Now,

$$
\begin{align*}
& \| f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right) \\
& -f\left(t_{j-1}^{n}, u_{j-2}^{n}, \tilde{u}_{j-2}^{n}\left(r_{1}\left(t_{j-1}^{n}\right)\right), \ldots, \tilde{u}_{j-2}^{n}\left(r_{m}\left(t_{j-1}^{n}\right)\right)\right) \|  \tag{3.25}\\
& \quad \leq C\left[h_{n}+(m+1) h_{n}\left\|\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}\right\|\right] .
\end{align*}
$$

From the above inequality, we get

$$
\begin{align*}
\max _{\{1 \leq k \leq j\}}\left\|\frac{u_{k}^{n}-u_{k-1}^{n}}{h_{n}}\right\| & \leq\left(1+C h_{n}\right) \max _{\{1 \leq k \leq j-1\}}\left\|\frac{u_{k}^{n}-u_{k-1}^{n}}{h_{n}}\right\|+C h_{n}  \tag{3.26}\\
& \leq\left(1+C h_{n}\right)\left[1+\max _{\{1 \leq k \leq j-1\}}\left\|\frac{u_{k}^{n}-u_{k-1}^{n}}{h_{n}}\right\|\right]
\end{align*}
$$

where $C$ is a positive constant independent of $j, h_{n}$, and $n$. Repeating the above inequality, we get

$$
\begin{equation*}
\max _{\{1 \leq k \leq j\}}\left\|\frac{u_{j}^{n}-u_{j-1}^{n}}{h_{n}}\right\| \leq\left(1+C h_{n}\right)^{j} D \leq D e^{T C} \leq K . \tag{3.27}
\end{equation*}
$$

This completes the proof of the lemma.
We introduce another sequence $\left\{X^{n}\right\}$ of step functions from $[0, T]$ into $H$ by

$$
X^{n}(t)= \begin{cases}x(0), & t=0  \tag{3.28}\\ u_{j}^{n}, & t \in\left(t_{j-1}^{n}, t_{j}^{n}\right]\end{cases}
$$

Remark 3.3. From Lemma 3.2, it follows that the functions $U^{n}$ and $\tilde{u}_{r}^{n}, 0 \leq r \leq n-1$, are Lipschitz continuous on $\left[0, t_{0}\right]$ with a uniform Lipschitz constant $K$. The sequence $U^{n}(t)-X^{n}(t) \rightarrow 0$ in $H$ as $n \rightarrow \infty$ uniformly on [0, $\left.t_{0}\right]$. Furthermore, $X^{n}(t) \in D(A)$ for $t \in\left[0, t_{0}\right]$ and the sequences $\left\{U^{n}(t)\right\}$ and $\left\{X^{n}(t)\right\}$ are bounded in $H$, uniformly in $n \in \mathbb{N}$ and $t \in\left[0, t_{0}\right]$. The sequence $\left\{A X^{n}(t)\right\}$ is bounded uniformly in $n \in \mathbb{N}$ and $t \in\left[0, t_{0}\right]$.

For notational convenience, let

$$
\begin{equation*}
f^{n}(t)=f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right), \quad t \in\left(t_{j-1}^{n}, t_{j}^{n}\right], 1 \leq j \leq n . \tag{3.29}
\end{equation*}
$$

Then (3.2) may be rewritten as

$$
\begin{equation*}
\frac{d^{-}}{d t} U^{n}(t)+A X^{n}(t)=f^{n}(t), \quad t \in\left(0, t_{0}\right] \tag{3.30}
\end{equation*}
$$

where $d^{-} / d t$ denotes the left derivative in $\left(0, t_{0}\right]$. Also, for $t \in\left(0, t_{0}\right]$, we have

$$
\begin{equation*}
\int_{0}^{t} A X^{n}(s) d s=\chi(0)-U^{n}(t)+\int_{0}^{t} f^{n}(s) d s \tag{3.31}
\end{equation*}
$$

Lemma 3.4. There exists $u \in \mathscr{C}_{t_{0}}$ such that $U^{n} \rightarrow u$ in $\mathscr{C}_{t_{0}}$ as $n \rightarrow \infty$. Moreover, $u$ is Lipschitz continuous on [ $0, t_{0}$ ].
Proof. From (3.30) for $t \in\left(0, t_{0}\right]$, and taking the inner product with $\left(X^{n}(t)-X^{k}(t)\right)$, we have

$$
\begin{align*}
&\left(\frac{d^{-}}{d t} U^{n}(t)-\frac{d^{-}}{d t} U^{k}(t), X^{n}(t)-X^{k}(t)\right) \\
&+\left(A X^{n}(t)-A X^{k}(t), X^{n}(t)-X^{k}(t)\right)  \tag{3.32}\\
& \quad\left(f^{n}(t)-f^{k}(t), X^{n}(t)-X^{k}(t)\right)
\end{align*}
$$

Using monotonicity of $A$, we have

$$
\begin{equation*}
\left(\frac{d^{-}}{d t}\left(U^{n}(t)-U^{k}(t)\right), X^{n}(t)-X^{k}(t)\right) \leq\left(f^{n}(t)-f^{k}(t), X^{n}(t)-X^{k}(t)\right) \tag{3.33}
\end{equation*}
$$

From the above inequality and the fact that

$$
\begin{equation*}
2\left(\frac{d^{-}}{d t} U^{n}(t)-\frac{d^{-}}{d t} U^{k}(t), U^{n}(t)-U^{k}(t)\right)=\frac{d^{-}}{d t}\left\|U^{n}(t)-U^{k}(t)\right\|^{2} \tag{3.34}
\end{equation*}
$$

we get

$$
\begin{align*}
& \frac{1}{2} \frac{d^{-}}{d t}\left\|U^{n}(t)-U^{k}(t)\right\|^{2} \\
& \leq\left(\frac{d^{-}}{d t}\left(U^{n}(t)-U^{k}(t)\right)+f^{n}(t)-f^{k}(t)-f^{n}(t)+f^{k}(t),\right. \\
&  \tag{3.35}\\
& \left.\quad U^{n}(t)-U^{k}(t)-X^{n}(t)+X^{k}(t)\right)+\left(f^{n}(t)-f^{k}(t), X^{n}(t)-X^{k}(t)\right) \\
& = \\
& \left(\frac{d^{-}}{d t}\left(U^{n}(t)-U^{k}(t)\right)-f^{n}(t)+f^{k}(t), U^{n}(t)-U^{k}(t)-X^{n}(t)+X^{k}(t)\right) \\
& \quad+\left(f^{n}(t)-f^{k}(t), U^{n}(t)-U^{k}(t)\right) .
\end{align*}
$$

Now,

$$
\begin{align*}
\left\|f^{n}(t)-f^{k}(t)\right\|= & \| f\left(t_{j}^{n}, u_{j-1}^{n}, \tilde{u}_{j-1}^{n}\left(r_{1}\left(t_{j}^{n}\right)\right), \ldots, \tilde{u}_{j-1}^{n}\left(r_{m}\left(t_{j}^{n}\right)\right)\right) \\
& -f\left(t_{l}^{k}, u_{l-1}^{k}, \tilde{u}_{l-1}^{k}\left(r_{1}\left(t_{l}^{k}\right)\right), \ldots, \tilde{u}_{l-1}^{k}\left(r_{m}\left(t_{l}^{k}\right)\right)\right) \| . \tag{3.36}
\end{align*}
$$

Using (A3), we get

$$
\begin{equation*}
\left\|f^{n}(t)-f^{k}(t)\right\| \leq \epsilon_{n k}(t)+K\left\|U^{n}-U^{k}\right\|_{t} \tag{3.37}
\end{equation*}
$$

where

$$
\begin{align*}
\epsilon_{n k}(t)=K[ & h_{n}+h_{k}+\left|t_{j}^{n}-t_{l}^{k}\right|+\left\|X^{n}\left(t-h_{n}\right)-U^{n}(t)\right\| \\
& +\left\|X^{k}\left(t-h_{k}\right)-U^{k}(t)\right\|  \tag{3.38}\\
& \left.+\sum_{i=1}^{m}\left(\left|r_{i}(t)-r_{i}\left(t_{j}^{n}\right)\right|+\left|r_{i}(t)-r_{i}\left(t_{l}^{k}\right)\right|\right)\right]
\end{align*}
$$

for $t \in\left(t_{j-1}^{n}, t_{j}^{n}\right]$ and $t \in\left(t_{l-1}^{k}, t_{l}^{k}\right], 1 \leq j \leq n, 1 \leq l \leq k$. Therefore $\epsilon_{n k}(t) \rightarrow 0$ as $n, k \rightarrow \infty$ uniformly on $\left[0, t_{0}\right]$. This implies that for a.e. $t \in\left[0, t_{0}\right]$,

$$
\begin{align*}
& \frac{d^{-}}{d t}\left\|U^{n}(t)-U^{k}(t)\right\|^{2} \\
& \leq 2 {\left[\left\|\frac{d^{-}}{d t}\left(U^{n}(t)-U^{k}(t)-f^{n}(t)-f^{k}(t)\right)\right\|\right.} \\
& \quad \times\left\|U^{n}(t)-U^{k}(t)-X^{n}(t)+X^{k}(t)\right\|  \tag{3.39}\\
&\left.\quad+\left\|f^{n}(t)-f^{k}(t)\right\|\left\|U^{n}(t)-U^{k}(t)\right\|\right] \\
& \leq K[ \left.\epsilon_{n k}+\left\|U^{n}-U^{k}\right\|_{t}^{2}\right]
\end{align*}
$$

where $\epsilon_{n k}$ is a sequence of numbers such that $\epsilon_{n k} \rightarrow 0$ as $n, k \rightarrow \infty$. Integrating the above inequality over $(0, s), 0<s \leq t \leq t_{0}$, and using the fact that $U^{n}=\phi$ on $[-\tau, 0]$ for all $n$, we get

$$
\begin{equation*}
\left\|U^{n}(s)-U^{k}(s)\right\|^{2} \leq K\left[T \epsilon_{n k}+\int_{0}^{t}\left\|U^{n}-U^{k}\right\|_{s}^{2} d s\right] \tag{3.40}
\end{equation*}
$$

Taking the supremum over $[0, t]$, we get

$$
\begin{equation*}
\sup _{s \in[0, t]}\left\|U^{n}(s)-U^{k}(s)\right\|^{2} \leq K\left[T \epsilon_{n k}+\int_{0}^{t}\left\|U^{n}-U^{k}\right\|_{s}^{2} d s\right] \tag{3.41}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\left\|U^{n}-U^{k}\right\|_{t}^{2} \leq K\left[T \epsilon_{n k}+\int_{0}^{t}\left\|U^{n}-U^{k}\right\|_{s}^{2} d s\right] \tag{3.42}
\end{equation*}
$$

Applying Gronwall's inequality, we conclude that there exists $u \in \mathscr{C}_{t_{0}}$ such that $U^{n} \rightarrow u$ in $\mathscr{C}_{t_{0}}$. Clearly, $u=\phi$ on [ $-\tau, 0$ ] and, from Remark 3.3, it follows that $u$ is Lipschitz continuous on $\left[0, t_{0}\right]$. This completes the proof of the lemma.

Proof of Theorem 2.4. We first prove the existence on $\left[-\tau, t_{0}\right]$ and then prove the unique continuation of the solution on $[-\tau, T]$. From Lemma 2.3(a), we know that $u(t) \in D(A)$ for $t \in\left[0, t_{0}\right], A X^{n}(t)-A u(t)$ on $\left[0, t_{0}\right]$. Here, - denotes the weak convergence in $H$. Also, we may show that $A u(t)$ is weakly continuous on $\left[0, t_{0}\right]$ as follows.

Let $t_{i} \rightarrow t ; t_{i}, t \in\left[0, t_{0}\right]$, then $u\left(t_{i}\right) \rightarrow u(t)$ and, by boundedness of $A\left(u\left(t_{i}\right)\right)$ and reflexivity of $H$, there exists a sequence $\left\{u\left(t_{j}\right)\right\}$ of $\left\{u\left(t_{i}\right)\right\}$ such that $A u\left(t_{j}\right)-w(t)$. Then it follows from Lemma 2.3(a) that $A u\left(t_{i}\right)-A u(t)$.

For every $x^{*} \in X^{*}$ and $t \in\left(0, t_{0}\right]$, we have

$$
\begin{equation*}
\int_{0}^{t}\left\langle A X^{n}(s), x^{*}\right\rangle d s=\left\langle\chi(0), x^{*}\right\rangle-\left\langle U^{n}(t), x^{*}\right\rangle+\int_{0}^{t}\left\langle f^{n}(s), x^{*}\right\rangle d s \tag{3.43}
\end{equation*}
$$

Using Lemma 3.4 and the bounded convergence theorem, we obtain as $n \rightarrow \infty$,

$$
\begin{align*}
\int_{0}^{t}\left\langle A u(s), x^{*}\right\rangle d s= & \left\langle\chi(0), x^{*}\right\rangle-\left\langle u(t), x^{*}\right\rangle \\
& +\int_{0}^{t}\left\langle f\left(s, u(s), u\left(r_{1}(s)\right), \ldots, u\left(r_{m}(s)\right)\right), x^{*}\right\rangle d s \tag{3.44}
\end{align*}
$$

If $A u(t)$ is Bochner integrable (cf. [2]) on [ $0, t_{0}$ ], from (3.44), we get

$$
\begin{equation*}
\frac{d}{d t} u(t)+A u(t)=f\left(t, u(t), u\left(r_{1}(t)\right), \ldots, u\left(r_{m}(t)\right)\right), \quad \text { a.e. } t \in\left[0, t_{0}\right] \tag{3.45}
\end{equation*}
$$

To show that $A u(t)$ is Bochner integrable, we will use Lemmas 2.1 and 2.2 which state that operators $J_{n}$ and $A_{n}$ are Lipschitz continuous. Also,

$$
\begin{equation*}
\left\|A_{n} u\right\| \leq\|A u\|, \quad \text { for } u \in D(A) \tag{3.46}
\end{equation*}
$$

Now,

$$
\begin{align*}
\left\|A_{n} U^{n}(t)\right\| & \leq\left\|A_{n} U^{n}(t)-A_{n} X^{n}(t)\right\|+\left\|A_{n} X^{n}(t)\right\| \\
& \leq 2 n\left\|U^{n}(t)-X^{n}(t)\right\|+\left\|A X^{n}(t)\right\|  \tag{3.47}\\
& \leq K,
\end{align*}
$$

where $K$ is a constant.
Then Lemma 2.3(b) implies that $A_{n} U^{n}(t)-A u(t)$.
Let $H_{0}$ be the smallest closed linear subspace of $H$ containing all the values of the $A_{n} U^{n}(t)$ for $t \in\left[0, t_{0}\right]$ and $n=1,2, \ldots$. Since $A_{n} U^{n}(t)$ are continuous, $H_{0}$ is separable. Since $A_{n} U^{n}(t)-A u(t)$ and $H_{0}$ is weakly closed, $A u(t) \in H_{0}$ too. Thus $A u(t)$ is separably valued. Since it is weakly continuous, it is strongly measurable and, being bounded, it is Bochner integrable (see [12]).

Clearly, $u$ is Lipschitz continuous on $\left[0, t_{0}\right]$ and $u(t) \in D(A)$ for $t \in\left[0, t_{0}\right]$. Now we prove the uniqueness of a function $u \in \mathscr{C}_{t_{0}}$ which is differentiable a.e. on [0, $t_{0}$ ] with $u(t) \in D(A)$ a.e. on $\left[0, t_{0}\right]$ and $u=\phi$ on [ $-\tau, 0$ ] satisfying (3.45). Let $u_{1}, u_{2} \in \mathscr{C}_{t_{0}}$ be two such functions. Let

$$
\begin{equation*}
R=\max \left\{\left\|u_{1}\right\|_{t_{0}},\left\|u_{2}\right\|_{t_{0}}\right\} . \tag{3.48}
\end{equation*}
$$

Then for $u=u_{1}-u_{2}$, we have

$$
\begin{align*}
\left(\frac{d u}{d t}\right. & (t), u(t))+\left(A u_{1}(t)-A u_{2}(t), u(t)\right) \\
= & \left(f\left(t, u_{1}(t), u_{1}\left(r_{1}(t)\right), \ldots, u_{1}\left(r_{m}(t)\right)\right)\right.  \tag{3.49}\\
& \left.\quad-f\left(t, u_{2}(t), u_{2}\left(r_{1}(t)\right), \ldots, u_{2}\left(r_{m}(t)\right)\right), u(t)\right)
\end{align*}
$$

By the monotonicity of $A$,

$$
\begin{align*}
\frac{d}{d t}\|u(t)\|^{2} \leq 2 \| & f\left(t, u_{1}(t), u_{1}\left(r_{1}(t)\right), \ldots, u_{1}\left(r_{m}(t)\right)\right)  \tag{3.50}\\
& -f\left(t, u_{2}(t), u_{2}\left(r_{1}(t)\right), \ldots, u_{2}\left(r_{m}(t)\right)\right)\| \| u(t) \| .
\end{align*}
$$

It implies that

$$
\begin{equation*}
\frac{d}{d t}\|u(t)\|^{2} \leq C(R)\|u\|_{t}^{2}, \quad \text { a.e. } t \in\left[0, t_{0}\right] \tag{3.51}
\end{equation*}
$$

where $C: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a nondecreasing function. Integrating over $(0, s)$ for $0<s \leq t \leq t_{0}$, and using the fact that $u \equiv 0$ on $[-\tau, 0]$, we get

$$
\begin{equation*}
\|u(s)\|^{2} \leq C(R) \int_{0}^{t}\|u\|_{s}^{2} d s \tag{3.52}
\end{equation*}
$$

Taking the supremum over $[0, t]$, we get

$$
\begin{equation*}
\sup _{s \in[0, t]}\|u(s)\|^{2} \leq C(R) \int_{0}^{t}\|u\|_{s}^{2} d s \tag{3.53}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\|u\|_{t}^{2} \leq C(R) \int_{0}^{t}\|u\|_{s}^{2} d s \tag{3.54}
\end{equation*}
$$

Application of Gronwall's inequality implies that $u \equiv 0$ on $\left[-\tau, t_{0}\right]$.
Now, we prove the continuation of the solution $u$ on $[-\tau, T]$. Suppose $t_{0}<T$ and consider the problem

$$
\begin{gather*}
w^{\prime}(t)+A w(t)=\tilde{f}\left(t, w(t), w\left(\tilde{r}_{1}(t)\right), w\left(\tilde{r}_{2}(t)\right), \ldots, w\left(\tilde{r}_{m}(t)\right)\right), \quad 0<t \leq T-t_{0}  \tag{3.55}\\
w=\tilde{x}, \quad \text { on }\left[-\tau-t_{0}, 0\right]
\end{gather*}
$$

where

$$
\begin{gather*}
\tilde{f}\left(t, u_{1}, u_{2}, \ldots, u_{m+1}\right)=f\left(t+t_{0}, u_{1}, u_{2}, \ldots, u_{m+1}\right), \quad 0 \leq t \leq T-t_{0}, \\
\tilde{x}(t)= \begin{cases}x\left(t+t_{0}\right), & t \in\left[-\tau-t_{0},-t_{0}\right], \\
u\left(t+t_{0}\right), & t \in\left[-t_{0}, 0\right],\end{cases}  \tag{3.56}\\
\tilde{r}_{i}(t)=r_{i}\left(t+t_{0}\right)-t_{0}, \quad t \in\left[0, T-t_{0}\right], i=1,2, \ldots, m .
\end{gather*}
$$

Since $\tilde{\chi}(0)=u\left(t_{0}\right) \in D(A), \tilde{f}$ satisfies (A3), and $\tilde{r}_{i}, i=1,2, \ldots, m$, satisfy (A4) on $\left[0, T-t_{0}\right]$, we may proceed as before and prove the existence of a unique $w \in C([-\tau-$ $\left.\left.t_{0}, t_{1}\right] ; X\right), 0<t_{1} \leq T-t_{0}$, such that $w$ is Lipschitz continuous on $\left[0, t_{1}\right], w(t) \in D(A)$ for $t \in\left[0, t_{1}\right]$, and $w$ satisfies

$$
\begin{gather*}
w^{\prime}(t)+A w(t)=\tilde{f}\left(t, w(t), w\left(\tilde{r}_{1}(t)\right), w\left(\tilde{r}_{2}(t)\right), \ldots, w\left(\tilde{r}_{m}(t)\right)\right), \quad \text { a.e. } t \in\left[0, t_{1}\right]  \tag{3.57}\\
w=\tilde{x}, \quad \text { on }\left[-\tau-t_{0}, 0\right] .
\end{gather*}
$$

Then the function

$$
\bar{u}(t)= \begin{cases}u(t), & t \in\left[-\tau, t_{0}\right],  \tag{3.58}\\ w\left(t-t_{0}\right), & t \in\left[t_{0}, t_{0}+t_{1}\right],\end{cases}
$$

is Lipschitz continuous on $\left[0, t_{0}+t_{1}\right], \bar{u}(t) \in D(A)$ for $t \in\left[0, t_{0}+t_{1}\right]$, and satisfies (1.4) a.e. on $\left[0, t_{1}\right]$. Continuing this way, we may prove the existence either on the whole interval $[-\tau, T]$ or on the maximal interval of existence $\left[-\tau, t_{\max }\right), 0<t_{\text {max }} \leq T$. In case $\lim _{t \rightarrow t_{\text {max }}}\|u(t)\|<\infty$, then as $u(t) \in D(A)$ for $t \in\left[0, t_{\max }\right)$, we have that $\lim _{t \rightarrow t_{\max }-} u(t)$ is in the closure of $D(A)$ in $H$, and if it is in $D(A)$, then proceeding as before, we may extend $u(t)$ beyond $t_{\text {max }}$ contradicting the definition of the maximal interval of existence.

Now, let $u_{\chi}$ be the strong solution of (1.4) corresponding to $\chi \in \mathscr{C}_{\tilde{T}}$ satisfying $h\left(\chi_{[-\tau, 0]}\right)=\phi_{0}\left(\tilde{T}\right.$ is either equal to $T$ or $\tilde{T}<t_{\max }$ ). If there are $\chi^{1}, \chi^{2} \in \mathscr{C}_{\tilde{T}}$ such that $h\left(\chi_{[-\tau, 0]}^{1}\right)=h\left(\chi_{[-\tau, 0]}^{2}\right)=\phi_{0}$ and $\chi^{1} \neq \chi^{2}$ on $[-\tau, 0]$, then clearly $u_{\chi^{1}}$ and $u_{\chi^{2}}$, satisfying (1.4), are different. This completes the proof of Theorem 2.4.
4. Applications. Theorem 2.4 may be applied to get the existence and uniqueness results for (1.1) in the case when the operator $A$, with the domain $D(A)=H^{2 m}(\Omega) \cap$ $H_{0}^{m}(\Omega)$ into $H:=L^{2}(\Omega)$, is associated with the nonlinear partial differential operator

$$
\begin{equation*}
A u=\sum_{|\alpha| \leq m}(-1)^{|\alpha|} D^{\alpha} A_{\alpha}\left(x, u(x), D u, \ldots, D^{\alpha} u\right), \tag{4.1}
\end{equation*}
$$

in a bounded $\Omega$ in $\mathbb{R}^{n}$ with sufficiently smooth boundary $\partial \Omega$, where $A_{\alpha}(x, \xi)$ are real functions defined on $\Omega \times \mathbb{R}^{N}$ for some $N \in \mathbb{N}$ and satisfying the following conditions.
(I) $A_{\alpha}$ are measurable in $x$ and continuous in $\xi$. There exist $p=2, g \in L^{2}(\Omega)$, and a positive constant $C$ such that

$$
\begin{equation*}
\left|A_{\alpha}(x, \xi)\right| \leq C(|\xi|+g(x)), \quad \text { a.e. } x \in \Omega, \tag{4.2}
\end{equation*}
$$

where $\xi=\left(\xi_{\alpha} ;|\alpha| \leq m\right)$.
(II) For any $(\xi, \eta) \in \mathbb{R}^{N} \times \mathbb{R}^{N}$ and for almost every $x \in \Omega$, the following inequality holds:

$$
\begin{equation*}
\sum_{|\alpha| \leq m}\left(A_{\alpha}(x, \xi)-A_{\alpha}(x, \eta)\right)\left(\xi_{\alpha}-\eta_{\alpha}\right) \geq 0 . \tag{4.3}
\end{equation*}
$$

In (1.1), we may take $f$ as the function $f:[0, T] \times\left(L^{2}(\Omega)\right)^{m+1} \rightarrow L^{2}(\Omega)$, given by

$$
\begin{equation*}
f\left(t, u_{1}, u_{2}, \ldots, u_{m+1}\right)=f_{0}(t)+a(t) \sum_{i=1}^{m+1}\left\|u_{i}\right\|_{L^{2}(\Omega)} u_{i} \tag{4.4}
\end{equation*}
$$

where $f_{0}:[0, T] \rightarrow L^{2}(\Omega)$ and $a:[0, T] \rightarrow \mathbb{R}$ are Lipschitz continuous functions on $[0, T]$ and $\|\cdot\|_{L^{2}(\Omega)}$ denotes the norm in $L^{2}(\Omega)$. Let $\phi_{0} \in C\left([-\tau, 0] ; L^{2}(\Omega)\right)$ be such that $\phi_{0}(0) \in D(A)$. For the functions $r_{i}, i=1,2, \ldots, n$, and $h$, we may have any of the following.
(b1) For $i=1,2, \ldots, m$, let $r_{i}(t)=t-\boldsymbol{T}_{i}, t \in[0, T]$.
(b2) For $i=1,2, \ldots, m$, let $r_{i}(t)=k_{i} t, t \in[0, T], 0<k_{i} \leq 1$.
(b3) Let $T=1$ and $N_{0} \in \mathbb{N}$. For $i=1,2, \ldots, m$, for $t \in[0, T]$, let $r_{i}(t)=k_{i} t^{N_{0}}, 0<k_{i} \leq 1$.
(h1) For $u \in C\left([-\tau, 0] ; L^{2}(\Omega)\right)$, let

$$
\begin{equation*}
g(u)=\int_{-\tau}^{0} k(s) u(s) d s, \quad \phi_{0}(t) \equiv u_{0}, \quad t \in[-\tau, 0], u_{0} \in D(A), \tag{4.5}
\end{equation*}
$$

where $\kappa=\int_{-\tau}^{0} k(s) d s \neq 0$. Let $h(u)(t) \equiv g(u)$ for $t \in[-\tau, 0]$. In this case, we may take $\chi(t) \equiv(1 / \kappa) u_{0}$ on $[-\tau, T]$.
(h2) For $u \in C\left([-\tau, 0] ; L^{2}(\Omega)\right),-\tau \leq a_{1}<a_{2}<\cdots<a_{r} \leq 0$, and $c_{i}>0, i=1,2, \ldots, r$, with $C:=\sum_{i=1}^{r} c_{i} \neq 0$, let

$$
\begin{equation*}
g(u)=\sum_{i=1}^{r} c_{i} u\left(a_{i}\right) \tag{4.6}
\end{equation*}
$$

with $h$ and $\phi_{0}$ as in (h1). In this case, we may take $\chi(t) \equiv(1 / C) u_{0}$ for $t \in[-\tau, T]$.
(h3) With $u, a_{i}$, and $c_{i}$ as in (h2) and $\epsilon_{i}>0$ for $i=1,2, \ldots, r$, let

$$
\begin{equation*}
g(u)=\sum_{i}^{r} \frac{c_{i}}{\epsilon_{i}} \int_{a_{i}-\epsilon_{i}}^{a_{i}} u(s) d s, \tag{4.7}
\end{equation*}
$$

with $h, \phi_{0}$, and $u_{0}$ as in (h1). In this case, we may take $\chi(t)$ as in (h2).
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