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We consider nonlinear mappings f :X → Y between Banach spaces and study the notion of
restrictive metric regularity of f around some point x̄, that is, metric regularity of f from X
into the metric space E = f(X). Some sufficient as well as necessary and sufficient conditions
for restrictive metric regularity are obtained, which particularly include an extension of the
classical Lyusternik-Graves theorem in the case when f is strictly differentiable at x̄ but its
strict derivative∇f(x̄) is not surjective. We develop applications of the results obtained and
some other techniques in variational analysis to generalized differential calculus involving
normal cones to nonsmooth and nonconvex sets, coderivatives of set-valued mappings, as
well as first-order and second-order subdifferentials of extended real-valued functions.
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1. Introduction and preliminaries. This paper is devoted to metric regularity and

the generalized differentiation theory in variational analysis which has been well recog-

nized as a fruitful area in mathematics mostly oriented in optimization-related prob-

lems and their applications. On the other hand, variational principles and methods of

variational analysis are widely applied to the study of a broad range of problems that

may not be of a variational nature. We refer the reader to the book by Rockafellar and

Wets [33] for a systematic exposition of the key features of variational analysis in finite

dimensions.

Since nonsmooth objects (sets with nonsmooth boundaries, set-valued mappings,

and extended real-valued functions) appear naturally and frequently in constrained

optimization and related areas, generalized differentiation is one of the major parts

of variational analysis. In this paper, we focus on Fréchet-like generalized differential

constructions and their sequential limits that play an important role in nonsmooth

variational analysis and its applications; see, respectively, [4, 18, 20, 25, 33] with the

references and commentaries therein for developments and applications in finite-

dimensional and infinite-dimensional spaces.

Most of the results previously obtained for the mentioned constructions require that

the Banach spaces in question be Asplund, that is, every separable subspace of them

have a separable dual. This includes all spaces with Fréchet differentiable renorms or

bump functions, in particular, every reflexive Banach space. On the other hand, there

are important Banach spaces that are not Asplund (e.g., the classical functional spaces

L1, L∞, and C). In what follows, we are not going to impose the Asplund property and

we will consider the general Banach space setting.
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The results obtained in this paper concern first-order and second-order calculus; the

latter deals with chain rules for second-order subdifferentials. An important property of

mappings used in the development of generalized differential calculus is the so-called

metric regularity. Recall that a mapping f :X → Y between Banach spaces is metrically

regular around x̄ if there are µ > 0 and neighborhoods U of x̄ and V of ȳ := f(x̄) such

that

dist
(
x;f−1(y)

)≤ µ∥∥f(x)−y∥∥ ∀x ∈U, y ∈ V. (1.1)

The celebrated Lyusternik-Graves theorem ensures this property for a mapping f
strictly differentiable at x̄ with the surjective derivative ∇f(x̄) : X → Y . Moreover, the

surjectivity of ∇f(x̄) is also necessary for the metric regularity of f around x̄. We re-

fer the reader to the original papers of Lyusternik [17] and Graves [9], as well as to the

recent discussions in [7, 11] and the works therein.

It is valuable for the theory and applications to relax the surjectivity assumption and

to extend a class of mappings for which one can use metric regularity techniques. Since

the surjectivity of ∇f(x̄) is necessary for the metric regularity of strict differentiable

mappings, one has to modify the above concept to cover mappings with nonsurjective

derivatives. In what follows, we consider the metric regularity for mappings f from X
into the image space f(X), which is a metric space, but in general is far from being

Banach, and call this notion the restrictive metric regularity (RMR) of f around x̄.

Section 2 is devoted to the study of RMR for mappings f : X → Y between Banach

spaces X and Y . Although the RMR property concerns in fact the metric regularity

of f : X → E with the metric space E := f(X) ⊂ Y and hence can be treated by the

metric space regularity theory (cf. [6, 11]), we take an advantage of using the Banach

space structure on X and Y as well as the strict differentiability of mappings when it

applies. In this way, we establish relationships between RMR of nonlinear (generally

nonsmooth) mappings and their linear approximations, derive necessary and sufficient

conditions for the RMR property via approximations, and obtain efficient criteria for

RMR of strictly differentiable mappings with nonsurjective derivatives that extend the

Lyusternik-Graves theorem to such mappings important for applications.

In Section 3, we give applications of the RMR property and related results to first-

order calculus rules for generalized normals, coderivatives, and subgradients of sets,

set-valued mappings, and extended real-valued functions in Banach spaces. Most of

the calculus rules obtained are new even under surjectivity assumptions, ensuring the

classical metric regularity of mappings involved in compositions. The principal first-

order results concern computing generalized normals to inverse images of sets under

strictly differentiable mappings with possibly nonsurjective derivatives; related chain

rules for coderivatives and subgradients follow from them via a geometric approach.

Section 4 concerns chain rules for two kinds of second-order subdifferentials (“nor-

mal” and “mixed”) generated by the corresponding coderivatives of first-order subgra-

dient mappings. We derive an exact formula for computing mixed second-order subd-

ifferentials and obtain an efficient upper estimate for normal ones, which becomes an

equality under natural assumptions discussed below (in particular, when the domain

space X is reflexive).
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Finally, Section 5 contains applications of RMR and calculus rules developed in

Section 3 to the so-called sequential normal compactness (SNC) properties of sets, set-

valued mappings, and extended real-valued functions in infinite dimensions. The latter

properties are automatic in finite-dimensional spaces while playing a crucial role in

infinite-dimensional variational analysis; see more discussions below. We obtain effi-

cient conditions ensuring the preservation of the SNC properties under some compo-

sitions involving RMR mappings.

Our notation is basically standard; compare [25, 33]. Unless otherwise stated, all the

spaces considered are Banach, with the norm ‖·‖ and the canonical dual pairing 〈·,·〉;
BX stands for the closed unit ball in X (we use the simplified notation B and B∗ for the

dual balls in X and X∗ if no confusion arises). Given spaces X and Y , �(X,Y) denotes

the collection of all bounded linear operators from X to Y .

Let L ⊂ X be a closed subspace of X. A projection from X to L is an operator πL ∈
�(X,X) such that the image of X under πL is L and the restriction of πL on L is the

identity operator. We will drop the subindex L if there is no confusion. Recall that L
is complemented in X if there is a closed subspace M of X with X = L⊕M . It is well

known that L is complemented inX if and only if there is a projection fromX to L, which

happens, in particular, when L is of finite dimension or finite codimension. Note also

that every closed subspace of X is complemented in X if and only if X is isomorphic

to a Hilbert space.

2. Restrictive metric regularity. Recall that metric regularity is a concept defined

for mappings between metric spaces; see [11] and the references therein. Given two

metric spaces (E1,d1) and (E2,d2) and a mapping f : E1 → E2, we say that f is metrically

regular around x̄ if there are neighborhoods U of x̄ and V of f(x̄) and a constant µ > 0

such that

dist
(
x;f−1(y)

)
:= inf

v∈f−1(y)
d1(x,v)≤ µd2

(
f(x),y

) ∀x ∈U, y ∈ V. (2.1)

When both spaces Ei in (2.1) are Banach (with X := E1, Y := E2, and the same notation

‖·‖ for the norms on X and Y ), (2.1) obviously reduces to (1.1). If in this case, f :X → Y
is strictly differentiable at x̄, then the surjectivity of ∇f(x̄) : X → Y is necessary and

sufficient for the metric regularity of f around x̄. What could be said about metric

regularity of f when ∇f(x̄) is not surjective? We suggest to consider the following

property concerning metric regularity of the restrictive mapping f :X → f(X).
Definition 2.1. Let f :X → Y be a mapping between Banach spaces. f is said to have

the RMR property around x̄, or f is RMR around this point, if the restrictive mapping

f : X → f(X) between X and the metric space f(X) ⊂ Y , whose metric is induced by

the norm on Y , is metrically regular around x̄ in the sense of (2.1).

One can easily see, by the classical open mapping theorem, that for linear mappings

f , the RMR property always holds if the subspace f(X) is closed in Y . However, the

situation is much more complicated for nonlinear mappings when the RMR property

may be violated even in the simplest cases as, for example, for f(x) = x2 around x̄ =
0∈R.
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Note that, although metric regularity is a local property, the image f(X) is a nonlocal

object in the sense that some points x situated far from x̄ may contribute to the image

of f around f(x̄). Indeed, consider the mapping f :R2 →R2 defined by

f(x) :=

(
x1−1,0

)
if x1 > 1,(

x1,x2
1

)
otherwise,

(2.2)

for all (x1,x2) ∈ R2. Then f is not RMR around (0,0), while the localized mapping

f : BR2 → f(BR2) satisfies the metric regularity property (2.1) around this point. Thus it

might be more appropriate to consider the metric regularity of f : U → f(U) for some

neighborhood U of x̄. However, the latter property is obviously equivalent to RMR of

the modified mapping f̃ :X → Y defined by

f̃ (x) :=
f(x) if x ∈U,
ỹ otherwise,

(2.3)

where ỹ is any fixed point of Y different from f(x̄). This allows us to confine our

consideration to the RMR property introduced above.

In the remaining part of this section, we establish effective necessary conditions,

sufficient conditions, and characterizations for the RMR property of mappings between

general Banach spaces. We start with an important necessary condition, which is widely

used in what follows.

Theorem 2.2. Let X and Y be Banach spaces, and let f : X → Y be RMR around x̄
and Fréchet differentiable at this point. Then ∇f(x̄)(X) is closed in Y .

Proof. Choose δ > 0 such that for any x ∈ x̄+δB, there is x̃ ∈ f−1(f (x)) satisfying

‖x̃− x̄‖ ≤ µ‖f(x)−f(x0)‖ for some constant µ > 0. Let y0 ∈ clA(X) for A :=∇f(x̄).
Then there are yk → y0 with yk ∈ A(X) and such that ‖yk+1−yk‖ < 1/2k for all k ∈
N := {1,2, . . .}. To proceed, we build a sequence {xk} ⊂X with the following properties:

∥∥xk+1−xk
∥∥< 3µ

2k
,
∥∥yk−A(xk)∥∥< 1

2k
, k∈N. (2.4)

Define xk iteratively. First let x1 be any point with A(x1) = y1. Then having x1, . . . ,xk
that satisfy (2.4), define xk+1 as follows. Fix u∈−1 (yk+1)−xk and choose a small t > 0

such that t‖u‖< δ and

∥∥∥∥f(x̄+th)−f(x̄)t
−A(h)

∥∥∥∥< 1
2k+2

whenever h∈max
{
‖u‖, 3µ

2k

}
B. (2.5)

This gives, in particular, that

∥∥∥∥f(x̄+tu)−f(x̄)t
−A(u)

∥∥∥∥< 1
2k+2

, (2.6)
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which implies the estimates

∥∥f(x̄+tu)−f(x̄)∥∥< t(∥∥A(u)∥∥+ 1
2k+2

)
= t
(∥∥yk+1−A

(
xk
)∥∥+ 1

2k+2

)
≤ t
(∥∥yk+1−yk

∥∥+∥∥yk−A(xk)∥∥+ 1
2k+2

)
< t
(

1
2k
+ 1

2k
+ 1

2k+2

)
<

3t
2k
.

(2.7)

Using now the RMR property of f around x̄, select x′ ∈X with f(x′)= f(x̄+tu) and

∥∥x′ − x̄∥∥< 3µt
2k
. (2.8)

Putting v := (x′ − x̄)/t and xk+1 := xk+v , we observe that xk, xk+1 satisfy the first

inequality in (2.4). It remains to show that

∥∥yk+1−A
(
xk+1

)∥∥< 1
2k+1

. (2.9)

To furnish this, note that ∥∥∥∥f(x̄+tv)−f(x̄)t
−A(v)

∥∥∥∥< 1
2k+2

(2.10)

by (2.5). Thus one has the estimate∥∥∥∥f(x̄+tu)−f(x̄)t
−A(v)

∥∥∥∥< 1
2k+2

(2.11)

due to x̄+tv = x′ and f(x′)= f(x̄+tu). Combining the latter inequality with that in

(2.6), we arrive at

∥∥A(u)−A(v)∥∥< 1
2k+1

. (2.12)

Then the required estimate (2.9) follows from the observation thatA(u)−A(v)=yk+1−
A(xk+1), which justifies (2.4).

It is clear from (2.4) that {xk} is a Cauchy sequence in X, and hence it converges to

some point x̂ ∈X. On the other hand, we have from (2.4) that limA(xk)= limyk =y0.

Thus A(x̂)=y0, that is, y0 ∈A(X). By the choice of y0, we finally conclude that A(X)
is closed in Y , which completes the proof of the theorem.

Remark 2.3. It is easy to observe from the proof of Theorem 2.2 that the same

conclusion holds true if the RMR property of f around x̄ is relaxed as follows: there

are a neighborhood V of f(x̄) and a constant µ > 0 such that, given any y ∈ V ∩f(X),
there exists x′ ∈ f−1(y) satisfying ‖x′ − x̄‖ < µ‖y − f(x̄)‖. Also we do not need to

require the completeness of the normed space Y . Indeed, a slight modification of the

proof allows us to show that A(X) is complete in this case, which is all we need.
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To continue, for the given mapping f :X → Y , we define the Lipschitzian modulus of

f in the ball x̄+δBX by

�f (x̄;δ) := sup
x1,x2∈x̄+δBX

x1 �=x2

∥∥f (x1
)−f (x2

)∥∥∥∥x1−x2

∥∥ (2.13)

and observe that f is Lipschitz continuous around x̄ if and only if �f (x̄;δ) < ∞ for

some δ > 0. Given another mapping g : X → Y , we denote for simplicity �f ,g(x̄;δ) :=
�f−g(x̄;δ). In this notation, a mapping f : X → Y is strictly differentiable at x̄ if there

is a bounded linear operator ∇f(x̄) : X → Y with �f ,∇f(x̄)(x̄;δ) → 0 as δ ↓ 0. For con-

venience, we denote rf (x̄;δ) := �f ,∇f(x̄)(x̄;δ) and call the function rf (x̄;·) : (0,∞) →
(0,∞] the rate of strict differentiability of f at x̄.

Theorem 2.4. Let X and Y be Banach spaces, and let A :X → Y be a bounded linear

operator such that the space A(X) is closed and complemented in Y . Then there exist

positive constants γ and µ with the following properties.

Given f : X → Y with �f ,A(x̄;δ) < γ for some δ > 0, there are neighborhoods U of

x̄ and V of f(x̄) such that for any x ∈ U and y ∈ V , there is xy ∈ X satisfying the

estimates

∥∥y−f (xy)∥∥≤ µdist
(
y−f (xy);A(X)), ∥∥x−xy∥∥≤ µ∥∥f(x)−y∥∥. (2.14)

To be precise, xy can be chosen so that the first estimate in (2.14) is replaced with

π
(
y−f (xy))= 0 (2.15)

for any given projection π from Y to A(X).

Proof. Since A(X) is closed and complemented in Y , there is a closed subspace

Y1 ⊂ Y such that Y = Y1⊕A(X). Picking any y ∈ Y , we uniquely represent it as y =
y1+y2 with some y1 ∈ Y1, y2 ∈A(X) and define projections πi : Y → Y by πi(y)=yi,
i= 1,2. It is well known that the norm

‖y‖1 := ∥∥π1(y)
∥∥+∥∥π2(y)

∥∥ (2.16)

is equivalent to the original one. This gives us a constant µ1 > 0 with ‖y‖1 ≤ µ1‖y‖ for

all y ∈ Y . Thus ∥∥π1(y)
∥∥= ∥∥π1(y−ỹ)

∥∥≤ ∥∥π1(y−ỹ)
∥∥+∥∥π2(y−ỹ)

∥∥
= ‖y−ỹ‖1 ≤ µ1‖y−ỹ‖ ∀y ∈ Y , ỹ ∈A(X). (2.17)

Applying the classical open mapping theorem to the operator A : X → A(X), we find

µ2 > 0 such that for any y ∈A(X), there is x ∈A−1(y) with ‖x‖ ≤ µ2‖y‖. Now denote

γ := 1
2µ1µ2+2µ2

, µ :=max
{
µ1,2µ1µ2

}
(2.18)

and show that these are the constants we are looking for.
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It is clear that every f satisfying the assumptions of the theorem is Lipschitz contin-

uous around x̄. Define

V := f(x̄)+
(

δ
8µ1µ2

)
B, U := f−1(V)∩

(
x̄+

(
δ
2

)
B
)

(2.19)

and fix x̂ ∈U , ỹ ∈ V . Starting with x0 := x̂, we find x1 ∈X such that

A
(
x1−x0

)=π2
(
ỹ−f (x0

))
,∥∥x1−x0

∥∥≤ µ2

∥∥π2
(
ỹ−f (x0

))∥∥≤ µ1µ2

∥∥ỹ−f(x̂)∥∥≤ δ
4
,

(2.20)

which implies x1 ∈ x̄+δB. Next we iteratively define a sequence {xk} ⊂ X as follows.

Given xk, xk+1, choose xk+2 satisfying

A
(
xk+2−xk+1

)=A(xk+1−xk
)−π2

(
f
(
xk+1

)−f (xk)),∥∥xk+2−xk+1

∥∥≤ µ2

∥∥A(xk+1−xk
)−π2

(
f
(
xk+1

)−f (xk))∥∥. (2.21)

We proceed to show that xk ∈ x̄+δB by induction. Assume x0, . . . ,xk+1 ∈ x̄+δB and get

∥∥xk+2−xk+1

∥∥≤ µ2

∥∥A(xk+1−xk
)−π2

(
f
(
xk+1

)−f (xk))∥∥
= µ2

∥∥−[f (xk+1
)−f (xk)−A(xk+1−xk

)]+π1
(
f
(
xk+1

)−f (xk))∥∥
≤ µ2

(∥∥f (xk+1
)−f (xk)−A(xk+1−xk

)∥∥+∥∥π1
(
f
(
xk+1

)−f (xk))∥∥)
≤ µ2

(
�f ,A(x̄;δ)

∥∥xk+1−xk
∥∥+µ1

∥∥f (xk+1
)−f (xk)−A(xk+1−xk

)∥∥)
≤ µ2

(
1+µ1

)
�f ,A(x̄;δ)

∥∥xk+1−xk
∥∥< 1

2

∥∥xk+1−xk
∥∥,

(2.22)

which clearly implies that

∥∥xk+2−xk+1

∥∥≤ 2−k−1
∥∥x1−x0

∥∥, (2.23)

∥∥xk+2−x0

∥∥≤ k+1∑
i=0

∥∥xi+1−xi
∥∥≤ k+1∑

i=0

2−i
∥∥x1−x0

∥∥< 2
∥∥x1−x0

∥∥≤ δ
2
. (2.24)

Hence xk+2 ∈ x̄+δB, and (2.23) holds for all k≥ 0 by induction. The latter implies that

for any m∈N, one has

∥∥xk+m−xk∥∥≤m−1∑
i=0

∥∥xk+i+1−xk+i
∥∥≤m−1∑

i=0

2−k−i
∥∥x1−x0

∥∥ �→ 0 as k �→∞. (2.25)

Therefore, {xk} is a Cauchy sequence that converges to some point x̃ ∈ X. By (2.24),

we observe that

‖x̃− x̂‖ ≤ 2
∥∥x1−x0

∥∥≤ 2µ1µ2

∥∥ỹ−f(x̂)∥∥≤ µ∥∥ỹ−f(x̂)∥∥, (2.26)
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which ensures the second estimate in (2.14). It remains to show that ỹ − f(x̃) ∈ Y1

which gives (2.15) and hence the first estimate in (2.14) by (2.17). It follows from (2.20)

and (2.21) that

A
(
xk+2−xk+1

)=−π2
(
f
(
xk+1

)−ỹ) ∀k∈N. (2.27)

Passing there to the limit as k→∞, we get π2(f (x̃)− ỹ) = 0 and complete the proof.

The proof of Theorem 2.4 is based on a modified iteration procedure that goes back

to the original proofs of Lyusternik and Graves. The above result, in contrast to other

generalizations of the Lyusternik-Graves theorem, does not require the surjectivity as-

sumption on underlying linear operatorA, while it requires thatA(X) be complemented

in Y . The latter condition is essential for property (2.15). We strongly believe that it can

be relaxed to establish the metric regularity estimates (2.14).

When A is surjective, Theorem 2.4 implies the following well-known result that was

mainly obtained by Ioffe and Tihomirov [12] with a different proof; see also [6] and the

references therein.

Corollary 2.5. Let A : X → Y be a surjective bounded linear operator between Ba-

nach spaces. Then there is γ > 0 such that every mapping f :X → Y with �f ,A(x̄;δ) < γ
for some δ > 0 is metrically regular around x̄ and the constant µ > 0 in the metric

regularity property can be chosen independent of f .

When A is injective in Theorem 2.4, we have the next corollary ensuring the uniform

RMR property of f around x̄.

Corollary 2.6. Let A : X → Y be an injective bounded linear operator between Ba-

nach spaces. Assume that A(X) is closed and complemented in Y . Then there is γ > 0

such that, for every mapping f : X → Y satisfying �f ,A(x̄;δ) < γ with some number

δ > 0, the localized mapping f : [x̄+δB] → f(x̄+δB) is metrically regular around x̄
with a constant µ > 0 independent of f .

Proof. Consider the mapping f̃ := (π ◦ f) : X → A(X), where π is a projection

from Y to A(X). Using Corollary 2.5, we conclude that f̃ is open around x̄. Since the

linear operator A : X → A(X) is surjective and injective, its inverse operator A−1 :

A(X) → X is single-valued and bounded. We show that f̃ is injective on x̄+δB when

γ < ‖π‖−1‖A−1‖−1. Indeed, if f̃ (x1)= f̃ (x2) for x1,x2 ∈ x̄+δB with x1 �= x2, then∥∥f (x1
)−f (x2

)−A(x1−x2
)∥∥∥∥x1−x2

∥∥
≥ ‖π‖

−1
∥∥f̃ (x1

)− f̃ (x2
)−A(x1−x2

)∥∥∥∥x1−x2

∥∥
= ‖π‖

−1
∥∥A(x1−x2

)∥∥∥∥x1−x2

∥∥ ≥ ‖π‖−1
∥∥A−1

∥∥−1,

(2.28)

which contradicts the choice of γ. Then we apply Theorem 2.4 to get the conclusion.
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For further results, we need to introduce another modulus involving the mapping

f :X → Y and a linear operator A :X → Y between Banach spaces:

ϑf,A(x̄;δ) := sup
y1,y2∈f(X)∩(f (x̄)+δB)

y1 �=y2

dist
(
y2−y1;A(X)

)∥∥y2−y1

∥∥ . (2.29)

The following useful relationship can be easily derived from the definitions.

Proposition 2.7. Taking a mapping f : X → Y and a linear operator A : X → Y
between Banach spaces, assume that f is RMR around x̄. Then there are positive numbers

µ > 0 and δ0 such that

ϑf,A(x̄;δ)≤ µ�f,A(x̄;µδ) ∀δ < δ0. (2.30)

The next result shows that, roughly speaking, f : X → f(X) ⊂ Y is RMR around x̄ if

and only if f(X) is locally homeomorphic to A(X) for some linear bounded operator

A :X → Y close to f , that is, the modulus �f ,A is sufficiently small.

Proposition 2.8. LetA :X → Y be a linear bounded operator between Banach spaces

such that A(X) is closed and complemented in Y , and let π be a projection from Y to

A(X). Then the following hold.

(a) There is γ > 0 such that, for every mapping f :X → Y satisfying the RMR property

around x̄ and the estimate �f ,A(x̄;δ) < γ with some δ > 0, the projection π is a local

homeomorphism between f(X) and A(X) around f(x̄).
(b) There is γ > 0 such that every mapping f : X → Y satisfying �f ,A(x̄;δ) < γ with

some δ > 0 is RMR around x̄ provided that the projection π is a local homeomorphism

between f(X) and A(X) around f(x̄).

Proof. It follows from Theorem 2.4 and Proposition 2.7.

Corollary 2.9. Let f : X → Y be a mapping between Banach spaces that is strictly

differentiable at x̄. Assume that ∇f(x̄)(X) is closed and complemented in Y . Then f is

RMR around x̄ if and only if each projection from Y to ∇f(x̄)(X) is a local homeomor-

phism between f(X) and ∇f(x̄)(X).
The next result gives necessary and sufficient conditions for RMR of strictly differ-

entiable mappings. In its formulation, we use, beside the modulus ϑ from (2.29), the

following construction of the tangent cone to a set Ω ⊂X at x̄ ∈Ω:

T(x̄;Ω) := {v ∈X | ∃vk �→ v,tk ↓ 0,xk
Ω
���������������������→ x̄ with xk+tkvk ∈Ω

}
, (2.31)

where xk
Ω→ x̄ means that xk → x̄ with xk ∈Ω as k→∞. Note that this tangent cone is

an enlargement of the well-known (Bouligand) contingent cone corresponding to (2.29)

with xk = x̄ for all k∈N.
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Theorem 2.10. Let f : X → Y be a mapping between Banach spaces that is strictly

differentiable at x̄. Consider the following conditions:

(a) f is RMR around x̄;

(b) ϑf,∇f(x̄)(x̄;δ)→ 0 as δ ↓ 0 and ∇f(x̄)(X) is closed;

(c) T(f(x̄);f(X))=∇f(x̄)(X).
Then (a)⇒(b)⇒(c). Moreover, (b)⇒(a) if ∇f(x̄)(X) is closed and complemented in Y . Also

(c)⇒(a) when codim∇f(x̄)(X) <∞.

Proof. Implication (a)⇒(b) is straightforward, while (b)⇒(a) follows from Proposi-

tion 2.8 under the assumptions made. To prove (b)⇒(c), we first observe that∇f(x̄)(X)
⊂ T(f(x̄);f(X)) by the strict differentiability of f at x̄. Now pick u ∈ T(f(x̄);f(X))
and find by (2.31) sequences uk→u, yk→ f(x̄), and tk ↓ 0 such that yk+tkuk ∈ f(X)
for all k∈N. Property (b) ensures the existence of ỹk ∈∇f(x̄)(X)with ‖uk−ỹk/tk‖→ 0

as k→∞. This gives ỹk/tk→u as k→∞ and hence u∈∇f(x̄)(X), which yields (c).

Finally, we prove (c)⇒(a) assuming that the space ∇f(x̄)(X) is finite codimensional.

Thus there is a finite-dimensional space Y1 ⊂ Y with Y1⊕∇f(x̄)(X) = Y . By Theorem

2.4, we find neighborhoods U of x̄ and V of f(x̄) as well as a number µ > 0 such that,

for any x ∈U and y ∈ V , there exists xy ∈X satisfying

y−f (xy)∈ Y1,
∥∥x−xy∥∥≤ µ∥∥f(x)−y∥∥. (2.32)

To justify (a), one needs to show that y = f(xy) provided that y ∈ f(X) and that U
and V are sufficiently small. Assuming the contrary, we find xk → x̄ and yk → f(x̄)
with yk ∈ f(X) such that 0 �= yk−f(xk) ∈ Y1. Denote tk := ‖yk−f(xk)‖ and uk :=
(yk−f(xk))/tk. Since Y1 is finite dimensional, uk converges to some 0 �=u∈ Y1 along

a subsequence. On the other hand, u∈ T(f(x̄);f(X))=∇f(x̄)(X) by (c) and the con-

struction ofuk. Thusu= 0, which is a contradiction. This completes the proof of (c)⇒(a)

and of the whole theorem.

3. First-order calculus. In this section, we give applications of the RMR property to

first-order calculus rules for sequential limiting generalized differential constructions

in arbitrary Banach spaces. Other applications of metric regularity and related proper-

ties to generalized differential calculus can be found in [11, 13, 15], and the references

therein. The results presented below seem to be new even in the case of applications of

the classical (not restrictive) metric regularity property for mappings between general

Banach spaces.

First we define the generalized differential constructions of our study; see [19, 25]

and their bibliographies for the history of these constructions and more discussions.

Given Ω ⊂X and x̄ ∈Ω, we define the set of ε-normals to Ω at x̄ by

N̂ε(x̄;Ω) :=
x∗ ∈X∗ | limsup

x
Ω������������→x̄

〈
x∗,x− x̄〉
‖x− x̄‖ ≤ ε

, ε ≥ 0. (3.1)
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When ε = 0, this is a cone called the prenormal cone or the Fréchet normal cone and

denoted by N̂(x̄;Ω). Then the basic/limiting normal cone to Ω at x̄ is given by

N(x̄;Ω) := {x∗ ∈X∗ | ∃εk ↓ 0, x∗k
w∗
������������������������������������������������→ x∗, xk Ω

���������������������→ x̄ with x∗k ∈ N̂εk
(
xk;Ω

)}
, (3.2)

where the limits in (3.2) are sequential. When X is Asplund and Ω is closed around

x̄, one can equivalently put εk = 0 in (3.2) and the subsequent limiting constructions;

see [25]. However, εk cannot be removed from the definitions without loss of crucial

properties in general Banach space settings, as one can see in the arguments and results

below.

A set Ω ⊂ X is called normally regular at x̄ ∈ Ω if N̂(x̄;Ω) = N(x̄;Ω). This class

includes, in particular, all convex sets, sets with smooth boundaries, and so forth. New

calculus results for normal regularity are obtained in this section being incorporated

in calculus rules for normal cones.

Given a set-valued mapping F : X⇒Y between Banach spaces, we define its ε-
coderivative, normal coderivative, and mixed coderivative at (x̄, ȳ) ∈ gphF by, respec-

tively,

D̂∗ε F(x̄, ȳ)
(
y∗
)

:= {x∗ ∈X∗ | (x∗,−y∗)∈ N̂ε((x̄, ȳ);gphF
)}
, (3.3)

D∗NF(x̄,ȳ)
(
y∗
)

:= {x∗ ∈X∗ | (x∗,−y∗)∈N((x̄, ȳ);gphF
)}
, (3.4)

D∗MF(x̄,ȳ)
(
y∗
)

:=
{
x∗ ∈X∗∣∣∃εk ↓ 0,

(
xk,yk

) F
��������������������������������→ (x̄, ȳ),

x∗k
w∗
������������������������������������������������→ x∗, y∗k

‖·‖
������������������������������������������→y∗, with x∗k ∈ D̂∗εkF

(
xk,yk

)(
y∗k
)}
,

(3.5)

for all y∗ ∈ Y∗, where (xk,yk)
F
������→ (x̄, ȳ) means that (xk,yk)→ (x̄, ȳ) with (xk,yk) ∈

gphF . We say that F is N-regular (resp.,M-regular ) at (x̄, ȳ) if D̂∗F(x̄,ȳ)=D∗NF(x̄,ȳ)
(resp., D̂∗F(x̄,ȳ)=D∗MF(x̄,ȳ)).

Given an extended real-valued function ϕ : X → R := [−∞,∞] finite at x̄, we define

its (first-order) ε-subdifferential and basic subdifferential by, respectively,

∂̂εϕ(x̄) := D̂∗ε Eϕ
(
x̄,ϕ(x̄)

)
(1), ∂ϕ(x̄) :=D∗Eϕ

(
x̄,ϕ(x̄)

)
(1), (3.6)

where Eϕ : X → R is the epigraphical multifunction with gphEϕ = epiϕ and where

D∗Eϕ := D∗NEϕ = D∗MEϕ, since there is no difference between the normal and mixed

coderivatives for mappings with values in finite-dimensional spaces. A function ϕ is

said to be lower regular at x̄ if ∂̂ϕ(x̄)= ∂ϕ(x̄).
Note that the above subdifferential constructions admit intrinsic analytic representa-

tions not directly involving generalized normals; see [25] and its references. The given

definitions allow us to develop a geometric approach to generalized differential calculus

based just on calculus rules for generalized normals.

First we obtain two-sided uniform estimates of ε-normals for inverse images of sets

f−1(Ω) := {x ∈X | f(x)∈Ω} (3.7)

under mappings f :X → Y having the RMR property.
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Theorem 3.1. Let f : X → Y be a mapping between Banach spaces that is Lipschitz

continuous around some point x̄, let A : X → Y be a linear bounded operator, and let Ω
be a subset of Y with ȳ := f(x̄) ∈ Ω. Then there are positive constants δ̄ and µ1 such

that for every ε ≥ 0, δ∈ (0, δ̄), x̂ ∈ f−1(Ω)∩(x̄+δB), and y∗ ∈ N̂ε(f (x̂);Ω∩f(X)),

A∗y∗ ∈ N̂ε1
(
x̂;f−1(Ω)

)
ε1 := µ1ε+

∥∥y∗∥∥�f ,A(x̄;δ). (3.8)

If, in addition, f is RMR around x̄ and A(X) is closed in Y , then there is µ2 > 0 such

that for every x∗ ∈ N̂ε(x̂;f−1(Ω)), x̂∗ ∈ x∗+(ε+µ2(ε+‖x∗‖)�f ,A(x̄;δ))B∗ satisfying

(A∗)−1(x̂∗) �= ∅ and

y∗ ∈ N̂ε2
(
f(x̂);Ω∩f(X)) ε2 := µ2ε+µ2

(∥∥x∗∥∥+∥∥y∗∥∥)�f ,A(x̄;δ) (3.9)

whenever y∗ ∈ (A∗)−1(x̂∗).

Proof. Without loss of generality, we assume that Ω ⊂ f(X) throughout the proof.

Fix x̂ as in the theorem and put ŷ := f(x̂),y∗ ∈ N̂ε(ŷ ;Ω). Choose δ̄ such that �f (x̄; δ̄) <
∞. Then we have

limsup

x
f−1(Ω)
��������������������������������������������������������������������������������������������������������������������������������→x̂

〈
A∗y∗,x− x̂〉
‖x− x̂‖ = limsup

x
f−1(Ω)
��������������������������������������������������������������������������������������������������������������������������������→x̂

〈
y∗,A(x− x̂)〉
‖x− x̂‖

≤ limsup

x
f−1(Ω)
��������������������������������������������������������������������������������������������������������������������������������→x̂

〈
y∗,f (x)−f(x̂)〉

‖x− x̂‖ +∥∥y∗∥∥�f ,A(x̄;δ)

≤ limsup

y
Ω������������→ŷ

max

{
0,

〈
y∗,y−ŷ〉

�f (x̄; δ̄)−1‖y−ŷ‖

}
+∥∥y∗∥∥�f ,A(x̄;δ)

≤ �f (x̄; δ̄)ε+∥∥y∗∥∥�f ,A(x̄;δ),
(3.10)

which implies (3.8) with µ1 := �f (x̄; δ̄) by definition (3.1).

The proof of (3.9) is more involved. First observe that

∥∥f(x̂+tv)−ŷ∥∥≤ �f ,A(x̄;δ)‖v‖t (3.11)

for all v ∈ kerA and small t > 0. By the RMR property of f around x̄, we find xt ∈
f−1(ŷ) such that ‖x̂+tv−xt‖ ≤ µ�f,A(x̄;δ)‖v‖t for some constant µ > 0 and for each

small t > 0. Then for any γ > 0, one has

〈
x∗,xt− x̂

〉≤ (ε+γ)∥∥xt− x̂∥∥≤ (ε+γ)(1+µ�f,A(x̄;δ)
)‖v‖t (3.12)

when t is close to zero. On the other hand,

〈
x∗,xt− x̂

〉= 〈x∗, tv〉+〈x∗,xt− x̂−tv〉≥ t〈x∗,v〉−µ∥∥x∗∥∥�f ,A(x̄;δ)‖v‖t. (3.13)
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Thus we have the estimate〈
x∗,v

〉≤ µ∥∥x∗∥∥�f ,A(x̄;δ)‖v‖+(ε+γ)(1+µ�f,A(x̄;δ)
)‖v‖ (3.14)

for any γ > 0, which implies that 〈
x∗,v

〉≤ ε̂‖v‖ (3.15)

whenever v ∈ kerA, with

ε̂ := ε+µ(ε+∥∥x∗∥∥)�f ,A(x̄;δ). (3.16)

The Hahn-Banach theorem allows us to extend x∗|kerA to some x̃∗ ∈X∗ with ‖x̃∗‖ ≤ ε̂.
Now we let x̂∗ := x∗− x̃∗ and construct a linear functional ŷ∗ on A(X) by〈

ŷ∗,y
〉

:= 〈x̂∗,x〉 for any y ∈A(X), x ∈A−1(y). (3.17)

Since kerA⊂ ker(x̂∗), this functional is well defined. The RMR property ofA :X →A(X)
(which is automatic due to the closedness of A(X)) implies that ŷ∗ is bounded. Using

the Hahn-Banach theorem again, we extend ŷ∗ to some functional ỹ∗ ∈ Y∗. One clearly

has x̂∗ =A∗ỹ∗, and hence (A∗)−1(x̂∗) �= ∅.

Take an arbitrary functional y∗ ∈ (A∗)−1(x̂∗). It remains to show that y∗ ∈ N̂ε2(ŷ ;

Ω), where ε2 is defined in (3.9) with some µ2 ≥ µ. To proceed, we use the assumed

RMR property of f around x̄ and for any y ∈ Ω close to ŷ , find xy ∈ f−1(y) such

that ‖xy − x̂‖ ≤ µ̂‖y− ŷ‖ with some constant µ̂ > 0. Therefore, xy → x̂ when y → ŷ .

Furthermore, ∥∥y−ŷ−A(xy− x̂)∥∥≤ �f ,A(x̄;δ)
∥∥xy− x̂∥∥ (3.18)

whenever y is close to ŷ . Thus we have the estimates

limsup

y
Ω������������→ŷ

〈
y∗,y−ŷ〉
‖y−ŷ‖

≤ limsup

y
Ω������������→ŷ

[〈
y∗,A

(
xy− x̂

)〉
‖y−ŷ‖ + �f ,A(x̄;δ)

∥∥xy− x̂∥∥
‖y−ŷ‖

∥∥y∗∥∥]

≤ limsup

y
Ω������������→ŷ

〈
x∗− x̃∗,xy− x̂

〉
‖y−ŷ‖ + µ̂�f ,A(x̄;δ)

∥∥y∗∥∥
≤ limsup

y
Ω������������→ŷ

[〈
x∗,xy− x̂

〉
‖y−ŷ‖ +

∥∥x̃∗∥∥·∥∥xy− x̂∥∥
‖y−ŷ‖

]
+ µ̂�f ,A(x̄;δ)

∥∥y∗∥∥
≤ limsup

y
Ω������������→ŷ

max

{
0,
〈
x∗,xy− x̂

〉
µ̂−1‖xy− x̂‖

}
+ µ̂ε̂+ µ̂�f ,A(x̄;δ)

∥∥y∗∥∥
≤ µ̂ε+ µ̂ε̂+ µ̂�f ,A(x̄;δ)

∥∥y∗∥∥≤ µ2ε+µ2
(∥∥x∗∥∥+∥∥y∗∥∥)�f ,A(x̄;δ)= ε2,

(3.19)

where µ2 :=max{µ,µ̂+ µ̂µ�f ,A(x̄; δ̄), µ̂µ, µ̂} ≥ µ. This completes the proof.
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Remark 3.2. (i) When f is strictly differentiable at x̄, we can take A := ∇f(x̄) with

�f ,A(x̄;δ) replaced by the rate of strict differentiability rf (x̄;δ) in Theorem 3.1. Note

that the subspace ∇f(x̄)(X) is closed in Y by Theorem 2.2. In this case, necessary and

sufficient conditions for the RMR property of f around x̄ are given in Theorem 2.10. If,

in addition,∇f(x̄) is surjective, then f is metrically regular around x̄ by the Lyusternik-

Graves theorem and (3.9) reduces to

x∗ ∈∇f(x̄)∗N̂ε2
(
f(x̂);Ω

)+(ε+µ2
(
ε+∥∥x∗∥∥)rf (x̄;η)

)
B∗ (3.20)

for any x∗ ∈ N̂ε(x̂;f−1(Ω)), where ε2 := µ2ε+µ2‖x∗‖rf (x̄;δ). In particular, when x̂ is

replaced by x̄, the following holds:

N̂ε
(
x̄;f−1(Ω)

)⊂∇f(x̄)∗N̂µ2ε
(
f(x̄);Ω

)+εB∗ ∀ε ≥ 0. (3.21)

(ii) It is important to put Ω∩ f(X) in (3.9) but not Ω. To illustrate this, consider

f :R2 →R2 and Ω ⊂R2 defined by

f(u,v) := (u,0) ∀(u,v)∈R2, Ω := {(u,v)∈R2 with |u| ≥ |v|}. (3.22)

Then (3.9) fails for x̄ = x̂ = 0 if Ω∩f(X) is replaced by Ω.

(iii) Note that the uniform estimates in Theorem 3.1 are distinguished from the re-

sults of “fuzzy calculus” type available under other assumptions for such constructions

in Asplund spaces; see, for example, [11, 25] with their references. The main differences

are that we get uniform qualitative estimates of ε-normals for all points around the ref-

erence ones, while fuzzy calculus results involve only some of them. These advantages

of Theorem 3.1 are used in what follows.

Theorem 3.1 directly implies the following two calculus rules of equality type for

Fréchet normals to inverse images.

Corollary 3.3. Let f : X → Y be a mapping between Banach spaces that is strictly

differentiable at x̄ and such that f(x̄)∈Ω. Assume that f is RMR around x̄. Then

N̂
(
x̄;f−1(Ω)

)=∇f(x̄)∗N̂(f(x̄);Ω∩f(X)),(∇f(x̄)∗)−1N̂
(
x̄;f−1(Ω)

)= N̂(f(x̄);Ω∩f(X)). (3.23)

Proof. Both equalities follow from Theorem 3.1, with A=∇f(x̄), ε = 0, x̂ = x̄, and

δ ↓ 0.

Note that the first equality implies the second one in Corollary 3.3 when ∇f(x̄) is

surjective, that is, when f is metrically regular around x̄. In general, they are indepen-

dent as can be easily illustrated by simple examples.

Next, we intend to derive exact formulas for computing basic normals (3.2) to inverse

images by passing to the limit from the estimates of Theorem 3.1. To proceed, we

need to introduce first the following weak∗ extensibility property, which is related but

somewhat different from the Banach extensibility property (see, e.g., [5]) and plays an

essential role in the subsequent results of this paper.
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Definition 3.4. Let L be a closed linear subspace of a Banach space X. L is w∗-

extensible in X if every sequence {v∗k } ⊂ L∗, with v∗k
w∗
������������������������������������������������→ 0 as k→∞, contains a subse-

quence {v∗kj} such that each v∗kj can be extended to x∗j ∈X∗ with x∗j
w∗
������������������������������������������������→ 0 as j→∞.

The next proposition shows that the w∗-extensibility property always holds for

complemented subspaces of arbitrary Banach spaces and also, unconditionally, in a

broad class of Banach spaces including all Asplund spaces, weakly compactly gener-

ated spaces, spaces admitting smooth renorms of any kind, and so forth.

Proposition 3.5. Let L be a closed linear subspace of a Banach space X. Then L is

w∗-extensible in X if one of the following conditions holds:

(a) L is complemented in X;

(b) the closed unit ball of X∗ is weak∗ sequentially compact.

Proof. Let L be complemented in X, and let π : X → L be a projection operator.

Putting x∗k := 〈v∗k ,π(x)〉 onX, we conclude that x∗k is an extension of v∗k with x∗k
w∗
������������������������������������������������→ 0,

that is, L is w∗-extensible in X in case (a).

To justify this property in case (b) for every L⊂X, we take an arbitrary sequence v∗k
from Definition 3.4 and observe that it is bounded in L∗ due to the weak∗ convergence.

By the Hahn-Banach theorem, we extend each v∗k to x̃∗k ∈ X∗ such that the sequence

{x̃∗k } is still bounded in X∗. Since BX∗ is assumed to be weak∗ sequentially compact,

there are x∗ ∈ X∗ and a weak∗ convergent subsequence x̃∗kj
w∗
������������������������������������������������→ x∗ as j →∞. Putting

x∗j := x̃∗kj −x∗, we complete the proof of the proposition.

We show that the w∗-extensibility property may not hold even in some classical

Banach spaces.

Example 3.6. The subspace L= c0 is not w∗-extensible in X = �∞.

Proof. Recall that c0 is a Banach space of all real sequences convergent to zero

that is endowed with the supremum norm. Let v∗k := ξ∗k ∈ c∗0 , where ξ∗k maps every

vector from c0 to its kth component. Assume that there is an increasing sequence of

kj ∈ N such that v∗kj can be extended to x∗j ∈ (�∞)∗ with x∗j
w∗
������������������������������������������������→ 0. Define a closed

linear subspace of �∞ by

Z := {(α1,α2, . . .
)∈ �∞ |αk = 0 if k ∉

{
k1,k2, . . .

}}
(3.24)

and a linear bounded operator A : �∞ → Z by

A
(
α1,α2, . . .

)
:= (β1,β2, . . .

) ∀(α1,α2, . . .
)∈ �∞, (3.25)

where one has

βk =
αj if k= kj, j ∈N,

0 otherwise.
(3.26)
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Taking the above sequence {x∗j }, we denote z∗j := x∗j |Z and form a linear bounded

operator B : Z → c0 by

B(z) := (〈z∗1 ,z〉,〈z∗2 ,z〉, . . .)∈ c0 ∀z ∈ Z. (3.27)

Then the operator (B ◦A) : �∞ → c0 is bounded and its restriction (B ◦A)|c0 is the

identity operator on c0. Therefore, (B◦A) is a projection of �∞ to c0, which means that

c0 is complemented in �∞. It is well known that the latter is not true, and hence we get

a contradiction. This proves that c0 is not w∗-extensible in �∞.

We show that linear operators with w∗-extensible ranges enjoy a certain stability

property, which is crucial for the subsequent applications in this paper.

Proposition 3.7. Let A : X → Y be a linear continuous operator between Banach

spaces. Assume that A(X) is closed and w∗-extensible in Y and take x∗k ∈A∗(Y∗) with

x∗k
w∗
������������������������������������������������→ x∗. Then (A∗)−1(x∗) �= ∅, and for every y∗ ∈ (A∗)−1(x∗), there is a sequence

y∗k ∈ (A∗)−1(x∗k ) that contains a subsequence weak∗ convergent to y∗.

Proof. It is well known that the range A∗(Y∗) of the adjoint operator to A is weak∗

closed in X∗ if L := A(X) is closed in Y . Thus x∗ ∈ A∗(Y∗), that is, (A∗)−1(x∗) �= ∅.

Take any y∗ ∈ (A∗)−1(x∗), arbitrarily choose ŷ∗k ∈ (A∗)−1(x∗k ), and let v∗k := ŷ∗k |L.
Then v∗k

w∗
������������������������������������������������→y∗|L in L∗. Since the space L is closed and w∗-extensible in Y , we find an

extension ỹ∗k of v∗k −y∗|L for each k∈N such that {ỹ∗k } contains a subsequence that

weak∗ converges to zero. Now letting y∗k := y∗+ ỹ∗k , we check that A∗(y∗k ) = x∗k and

that {y∗k } contains a subsequence weak∗ convergent to y∗.

Theorem 3.8. Let f : X → Y be a mapping between Banach spaces. Assume that f
is strictly differentiable at x̄ and RMR around this point, and that the derivative image

∇f(x̄)(X) is w∗-extensible in Y . Then for any Ω ⊂ Y with f(x̄)∈Ω,

N
(
x̄;f−1(Ω)

)=∇f(x̄)∗N(f(x̄);Ω∩f(X)),(∇f(x̄)∗)−1N
(
x̄;f−1(Ω)

)=N(f (x̄);Ω∩f(X)). (3.28)

Moreover, f−1(Ω) is normally regular at x̄ if and only if Ω∩f(X) has this property at

f(x̄).

Proof. Let ȳ := f(x̄) and pick any y∗ ∈N(ȳ ;Ω∩f(X)). Then using the definition

of basic normals and the RMR property of f around x̄, we find sequences εk ↓ 0, xk→ x̄,

and y∗k
w∗
������������������������������������������������→y∗ such that

xk ∈ f−1(Ω), y∗k ∈ N̂ε1k
(
f
(
xk
)
;Ω∩f(X)), ∀k∈N. (3.29)

Applying inclusion (3.8) in Theorem 3.1 with A :=∇f(x̄), we get

∇f(x̄)∗y∗k ∈ N̂ε1k
(
xk;f−1(Ω)

)
, ε1k := µ1εk+

∥∥y∗k ∥∥rf (x̄;
∥∥xk− x̄∥∥), (3.30)
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where rf (x̄;‖xk−x̄‖)→ 0 as k→∞ due to the strict differentiability of f at x̄. Since the

sequence {y∗k } is uniformly bounded in Y∗ by the unform boundedness principle, we

have ε1k ↓ 0 as k→∞. Thus ∇f(x̄)∗y∗ ∈N(x̄;f−1(Ω)), which justifies the inclusion

∇f(x̄)∗N(f(x̄);Ω∩f(X))⊂N(x̄;f−1(Ω)
)

(3.31)

and hence the one in

(∇f(x̄)∗)−1N
(
x̄;f−1(Ω)

)⊃N(f(x̄);Ω∩f(X)) (3.32)

without the w∗-extensibility assumption on ∇f(x̄)(X). We prove that the opposite

inclusion holds in (3.32) and hence in (3.31) under the latter assumption.

Picking x∗ ∈N(x̄;f−1(Ω)), we find sequences εk ↓ 0, xk ∈ f−1(Ω), and x∗k ∈ N̂εk(xk;
f−1(Ω)) such that xk → x̄ and x∗k

w∗
������������������������������������������������→ x∗. By Theorem 3.1, there are ε1k ↓ 0 and x̂∗k ∈

x∗k +ε1kB∗ such that x̂∗k ∈∇f(x̄)∗(Y∗). Since x̂∗k
w∗
������������������������������������������������→ x∗, we conclude from Proposition

3.7 that x∗ ∈∇f(x̄)∗(Y∗) and that for each y∗ ∈ (∇f(x̄)∗)−1(x∗), there is a sequence

{y∗k } with y∗k ∈ (∇f(x̄)∗)−1(x̂∗k ) that contains a subsequence w∗-convergent to y∗.

Using again Theorem 3.1, we find ε2k ↓ 0 such that y∗k ∈ N̂ε2k(f (xk);Ω∩f(X)). Thus

y∗ ∈ N(f(x̄);Ω∩ f(X)), which justifies the opposite inclusions in (3.32) and (3.31).

The regularity statement follows directly from the normal cone formulas obtained in

the theorem and Corollary 3.3.

Corollary 3.9. Let f : X → Y be a mapping between Banach spaces that is strictly

differentiable at x̄ and such that ∇f(x̄) is surjective. Then

N
(
x̄;f−1(Ω)

)=∇f(x̄)∗N(f(x̄);Ω) (3.33)

for any Ω⊂ Y with f(x̄)∈ Y .

Proof. Follows directly from Theorem 3.8 and the Lyusternik-Graves theorem.

The next theorem gives chain rules for the above coderivatives (3.3) as ε = 0, (3.4),

and (3.5) of mappings between Banach spaces. Given two set-valued mappings F :X⇒Y
and G : Y⇒Z , the restriction G|F : Y⇒Z of G on F is defined by

G|F (y) :=
G(y) if y ∈ F(X),
∅ otherwise.

(3.34)

Theorem 3.10. Let f : X → Y and G : Y⇒Z be mappings between Banach spaces,

and let z̄ ∈ G(f(x̄)). Assume that f is strictly differentiable at x̄ and RMR around this

point. Then

D̂∗(G◦f)(x̄, z̄)=∇f(x̄)∗ ◦D̂∗G|f
(
f(x̄), z̄

)
,(∇f(x̄)∗)−1 ◦D̂∗(G◦f)(x̄, z̄)= D̂∗G|f

(
f(x̄), z̄

)
.

(3.35)
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If, in addition, ∇f(x̄)(X) is w∗-extensible in Y , then

D∗(G◦f)(x̄, z̄)=∇f(x̄)∗ ◦D∗G|f
(
f(x̄), z̄

)
,(∇f(x̄)∗)−1 ◦D∗(G◦f)(x̄, z̄)=D∗G|f

(
f(x̄), z̄

)
,

(3.36)

whereD∗ stands for eitherD∗N orD∗M . Moreover, the compositionG◦f isN-regular (resp.,

M-regular) at (x̄, z̄) if and only if G|f has the corresponding property at (f (x̄), z̄) under

all the assumptions made.

Proof. Taking the identity operator I on Z , we define (f ⊕ I) : X ×Z → Y ×Z by

(f ⊕ I)(x,z) := (f (x),z) for any x ∈ X and z ∈ Z . Then gph(G◦f) = (f ⊕ I)−1(gphG),
and hence the chain rules of the theorem follow from Corollary 3.3 and Theorem 3.8.

The regularity statement is clearly implied by the coderivative calculus rules.

If ∇f(x̄) is surjective, then Theorem 3.10 gives the chain rule

D∗(G◦f)(x̄, z̄)=∇f(x̄)∗ ◦D∗G(f(x̄), z̄) (3.37)

for all the coderivatives under consideration with no other assumptions. Theorem 3.10

easily implies the subdifferential chain rules for the corresponding constructions de-

fined in (3.6). In what follows, δΩ(·) stands for the indicator function of a set Ω, that

is, δ(x)= 0 if x ∈Ω and δ(x;Ω)=∞ otherwise.

Corollary 3.11. Let f :X → Y be a mapping between Banach spaces that is strictly

differentiable at x̄, and let ϕ : Y →R be finite at f(x̄). Assume that f is RMR around x̄.

Then the following equalities hold:

∂̂(ϕ◦f)(x̄)=∇f(x̄)∗∂̂(ϕ+δf(X))(f(x̄)),(∇f(x̄)∗)−1∂̂(ϕ◦f)(x̄)= ∂̂(ϕ+δf(X))(f(x̄)). (3.38)

If, in addition, ∇f(x̄)(X) is w∗-extensible in Y , then

∂(ϕ◦f)(x̄)=∇f(x̄)∗∂(ϕ+δf(X))(f(x̄)),(∇f(x̄)∗)−1∂(ϕ◦f)(x̄)= ∂(ϕ+δf(X))(f(x̄)). (3.39)

Hence ϕ◦f is lower regular at x̄ if and only if ϕ+δf(X) has this property at f(x̄).

Proof. Follows from Theorem 3.10 with G := Eϕ.

4. Second-order calculus. Letϕ :X →R be finite at x̄, and let ȳ ∈ ∂ϕ(x̄) for the ba-

sic first-order subdifferential defined in (3.6). In this section, we develop some calculus

results for the second-order constructions defined, as set-valued mappings from X∗∗

to X∗, by

∂2
Nϕ(x̄,ȳ)(u) := (D∗N∂ϕ)(x̄, ȳ)(u),
∂2
Mϕ(x̄,ȳ)(u) := (D∗M∂ϕ)(x̄, ȳ)(u), (4.1)
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in terms of the normal and mixed coderivatives (3.4) and (3.5). Constructions (4.1)

are called, respectively, the normal and mixed second-order subdifferentials of ϕ at x̄
relative to ȳ . We refer the reader to [21, 22] and the works cited therein for the theory

and applications of these constructions in finite-dimensional and infinite-dimensional

(mostly Asplund) spaces. It is clear that ∂2
Nϕ(x̄,ȳ) = ∂2

Mϕ(x̄,ȳ) := ∂2ϕ(x̄,ȳ) when X
is finite dimensional, and that, in general, one has

∂2
Nϕ(x̄,ȳ)(u)= ∂2

Mϕ(x̄,ȳ)(u)=
{∇2ϕ(x̄)∗u

}
, u∈X∗∗, (4.2)

for functions twice continuously differentiable around x̄.

Our goal is to obtain chain rules for both second-order subdifferentials of (4.1) of

compositions ϕ ◦g involving smooth mappings g : X → Z and extended real-valued

functions ϕ : Z → R in Banach space settings. To proceed, we first establish the fol-

lowing theorem that gives chain rules for coderivatives of special compositions whose

structure as well as imposed assumptions are suitable for applications to second-order

subdifferentials.

Theorem 4.1. Let G :X⇒Y and f :X×Y → Z be mappings between general Banach

spaces. Consider the composition

(f ◦G)(x) := f (x,G(x))=⋃{
f(x,y) |y ∈G(x)}, (4.3)

and, given x̄ with G(x̄) �= ∅, assume that

(a) f(x,·) is a bounded linear operator from Y intoZ for everyx around x̄. Moreover,

f(x̄,·) is injective with the closed range in Z ;

(b) the mapping x→ f(x,·) from X to the operator space �(Y ,Z) is strictly differen-

tiable at x̄.

Take any ȳ ∈G(x̄) and denote z̄ := f(x̄,ȳ). Then

D∗M(f ◦G)(x̄, z̄)
(
z∗
)=∇xf(x̄,ȳ)∗z∗+D∗MG(x̄,ȳ)(f(x̄,·)∗z∗), (4.4)

D∗N(f ◦G)(x̄, z̄)
(
z∗
)⊂∇xf(x̄,ȳ)∗z∗+D∗NG(x̄,ȳ)(f(x̄,·)∗z∗), (4.5)

for all z∗ ∈ Z∗. If, in addition, the range of f(x̄,·) is w∗-extensible in Z , then inclusion

(4.5) holds as equality.

Proof. Consider the mapping h(x) := f(x,·) from X to �(Y ,Z) and denote by

A :X →�(Y ,Z) its strict derivative at x̄. Let � > 0 be a Lipschitz modulus of h around

x̄. For any y ∈ Y , we define a linear operator Ay :X → Z by Ay(x) :=A(x)y and easily

check that it is bounded. Moreover, the operator y → Ay from Y to �(X,Z) is linear

and bounded as well. By enlarging �, if necessary, we assume that the norm of this

operator is less than �. Also, it is clear that Ay =∇xf(x̄,y) for all y ∈ Y .

Our first step is to prove the inclusions “⊂” in (4.4) and (4.5) simultaneously. Pro-

ceeding by definitions of these coderivatives, we start with ε-normals

(
x∗,−z∗)∈ N̂ε((x̂, ẑ);gph(f ◦G)), (4.6)
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where ẑ := f(x̂,ŷ), (x̂, ŷ) ∈ gphG with ‖x̂− x̄‖ < η for some small η > 0. Using the

definition of ε-normals and involving the rate of strict differentiability rh(x̄;η) for the

above mapping h at x̄ (see Section 2), we get

limsup

(x,y)
G�����������→(x̂,ŷ)

〈
x∗−A∗ȳz∗,x− x̄

〉−〈f(x̄,·)∗z∗,y−ŷ〉
‖x− x̂‖+‖y−ŷ‖ ≤ ε̂, (4.7)

where ε̂ := cε+ c‖z∗‖(rh(x̄;η)+‖x̂− x̄‖+‖ŷ − ȳ‖) with some constant c > 0. Thus

one has

(
x∗−A∗ȳz∗,−f(x̄,·)∗z∗

)∈ N̂ε̂((x̂, ŷ);gphG
)
. (4.8)

To justify the inclusions “⊂” in (4.4) and (4.5) simultaneously, we take x∗ ∈D∗(f ◦
G)(x̄, z̄)(z∗) and find sequences εk ↓ 0,xk→ x̄,yk ∈G(xk), and (x∗k ,−z∗k )∈ N̂((xk,zk);
gph(f ◦G)) with zk := f(xk,yk) satisfying zk → z̄ and x∗k

w∗
������������������������������������������������→ x∗ and such that ‖z∗k −

z∗‖ → 0 for D∗ = D∗M and z∗k
w∗
������������������������������������������������→ z∗ for D∗ = D∗N . Then we obtain the inclusions in

(4.4) and (4.5) by passing to the limit in (4.8) provided that yk→ ȳ . To prove the latter

convergence, we observe that the open mapping theorem and the injectivity of f(x̄,·)
ensure the existence of a constant µ > 0 with

∥∥f(x̄,u)−f(x̄,v)∥∥≥ µ‖u−v‖ whenever u,v ∈ Y . (4.9)

Therefore, involving the above Lipschitz modulus �, one has

∥∥zk− z̄∥∥= ∥∥[f (x̄,yk)−f(x̄,ȳ)]+[f (xk,yk−ȳ)−f (x̄,yk−ȳ)]
+[f (xk,ȳ)−f(x̄,ȳ)]∥∥

≥ ∥∥yk−ȳ∥∥(µ−�∥∥xk− x̄∥∥)−�∥∥xk− x̄∥∥·‖ȳ‖,
(4.10)

which implies that yk→ ȳ as k→∞.

Next, we show that the opposite inclusions hold in (4.4) and (4.5) under the assump-

tions made; in fact, there are no additional assumptions in the case of mixed coderiva-

tives (4.4). To proceed simultaneously in both cases, we take (x̂, ŷ) as above and pick

arbitrary (x∗,z∗) satisfying

(
x∗,−f(x̄,·)∗z∗)∈ N̂ε((x̂, ŷ);gphG

)
. (4.11)

Thus, for any given γ > 0, one has

θ := 〈x∗,x− x̂〉−〈f(x̄,·)∗z∗,y−ŷ〉≤ (ε+γ)(‖x− x̂‖+‖y−ŷ‖) (4.12)

whenever (x,y)∈ gphG are sufficiently close to (x̂, ŷ). We obtain a lower estimate for

θ in (4.12) using the strict differentiability of the above mapping h : X →�(Y ,Z) at x̄
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with the rate rh(x̄;η) and elementary transformations. In this way, we get

θ = 〈x∗,x− x̂〉−〈z∗,f (x̄,y)−f(x̄,ŷ)〉
= 〈x∗+A∗ȳz∗,x− x̂〉−〈z∗,Aȳ(x− x̂)〉−〈z∗,f (x̄,y)−f(x̄,ŷ)〉
≥ 〈x∗+A∗ȳz∗,x− x̂〉−〈z∗,Ay(x− x̂)〉−〈z∗,f (x̂,y)−f(x̂,ŷ)〉
−�∥∥z∗∥∥·‖y−ȳ‖·‖x− x̂‖−�∥∥z∗∥∥·‖x̂− x̄‖·‖y−ŷ‖

≥ 〈x∗+A∗ȳz∗,x− x̂〉−〈z∗,f (x,y)−f(x̂,y)〉
−rh(x̄;η)

∥∥z∗∥∥·‖y‖·‖x− x̂‖−〈z∗,f (x̂,y)−f(x̂,ŷ)〉
−�∥∥z∗∥∥(‖y−ȳ‖·‖x− x̂‖+‖x̂− x̄‖·‖y−ŷ‖)

= 〈x∗+A∗yz∗,x− x̂〉−〈z∗,f (x,y)−f(x̂,ŷ)〉
−rh(x̄;η)

∥∥z∗∥∥·‖y‖·‖x− x̂‖
−�∥∥z∗∥∥(‖y−ȳ‖·‖x− x̂‖+‖x̂− x̄‖·‖y−ŷ‖).

(4.13)

Now we are going to give an upper estimate of the number on the right-hand side

of (4.12). To proceed, we first observe that, by the open mapping theorem and the

injectivity of f(x̄,·), there is µ > 0 such that

µ‖y‖ ≤ ∥∥f(x̄,y)∥∥ ∀y ∈ Y . (4.14)

Then taking any T ∈�(Y ,Z), we get

‖Ty‖ = ∥∥(f(x̄,·)−T)y−f(x̄,y)∥∥≥ ∥∥f(x̄,y)∥∥−∥∥(f(x̄,·)−T)y∥∥
≥ (µ−∥∥f(x̄,·)−T∥∥)·‖y‖. (4.15)

This implies the existence of a constant µ1 > 0 with the uniform estimate µ1‖y‖ ≤ ‖Ty‖
for all y ∈ Y and all T sufficiently close to f(x̄,·). It gives therefore that

∥∥f(x,y)−f(x̂,ŷ)∥∥= ∥∥f(x,y)−f(x̂,y)+f(x̂,y−ŷ)∥∥
≥ ∥∥f(x̂,y−ŷ)∥∥−∥∥f(x,y)−f(x̂,y)∥∥
≥ µ1‖y−ŷ‖−L‖x− x̂‖·‖y‖

(4.16)

for (x,y) ∈ gphG close to (x̂, ŷ) while (x̂, ŷ) is close to (x̄, ȳ). Thus we obtain the

estimate

‖y−ŷ‖ ≤ µ2
(‖x− x̂‖+∥∥f(x,y)−f(x̂,ŷ)∥∥) (4.17)

for all such (x,y) and (x̂, ŷ), with some constant µ2 > 0. Putting these estimates to-

gether, one has the inclusion

(
x∗+A∗ȳz∗,−z∗

)∈ N̂ε̂((x̂, ẑ);gph(f ◦G)), (4.18)

where ẑ := f(x̂,ŷ) and ε̂ is defined as above with a different constant c > 0.
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To prove the opposite inclusions in (4.4) and (4.5), we need to pass to the limit

in (4.18) as (x̂, ŷ) → (x̄, ȳ) along some sequence. Pick arbitrary (x∗,z∗) with x∗ ∈
D∗G(x̄,ȳ)(f (x̄,·)∗z∗), whereD∗ stands for either mixed or normal coderivative. Then

there are sequences εk ↓ 0, (xk,yk)→ (x̄, ȳ) with (xk,yk) ∈ gphG, and x∗k ∈D∗εkG(xk,
yk)(y∗k ) such that x∗k

w∗
������������������������������������������������→ x∗, and either ‖y∗k − f(x̄,·)∗z∗‖ → 0 when D∗ = D∗M or

y∗k
w∗
������������������������������������������������→ f(x̄,·)∗z∗ when D∗ = D∗N . Note that ε̂k ↓ 0 for the corresponding ε̂k in (4.18).

To complete the proof of the theorem, it is sufficient to show that there are z∗k ∈ Z∗
such that f(x̄,·)∗z∗k = y∗k for all k ∈ N, and that either ‖z∗k −z∗‖ → 0 for D∗ = D∗M
or z∗k

w∗
������������������������������������������������→ z∗ for D∗ = D∗N along a subsequence. We consider the cases of mixed and

normal coderivatives separately.

(i) Let D∗ =D∗M . Since f(x̄,·) is injective with the closed range, it is easy to see that

the adjoint operator f(x̄,·)∗ is surjective and hence metrically regular. This ensures

the existence of µ > 0 and ẑ∗k ∈ (f (x̄,·)∗)−1(y∗k −f(x̄,·)∗z∗) satisfying

∥∥ẑ∗k ∥∥≤ µ∥∥y∗k −f(x̄,·)∗z∗∥∥. (4.19)

Putting z∗k := ẑ∗k +z∗, we get f(x̄,·)∗z∗k =y∗k and ‖z∗k −z∗‖→ 0 as k→∞.

(ii) Let D∗ = D∗N . In this case, the subspace f(x̄,Y ) is assumed to be w∗-extensible

in Z . Then the existence of the desired sequence {z∗k } follows from Proposition 3.7.

Now we are ready to derive second-order subdifferential chain rules for both con-

structions in (4.1) in general Banach space settings.

Theorem 4.2. Let X and Z be Banach spaces, and let ȳ ∈ ∂(ϕ◦g)(x̄) with g :X → Z
andϕ : Z →R. Assume that g is continuously differentiable around x̄ with the surjective

derivative∇g(x̄) :X → Z and that the mapping∇g :X →�(X,Z) is strictly differentiable

at x̄. Let v̄ ∈ Z∗ be a unique functional satisfying the relations

ȳ =∇g(x̄)∗v̄, v̄ ∈ ∂ϕ(z̄), with z̄ := g(x̄). (4.20)

Then for all u∈X∗∗,

∂2
M(ϕ◦g)(x̄,ȳ)(u)=∇2〈v̄,g〉(x̄)∗u+∇g(x̄)∗∂2

Mϕ(z̄, v̄)
(∇g(x̄)∗∗u),

∂2
N(ϕ◦g)(x̄,ȳ)(u)⊂∇2〈v̄,g〉(x̄)∗u+∇g(x̄)∗∂2

Nϕ(z̄, v̄)
(∇g(x̄)∗∗u). (4.21)

Moreover, the latter inclusion becomes an equality if the range of ∇g(x̄)∗ is w∗-

extensible in X∗. This is true under one of the following conditions:

(a) the range of∇g(x̄)∗ is complemented in X∗, which holds, in particular, when the

kernel of ∇g(x̄) is complemented in X;

(b) the closed unit ball of X∗∗ is weak∗ sequentially compact, which holds, in partic-

ular, when either X is reflexive or X∗ is separable.
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Proof. Using the first-order subdifferential sum rule from Corollary 3.11, we have

∂(ϕ◦g)(x)=∇g(x)∗∂ϕ(g(x)) := (f ◦G)(x) (4.22)

for all x around x̄, where the mappings f :X×Z∗ →X∗ and G :X⇒Z∗ are defined by

f(x,v) :=∇g(x)∗v, G(x) := ∂ϕ(g(x)). (4.23)

Thus we represent ∂(ϕ ◦g) as composition (4.3) and apply Theorem 4.1 to this com-

position. We check that its assumptions hold under the assumptions made in the the-

orem. Actually the only assumption we need to check is the injectivity of ∇g(x̄)∗ :

Z∗ → X∗, which is implied by the surjectivity of ∇g(x̄). The sufficient conditions

for the w∗-extensibility property of ∇g(x̄)∗ in X∗ listed in the theorem follow from

Proposition 3.5.

5. Applications to sequential normal compactness. The primary goal of this sec-

tion is to develop applications of the results obtained in Sections 2 and 4 to the so-called

normal compactness properties of sets, functions, and set-valued mappings that play

a principal role in infinite-dimensional variational analysis and its applications; see, in

particular, [2, 3, 4, 10, 11, 14, 16, 20, 24, 25, 26, 27, 28, 29, 30, 31] and the references

therein. Being automatic in finite dimensions, such properties are crucial for performing

limiting procedures that involve weak∗ convergence in dual spaces and allow one to ar-

rive at nontrivial point-based conclusions in generalized differential calculus, necessary

optimality conditions, criteria for stability and metric regularity properties in general

nonsmooth settings, and so forth. The reader may find more details and discussions in

the works cited above.

In this section, we focus on SNC properties in the vein of those formulated in [24]. De-

veloping a geometric approach and aiming to cover set-valued mappings and extended

real-valued functions via sets, we primarily consider the following modified versions of

partial SNC properties for subsets of Banach spaces endowed with a product structure;

see [26, 27] for more discussions.

Given Ω ⊂ X1×X2, we say that Ω is partially sequentially normally compact (PSNC)

at x̄ ∈Ω with respect to X1 if for any sequences

εk ↓ 0, xk
Ω
���������������������������������������→ x̄, (

x∗1k,x
∗
2k
)∈ N̂εk(xk;Ω), k∈N, (5.1)

with x∗1k
w∗
������������������������������������������������→ 0 and ‖x∗2k‖ → 0, one has ‖x∗1k‖ → 0 as k→∞. The set Ω is strongly PSNC

at x̄ with respect to X1 if for any sequences (εk,xk,x∗1k,x
∗
2k) satisfying (5.1), one has

[(
x∗1k,x

∗
2k
) w∗
������������������������������������������������→ (0,0)] �⇒ ∥∥x∗1k∥∥ �→ 0 as k �→∞. (5.2)

When X2 = {0}, that is, there is no product structure on X1 =X, both definitions above

reduce to the SNC property of Ω ⊂ X at x̄. The latter property is closely related to

(being generally weaker than) the compactly epi-Lipschitzian (CEL) property introduced

by Borwein and Strójwas [3] as a generalization of the epi-Lipschitzian property by
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Rockafellar [32]. We refer the reader to [10] for characterizations of the CEL property

in terms of topological (i.e., net) convergences of generalized normals and to [8] for

a detailed comparison between the CEL and SNC properties in Banach and Asplund

spaces.

SNC properties of set-valued mappings and extended real-valued functions are natu-

rally introduced through the corresponding properties of their graphical and epigraph-

ical sets. Given F : X⇒Y , we say that it is SNC at (x̄, ȳ) ∈ gphF if its graph is SNC

at (x̄, ȳ) in the sense of the above definition. The mapping F is PSNC at (x̄, ȳ) if its

graph is PSNC at this point with respect to X. It follows from [23, Theorem 5.8] that

a set-valued mapping F between general Banach spaces is PSNC at (x̄, ȳ) if is satisfies

the Aubin “pseudo-Lipschitzian” property [1] around this point. Finally, an extended

real-valued function ϕ : X → R finite at x̄ is sequentially normally epi-compact (SNEC)

at this point if its epigraph is SNC at (x̄,ϕ(x̄)). It happens, in particular, when ϕ is

directionally Lipschitzian at x̄ in the sense of Rockafellar [32].

To apply the SNC properties to specific problems, one needs to develop an SNC calcu-

lus, that is, to derive efficient conditions ensuring the preservation of these properties

under various operations on sets and mappings. We have recently developed in [29] a

fairly rich SNC calculus in the framework of Asplund spaces. We now present some re-

sults on the preservation of the SNC properties under inverse images of sets in general

Banach spaces. Recall that, given two mappings fi : Xi → Yi, i = 1,2, between Banach

spaces, f1 ⊕ f2 denotes a mapping from X1 ⊕X2 to Y1 ⊕ Y2 with (f1 ⊕ f2)(x1,x2) :=
(f1(x1),f2(x2)) for all x1 ∈X1, x2 ∈X2.

Theorem 5.1. Let fi : Xi → Yi, i = 1,2, be mappings between Banach spaces, let Ω
be a subset of Y1 ×Y2 with (f1(x̄1),f2(x̄2)) ∈ Ω for some (x̄1, x̄2) ∈ X1 ×X2, and let

f := f1⊕ f2. Assume that each fi is strictly differentiable at x̄i and RMR around this

point. Then the following hold.

(i) If Ω∩ f(X1 ×X2) is PSNC at f(x̄1, x̄2) with respect to Y1, then f−1(Ω) is PSNC

at (x̄1, x̄2) with respect to X1. If, in addition, ∇f2(x̄2)(X2) is w∗-extensible in Y2, then

the strong PSNC property of Ω∩f(X1×X2) at f(x̄1, x̄2) with respect to Y1 implies that

f−1(Ω) is strongly PSNC at (x̄1, x̄2) with respect to X1.

(ii) Assume that ∇f1(x̄1)(X1) is of finite codimension in Y1. Then conversely the PSNC

(resp., strong PSNC) property of f−1(Ω) at (x̄1, x̄2) with respect to X1 implies that Ω∩
f(X1×X2) is PSNC (resp., strongly PSNC) at f(x̄1, x̄2) with respect to Y1.

Proof. First we prove (i) assuming that Ω∩f(X1×X2) is PSNC at (ȳ1, ȳ2) := f(x̄1,
x̄2)with respect to Y1. Since f1 is RMR around x̄1, the linear subspace L :=∇f1(x̄1)(X1)
is closed in Y1 by Theorem 2.2. Let L⊥ ⊂ Y∗1 be the annihilator of L, that is, the set of

all linear continuous functionals on Y1 that vanish on L. It is well known that L⊥ is

isometric to the dual space of the quotient space Y1/L. We show that L is of finite

codimension. Assume the contrary, that is, dim(Y1/L) = ∞. Then by the fundamental

Josefson-Nissenzweig theorem (see., e.g., [5]), there is a sequence {y∗k } ⊂ (Y1/L)∗ that

w∗-converges to zero with ‖y∗k ‖ = 1 for all k ∈ N. Using the above isomorphism, we

can treat each y∗k as an element in L⊥. Thus y∗k
w∗
������������������������������������������������→ 0 in Y∗1 with ‖y∗k ‖ = 1. Employing

the implication (a)⇒(b) in Theorem 2.10 and the definition of Fréchet normals, we check
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that

(
y∗k ,0

)∈ N̂((ȳ1, ȳ2
)
;Ω∩f (X1×X2

))
. (5.3)

Then the assumed PSNC property of Ω∩f(X1×X2) at (ȳ1, ȳ2) with respect to Y1 gives

‖y∗k ‖ → 0, which is a contradiction. Thus L is finite codimensional and hence w∗-

extensible in Y1 by Proposition 3.5(a). Now take arbitrary sequences

εk ↓ 0,
(
x1k,x2k

)∈ f−1(Ω),(
x∗1k,x

∗
2k
)∈ N̂εk((x1k,x2k

)
;f−1(Ω)

) (5.4)

with (x1k,x2k) → (x̄1, x̄2), x∗1k
w∗
������������������������������������������������→ 0, and ‖x∗2k‖ → 0 as k → ∞. By Theorem 3.1, there

exist sequences x̃∗ik
‖·‖
������������������������������������������→ 0 with x∗ik + x̃∗ik ∈ ∇fi(x̄i)∗(Y∗i ) for i = 1,2. Using the w∗-

extensibility property mentioned above and applying Proposition 3.7, we find a se-

quence {y∗1k} that contains a subsequence weak∗ convergent to 0 ∈ Y∗1 and such that

∇f1(x̄1)∗y∗1k = x∗1k+ x̃∗1k. To justify the desired PSNC property, it is sufficient to show

that {x∗1k} contains a subsequence norm-convergent to zero; so we do not restrict the

generality assuming that y∗1k
w∗
������������������������������������������������→ 0 as k → ∞. On the other hand, take an arbitrary

sequence of

ỹ∗2k ∈
(∇f2

(
x̄2
)∗)−1(x∗2k+ x̃∗2k), k∈N, (5.5)

and observe that ∇f2(x̄2)(X2) is closed in Y2 by Theorem 2.2, since f2 is RMR around

x̄2. Applying the classical open mapping theorem to the linear operator∇f2(x̄2) :X2 →
∇f2(x̄2)(X2), we find µ > 0 such that for any y ∈∇f2(x̄2)(X2), there is xy ∈ X2 with

‖xy‖ ≤ µ‖y‖. Denoting ŷ∗2k := ỹ∗2k|∇f2(x̄2)(X2), we have ŷ∗2k ∈∇f2(x̄2)(X2)∗ and

∣∣〈ŷ∗2k,y〉∣∣= ∣∣〈ỹ∗2k,∇f2
(
x̄2
)(
xy
)〉∣∣= ∣∣〈∇f2

(
x̄2
)∗ỹ∗2k,xy〉∣∣

= ∣∣〈x∗2k+ x̃∗2k,xy〉∣∣≤ ∥∥x∗2k+ x̃∗2k∥∥·∥∥xy∥∥≤ µ∥∥x∗2k+ x̃∗2k∥∥·‖y‖ (5.6)

for all y ∈ ∇f2(x̄2)(X2); thus ‖ŷ∗2k‖ ≤ µ‖x∗2k + x̃∗2k‖. The Hahn-Banach theorem al-

lows us to extend each ŷ∗2k to y∗2k ∈ Y∗2 preserving the norm. By construction, one has

‖y∗2k‖→ 0 as k→∞ and∇f2(x̄2)∗y∗2k = x∗2k+x̃∗2k. Employing now Theorem 3.1, we find

ε̃k ↓ 0 such that

(
y∗1k,y

∗
2k
)∈ N̂ε̃k((f1

(
x1k

)
,f2
(
x2k

))
;Ω∩f (X1×X2

))
. (5.7)

It follows from the assumed PSNC property of Ω∩f(X1×X2) at (ȳ1, ȳ2) with respect

to Y1 that ‖y∗1k‖ → 0, which implies ‖x∗1k+ x̃∗1k‖ → 0 and hence ‖x∗1k‖ → 0 as k → ∞.

This justifies the PSNC property of f−1(Ω) at (x̄1, x̄2) with respect to X1.

The proof of the strong PSNC assertion in (i) can be conducted by similar arguments.

The only difference is that now we use the w∗-extensibility property of ∇f2(x̄2)(X2)
to build a sequence {y∗2k} with y∗2k

w∗
������������������������������������������������→ 0 as k→∞.
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Finally, we prove part (ii) of the theorem focusing on the case of the PSNC property.

Consider arbitrary sequences

εk ↓ 0,
(
y1k,y2k

)∈Ω∩f (X1×X2
)
,(

y∗1k,y
∗
2k
)∈ N̂εk((y1k,y2k

)
;Ω∩f (X1×X2

)) (5.8)

with (y1k,y2k)→ (ȳ1, ȳ2), y∗1k
w∗
������������������������������������������������→ 0, and ‖y∗2k‖ → 0. Employing the RMR property for

both fi and formula (3.8), we find

ε̃k ↓ 0,
(
x1k,x2k

)∈ f−1(y1k,y2k
)
,(

x∗1k,x
∗
2k
)∈ N̂ε̃k((x1k,x2k

)
;f−1(Ω)

) (5.9)

such that (x1k,x2k)→ (x̄1, x̄2) and x∗ik =∇fi(x̄i)∗y∗ik for i= 1,2. By construction, one

has x∗1k
w∗
������������������������������������������������→ 0 and ‖x∗2k‖→ 0 as k→∞. Since f−1(Ω) is assumed to be PSNC at (x̄1, x̄2)

with respect to X1, we conclude that ‖x∗1k‖→ 0 as k→∞.

It follows from above that the linear mapping ∇f1(x̄1) :X1 → L is metrically regular,

where L = ∇f1(x̄1)(X1). This implies that ‖y∗1k|L‖ → 0 as k → ∞. Remember that L
is assumed to be of finite codimension; hence it is complemented in Y1 by a finite-

dimensional subspace L1 ⊂ Y1. Since y∗1k
w∗
������������������������������������������������→ 0, we get that ‖y∗1k|L1‖→ 0. Thus ‖y∗1k‖→

0 as k→∞, which justifies the PSNC property of Ω∩f(X1×X2) at (ȳ1, ȳ2) with respect

to Y1. The proof of the strong PSNC assertion in (ii) is similar.

Remark 5.2. Since the SNC property ofΩ ⊂X is a special case of the PSNC definition,

Theorem 5.1 contains the relationships between the SNC property of sets and their

inverse images under strictly differentiable mappings. Furthermore, as it follows from

the proof of the above assertion (i) based on the Josefson-Nissenzweig theorem, the

SNC property of any Ω ⊂ X at some point x̄ ∈Ω implies that the closed affine hull of Ω
is finite codimensional in X. If Ω is convex with nonempty relative interior, then one can

directly check that the converse implication is also true, that is, the latter two properties

are equivalent. Taking into account characterizations of the CEL property for closed

convex sets obtained in [2], we now conclude that the SNC and CEL properties agree

in Banach spaces for any closed convex sets having closed affine hulls and nonempty

relative interiors. Note that the latter assumption is essential even in the framework of

Asplund spaces; see [8].

Finally, we present three corollaries of Theorem 5.1 that easily follow from the the-

orem and the above definitions.

Corollary 5.3. Let fi : Xi → Yi, i = 1,2, be mappings between Banach spaces that

are strictly differentiable at some points x̄i and such that ∇fi(x̄) are surjective, and let

Ω be a subset of Y1×Y2 with (f1(x̄1),f2(x̄2))∈Ω. Then Ω is PSNC (resp., strongly PSNC)

at (f1(x̄1),f2(x̄2)) with respect to Y1 if and only if f−1(Ω) is PSNC (resp., strongly PSNC)

at (x̄1, x̄2) with respect to X1 for f = f1⊕f2.

Corollary 5.4. Let f :X → Y andG : Y⇒Z be mappings between Banach spaces, and

let (f (x̄), z̄) ∈ gphG. Assume that f is strictly differentiable at x̄ and RMR around this
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point. Then the PSNC (resp., SNC) property of G|f at (f (x̄), z̄) implies the corresponding

property of the composition of G◦f at (x̄, z̄). The opposite implications are also true if,

in addition, ∇f(x̄)(X) is assumed to be finite codimensional in Y .

Corollary 5.5. Let f : X → Y be a mapping between Banach spaces that is strictly

differentiable at x̄ and RMR around this point, and letϕ : Y →R be lower semicontinuous

around the point f(x̄) where it is finite. Then the SNEC property of ϕ+δf(X) at f(x̄)
implies this property for the compositionϕ◦f at x̄. The opposite implication holds if the

space ∇f(x̄)(X) is of finite codimension in Y .
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