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This research paper is devoted to the study of the properties for Pareto-type efficient point
sets in separated locally convex spaces, based upon an earlier result on the coincidence of
Pareto-type efficient point sets and the Choquet boundaries and the natural corresponding
extension for the approximate efficient point sets in Hausdorff locally convex spaces. Both
of these results represent an important connection between two great fields of mathematics:
vector optimization and potential theory.
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1. Introduction. The significant result set forth in [7] is thought not to be sufficiently

well known even if one colligates the coincidence between the set of all Pareto-type min-

imum points of any nonempty, compact set, with respect to the order relation given by

an arbitrary closed, convex, pointed cone in every Hausdorff locally convex space and

the Choquet boundary of the same set with respect to a convenient convex cone of real

continuous functions defined on the set, all of these functions increasing in comparison

with the order relation induced by the cone. The natural “mutatis mutandis” general-

ization for the efficiency regarding the Pareto-type maximum points sets, together with

the immediate consequences, some important open problems coupled with the recent

investigations of the efficient points, and the main properties for the efficient points

sets in the best appropriate framework offered by the separated locally convex spaces

ordered by the supernormal cones introduced by Isac in 1981 and published in 1983

[8] (see also, for instance, [9, 10, 11, 12, 17, 18] and all the other connected research

works) suggest a new expectation for the possible reassessment of the Choquet bound-

aries and the corresponding extensions. Simultaneously, the natural generalization of

the pertinent coincidence result given in [7] for the approximate efficient point sets

obtained by us in recent scientific studies and based on the properties of Pareto-kind

sets [18] and other related research papers (see, e.g., [13, 15, 17, 19], etc.) made us de-

termined to continue the study of the properties for the efficient point sets through

the agency of the Choquet boundaries and conversely. Thus, Section 2 is dedicated to

the Choquet boundaries; it presents some important links between this subject and Al-

tomare projections and relevant examples on the Choquet boundaries. Section 3 deals

with the coincidence results and related topics. In Section 4 we formulate a few suitable

open problems. All the elements of ordered topological vector spaces used in this work

are in accordance with [16].
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2. Choquet boundaries, interesting examples, and connections with Altomare pro-

jections. Taking into account the significance of the subsequent theorems in Section 3

in which we establish a very important relationship between vector optimization and

the potential theory, together with their applications, we initially offer the theoretical

details, the suitable contents, the adequate proofs, important examples, and some con-

nections with Altomare projections. We continue the study of the efficient point sets

through the agency of the Choquet boundaries in Section 3. Thus, we consider an arbi-

trary Hausdorff locally convex space (E,τ) where τ denotes its topology, and let K be a

closed, convex, pointed cone in this background. On the vector space E we consider the

usual order relation ≤K associated with K as follows: for x,y ∈ E one defines x ≤K y if

there exists k∈K with y = x+k. Clearly, this order relation on E is closed, that is, the

set GK given by GK = {(x,y)∈ E×E : x ≤K y} is a closed subset of E×E endowed with

the product topology. If X is now every nonempty compact subset of E, then the hy-

potheses concerning K ensure the existence of the efficient points in X (see, e.g., [21]).

Following the main considerations and references given in [6], for every nonempty and

compact subset X of E, we recall same basic concepts and results in potential theory

concerning the Choquet boundary of X with respect to any convex cone of lower semi-

continuous and lower-bounded real functions defined on X. Thus, we recall that if S is

a convex cone such as this satisfying the properties:

(a) for all x ∈X, there exists s ∈ S, s > 0 and s(x) <+∞;

(b) S separates linearly X1 = {x ∈ X : ∃s ∈ S with s(x) < 0}, that is, for every

x,y ∈X1, x �= y , there exist s,t ∈ S finite in x and y such that s(x)t(y) �=
s(y)t(x), then on the set M+(X) of all positive Radon measures defined on

X one associates the following preorder relation: if µ,υ ∈ M+(X), then µ ≤S υ
whenever µ(s)≤ υ(s) for all s ∈ S.

Let S1 be the convex cone of all lower semicontinuous and lower bounded real func-

tions s on X having the following property: x ∈ X and µ ≤S εx with εx(f) = f(x)
for every real-valued, continuous function f on X being the Dirac measure implies

that µ(s) ≤ s(x). Any nonempty subset T ⊆ X will be called S-boundary if when-

ever s ∈ S1 and s/T ≥ 0 it follows that s ≥ 0. The small closed S-boundary is usu-

ally called the Silov boundary of X with respect to S. A closed set A ⊆ X is called

S-absorbent if x ∈ A and µ ≤S εx implies that µ(X\A) = 0. The set ∂SX = {x ∈ X1 :

{x} is S-absorbent} is named the Choquet boundary of X with respect to S. The trace

on ∂SX of the topology on X in which the closed sets coincide with X or with any of

the S-absorbent subsets of X contained in X1 is usually called the Choquet topology of

∂SX.

Theorem 2.1. ∂SX is the small S-boundary subset of X with respect to the inclusion

relation which is nonempty if and only if X1 �= ∅.

Proof. Since it is clear that T ⊆ X is S-boundary if and only if A∩T �= ∅ for ev-

ery nonempty and S-absorbent set A ⊆ X1, it suffices to consider ∂SX. Indeed, let A
be an arbitrary nonempty and S-absorbent subset of X1. Then, because the class of all

nonempty S-absorbent subsets ofA is inductively ordered with respect to the inclusion,

there exists a minimal S-absorbent set A0 ⊆ A. But S separates linearly X1. Therefore,
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A0 is a singleton set and obviously A0 ∩ ∂SX �= ∅. Moreover, if T is an arbitrary S-

boundary and x ∈ ∂SX, then {x}∩T �= ∅, that is, x ∈ T and the proof is completed.

Corollary 2.2 (the minimum principle). (i) s/∂SX ≥ 0 implies s ≥ 0;

(ii) s/∂SX > 0 implies s/X1 > 0 for every s ∈ S1;

(iii) the Silov boundary of X with respect to S coincides with the adherence of the

Choquet boundary;

(iv) if A is a nonempty S-absorbent subset of X and one considers the convex cone

SA = {s/A : s ∈ S}, then ∂SAA=A∩∂SX;

(v) x ∈ ∂SX if and only if the Dirac measure εX is minimal with respect to S1; if, in

addition, inf(s,0) ∈ S whenever s ∈ S, then x ∈ ∂SX if and only if εx is minimal

with respect to S.

Remark 2.3. In particular, if S is a convex cone of real continuous functions on X
and we denote by C(X) the usual Banach space of all real-valued, continuous functions

on X, then a measure µ ∈ M+(X) is minimal with respect to the previous preorder

relation when µ(QSf)= µ(f), for all f ∈ C(X), where QSf = inf{s ∈ S : f ≤ s}. Hence,

if x ∈X, then the Dirac measure εx is minimal if and only if εx(QSf)= εx(f), that is,

QSf(x) = f(x), for all f ∈ C(X), and in accordance with the above corollary we have

∂SX = {x ∈X :QSf(x)= f(x), ∀f ∈ C(X)}.
Theorem 2.4. If, for every upper semicontinuous and upper-bounded real function f

on X, the functionQSf is upper semicontinuous on ∂SX, in particular, if S is an arbitrary

convex cone of real-valued continuous functions, then ∂SX is a Baire subset of X endowed

with the trace topology.

Proof. Clearly, QSf(x) = f(x) for every x ∈ ∂SX and any upper semicontinuous

and upper-bounded real function f on X. Let (Gn) be a decreasing sequence of open

sets in X such that Gn∩∂SX (n∈N) is dense in ∂SX. We will show that (
⋂
n∈NGn)∩∂SX

is also dense in ∂SX. Indeed, if G is an arbitrary open set such that G∩∂SX �= ∅, then,

by considering the function ϕ :X → {−1,1} defined as

ϕ(x)=

−1, x ∈G,

1, x ∈X/G, (2.1)

one obtainsQSϕ(x)=ϕ(x)=−1, for allx ∈G∩∂SX,QSϕ(x)≥ 1, for allx ∈X\G, and

the set A0 = {x ∈X :QSϕ(x) <−1/2} is a neighborhood for G∩∂SX with A0 ⊆G∩X1.

Therefore, there exists an open set G0 so that G0∩ ∂SX �= ∅ and Ḡ0 ⊆ A0, where Ḡ0

denotes its adherence. Let ψ1 be the characteristic function of X\(G0 ∩G1) and let

ψn+1 be the characteristic function for X\[int(Kn)∩Gn+1]. Since the function un =
QSψn is upper semicontinuous on ∂SX and un+1(x) =QSψn+1(x) =ψn+1(x) = 0 for

every x ∈ int(Kn)∩Gn+1∩∂SX, it follows that the set {x ∈ X : un+1(x) < 1/2n+1} is a

neighborhood for int(Kn)∩Gn+1∩∂SX. Therefore, there exists a compact

Kn+1 ⊂
{
x ∈X :un+1(x) <

1
2n+1

}
⊂ int

(
Kn
)∩Gn+1, int

(
Kn+1

)∩∂SX �= ∅, n∈N.
(2.2)
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Because int(Kn+1)∩Gn+2 ⊆ int(Kn)∩Gn+1 for every n ∈ N, we have un+1 ≤ un+2, for

all n∈N.

Let now u= supn∈Nun and K =⋂n∈NKn. It is clear that

K = {x ∈X :u(x)= 0
} �= ∅, ∀x ∈X, u(x)≥ 1, ∀x ∈X/K. (2.3)

Moreover, µ(un)≤un(x) and µ(u)≤u(x) if x ∈X and

µ ∈ {υ∈M+(X) : υ≤S εx
}
. (2.4)

On the other hand,

µ(X/K)≤ µ(u)≤u(x)= 0, ∀x ∈K, µ ∈ {υ∈M+(X) : υ≤S εx
}

(2.5)

show that K is an S-absorbent set in X and K ⊆G0 ⊆X implies that K∩∂SX �= ∅. Hence,

K∩∂SX ⊆
⋂
n∈N

(
Gn∩G0

)∩∂SX ⊆G∩
( ⋂
n∈N

Gn

)
∩∂SX, (2.6)

and the proof is complete.

Definition 2.5. Any real function s on X is called strictly S-concave in x ∈ X if it

has the following properties:

(i) µ(s)≤ s(x) whenever µ ≤S εx ;

(ii) if µ ≤S εx and µ(s)= s(x), then µ = εx .

Theorem 2.6. If there exists at least one lower semicontinuous function s, lower

bounded and strictly S-concave for any x ∈X1, then

∂SX =
{
x ∈X1 :QS(−s)(x)=−s(x)

}
. (2.7)

Whenever X is metrizable and S represents any convex cone of real continuous functions

defined on X, then the set of real, continuous, and strictly S-concave function in every

x ∈X1 is nonempty. In all these cases, ∂SX is a Gδ-set.

Proof. If x ∈ X1 and QS(−s)(x) = −s(x), then µ ≤S εx implies that µ(−s) ≤
QS(−s)(x)=−s(x). Hence s(x)≤ µ(s) and because µ ≤S εx it follows that µ(s)= s(x),
that is, µ = εx . Let now X be metrizable and S a convex cone of real continuous func-

tions on X. If as above one considers again C(X) being the usual Banach space of all

real continuous functions on X equipped with the topology induced by the supremum

norm ‖·‖, then there exist a countable setA= {sn :n∈N} ⊂ S1∩C(X) and the function

s :X →R defined by s =∑n∈N(1/2n)·(sn/‖sn‖) is strictly S-concave on X.

Since ∂SX={x ∈X1 :QS(−s)(x)=−s(x)} and the function Q(−s) is upper semicon-

tinuous, one concludes that

∂SX =X1∩
∞⋂
n=1

{
x ∈X :QS(−s)(x) <−s(x)+ 1

n

}
(2.8)

as claimed.
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Theorem 2.7. ∂SX is a compact topological space with respect to Choquet’s topology.

Proof. This result is straightforward since the family of all nonempty S-absorbent

subsets ofX1 is closed with respect to the intersection of the decreasing nets containing

sets such as these.

Theorem 2.8. The set ∂SX∩{x ∈X : s(x)≤ 0} is compact with respect to Choquet’s

topology for each s ∈ S.

Proof. Let (Aα)α∈I be any decreasing net of nonempty S-absorbent subsets of X
such that Aα∩∂SX∩{x ∈X : s(x)≤ 0} �=∅ with s ∈ S arbitrary.

Since the set {x ∈X : s(x)≤ 0} is closed, it follows that

K =
⋂
α∈I
Aα∩

{
x ∈X : s(x)≤ 0

} �= ∅. (2.9)

If one assumes that K∩∂SX =∅, then K∩∂SA =∅ where SA = {s/A : s ∈ S}. Conse-

quently, s(x) > 0, for all s ∈ ∂SAA, that is, s(x) > 0, for all x ∈⋂α∈I Aα, in contradiction

with the definition of K. The result follows.

Theorem 2.9. ∂SX is closed if and only if the Choquet topology is separated.

Proof. The family of all sets {x ∈X : s(x) > 0} (s ∈ S1) is a base for the topology on

X because X is compact. If ∂SX is closed, then it is obvious that the Choquet topology

is separated since it coincides with the trace of the topology of X on ∂SX. Conversely,

if the Choquet topology is separated, then, by virtue of the above two theorems, one

obtains that any set ∂SX ∩{x ∈ X : s(x) ≤ 0} (s ∈ S) is closed in this topology and

because ∂SX is compact with respect to the Choquet topology it follows that ∂SX is

closed.

Corollary 2.10. If X is any nonempty, compact, and convex set in an arbitrary

Hausdorff locally convex space and S is the convex cone of all real continuous and con-

cave functions on X, then ∂SX is closed if and only if the Choquet topology is separated.

We now include some examples of Choquet boundaries accompanied by adjusted

details and comments.

Example 2.11. If X is any nonempty, compact, and convex subset of every Haus-

dorff locally convex space and S = {f : X → R/f is continuous and concave}, then its

Choquet boundary with respect to S coincides with the set of all extreme points x of X,

that is, if y,z ∈X and there exists α∈ (0,1) with αy+(1−α)z = x, then y = z = x.

Example 2.12. Let X be an arbitrary, compact, convex subset of any Hausdorff lo-

cally convex space, and let C(X) be the usual Banach space of all real-valued continuous

functions on X, endowed with the natural supremum norm and the usual order which

generates the cone S of Corollary 2.10. If T : C(X)→ C(X) is the genuine positive (linear)

projection and we denote the range of T by Y , that is, Y = T[C(X)], then T is called

an Altomare projection [2] if and only if the space of all continuous affine functions
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on X is contained in Y and ft,α ∈ Y whenever f ∈ Y , t ∈ X, and α ∈ [0,1], where

ft,α(x)= f[αx+(1−α)t], x ∈X. In this context, we have

∂YX =
{
x ∈X : Tf(x)= f(x), ∀f ∈ C(X)}, (2.10)

and geometrically it can be viewed as the union for the corresponding faces of X.

Therefore, if one denotes as in ex(X) the set of all extreme points for X, defined in

the same sense by the previous example, then

ex(X)⊆ ∂YX ⊆ Frt(X), (2.11)

where Frt(X) represents the usual topological boundary of X and Tf is the unique

function of Y which coincides with f on ∂YX for every f ∈ C(X). With respect to every

Altomare projection T , any continuous function ϕ : X → [0,1], and the probability

Radon measure µx on X given by

µx(f)=ϕ(x)Tf(x)+
[
1−ϕ(x)]f(x) (

x ∈X, f ∈ C[X]), (2.12)

the Lototsky-Schnabl operator is defined by

Ln,ϕf(x)=
∫
X
f
(∑n

i=1 ti
n

)
dµx

(
t1
)···dµx(tn), ∀f ∈ C(X), x ∈X, n∈N∗. (2.13)

Hence, Ln,ϕY = y , for all y ∈ Y , Ln,ϕf = f , for all f ∈ ∂YX, and limn→∞Ln,ϕf = f ,

for all f ∈ C(X).
Example 2.13. In final part of Example 2.12, following [2, 3], we consider the in-

finitesimal generator Aϕ :D(Aϕ)→ C(X) of the attached Feller semigroup (Tϕ(t))t≥0,

which coincides with the closure of the operator Wϕ :D(Wϕ)→ C(X) defined by

Wϕf = lim
n→∞n

(
Ln,ϕf −f

)
, ∀f ∈D(Wϕ)= {f ∈ C(X) : ∃ lim

n→∞n
(
Ln,ϕf−f

)
in C(X)

}
.

(2.14)

Then, ∂YX = {x ∈ X : Aϕf(x) = 0, ∀f ∈ D(Aϕ)} [5] and, from Markov’s point of

view, it describes the set of all trop points.

Moreover, in all finite p-dimensional cases, using [4], one obtains

∂YX =
{
x ∈X : Te(x)= e(x)}= p⋂

i=1

{
x ∈X : Th2

i (x)= h2
i (x)

}
(2.15)

with T = limt→∞Tϕ(t), e=
∑p
i=1h

2
i , andhi(x1,x2, . . . ,xp)= xi, for all i= 1,p, (x1,x2, . . . ,

xp)∈X.
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In accordance with [19], if X = {x ∈ Rp : ‖x‖ ≤ 1} T : C(X)→ C(X) is the Altomare

projection with Tf (f ∈ C(X)) being the unique harmonic function on int(X) which

coincides with f on Frt(X) and ∆ is the Laplace operator, then

Aϕf(x)=ϕ(x)1−‖x‖
2

2p
∆f(x), ∀f ∈ C2(X). (2.16)

Consequently,

∂YX =
{
x ∈X :ϕ(x)

1−‖x‖2

2p
∆f(x)= 0, ∀f ∈ C2(X)

}
. (2.17)

When X = [0,1], Tf(x) = (1−x)f(0)+xf(1), for all x ∈ [0,1], f ∈ C([0,1]), and

ϕ : [0,1]→ [0,1] is any continuous function, then the corresponding Lototsky-Schnable

operators are given by

Ln,ϕf(x)=
n∑
k=0

n∑
i=0

(
n
k

)(
k
i

)
ϕk(x)

[
1−ϕ(x)]n−kxi(1−x)k−if[ i

n
+
(

1− k
n

)
x
]
, n∈N∗,

f ∈ C(X), Aϕf(x)=ϕ(x)x(1−x)
2

f ′′(x),

∀f ∈D(Aϕ)=
{
g ∈ C2([0,1]) ∃ lim

x→0,1
x(1−x)g′′(x)= 0

}
.

(2.18)

Therefore,

∂YX =
{
x ∈X :

ϕ(x)x(1−x)
2

f ′′(x)= 0, ∀f ∈D(Aϕ)
}
. (2.19)

3. Efficiency, Choquet boundaries, and related topics. First of all, we recall the

Pareto-type efficiency concept in ordered vector spaces and our main results on the

coincidence between the sets of the efficient (approximative efficient) point sets and

the Choquet boundaries in separated locally convex spaces. In the general context of

ordered (topological) vector spaces, let E be an arbitrary vector space ordered by any

convex cone K. If A is a nonempty arbitrary chosen subset of E and a0 ∈ A, then we

have the following.

Definition 3.1. a0 is said to be a K-efficient point of A (a Pareto-type minimum for

A with respect to K), in notation, a0 ∈ eff(A,K) (or a0 ∈MINK(A)) if it satisfies one of

the following equivalent conditions:

(i) A∩(a0−K)⊆ a0+K;

(ii) K∩(a0−A)⊆−K;

(iii) (A+K)∩(a0−K)⊆ a0+K;

(iv) K∩(a0−A−K)⊆−K.
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Whenever K is pointed, that is, K∩ (−K) = {0}, then a0 ∈ eff(A,K) means that a0

fulfills one of the next equivalent relations:

(a) A∩(a0−K)= {a0};
(b) K∩(a0−A)= {0};
(c) A∩(a0−K\{0})=∅;

(d) (K\{0})∩(a0−A)=∅.

In a similar manner the Pareto-type maximum elements of A are defined. In fact,

a′0 ∈A is a Pareto-type maximum point for A with respect to K, in notation, a′0 ∈
MAXK(A), if it is a Pareto minimum point of A with respect to (−K), that is, a′0 ∈
eff(A,−K), that is, a′0 ∈MINK(A).

The immediate connection with the fixed points for multifunctions is obviously con-

tained in the following.

Remark 3.2. a0 ∈ eff(A,K) if and only if it is a fixed point for at least one of the

following multifunctions:

F1 :A �→A, F1(t)=
{
α∈A :A∩(α−K)⊆ t+K},

F2 :A �→A, F2(t)=
{
α∈A :A∩(t−K)⊆α+K},

F4 :A �→A, F4(t)=
{
α∈A : (A+K)∩(t−K)⊆α+K},

(3.1)

that is, a0 ∈ Fi(a0) for some i= 1,4.

Remark 3.3. It is known (see [8, 9, 10, 11, 12]) that if A⊆ E is an arbitrary nonempty

set, then a point-to-set mapping Γ : A → 2A is called a generalized dynamical system

when Γ(x) �= ∅ for every x ∈ A. A point a0 ∈ A is said to be a critical (sometimes

equilibrium) point for Γ if Γ(a0) = {a0}. It is easy to see that whenever K is a pointed,

convex cone in E, then a0 ∈ eff(A,K) if and only if a0 is a critical point for the gen-

eralized dynamical system Γ defined by Γ(a) = A∩ (a−K), a ∈ A. Thus, one can say

that eff(A,K) describes a state of equilibrium for Γ and the ideal equilibria contained

in this set. In [11], Isac established the following recent general constructive existence

principle for K-efficient points of nonempty, closed subsets in sequentially complete

locally convex spaces, that is, in separated locally convex spaces having the property

that every Cauchy sequence is convergent.

Theorem 3.4. Let (E,P = {pα : α ∈ I}) be a sequentially complete locally convex

space, K a pointed, closed convex cone, A ⊂ X a nonempty closed subset, and let the

generalized dynamical system Γ : A → 2A be defined by Γ(a) = A∩ (a−K), a ∈ A. If,

for some a ∈ A, there exists a sequence (an)n∈N such that an+1 ∈ Γ(an) for all n ∈ N
and limn→∞δα[Γ(an)] = 0 whenever α ∈ I, where δα(B) = sup{pα(x−y) : x,y ∈ B},
for every nonempty set B ⊆ A and α ∈ I, then there exists a0 ∈ eff(A,K) such that

a0−a∈K, limn→∞an = a0, and
⋂
n∈N Γ(an)= {a0}.

Remark 3.5. If the strong minimum point set for A denoted by S(A,K)= {a1 ∈A :

a−a1 ∈K,∀a∈A} is nonempty, then eff(A,K)= S(A,K).
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Indeed, S(A,K) ⊆ eff(A,K) because if a0 ∈ S(A,K) and a ∈ A∩ (a0−K), then a ∈
a0+K.

Assume now that S(A,K) �= ∅ and there existsa0 ∈ eff(A,K)\S(A,K). Then,a∗−a0 ∉
K for some a∗ ∈ A. Let ā ∈ S(A,K). Therefore a0− ā ∈ K\{0} because if a0 = ā, one

obtains a0 ∈ S(A,K), in conflict with a∗−a0 ∉K.

Hence a0− ā ∈ K\{0} and a0 ∈ eff(A,K) imply that ā ∈ a0+K, which together with

ā∈ S(A,K) leads to a0 ∈ S(A,K), a contradiction.

Remark 3.6. The largest class ζ of convex cones ensuring the existence for the

efficient points in all nonempty compact subsets of every separated topological vector

space was defined in [21] as follows: if V is an arbitrary Hausdorff topological vector

space, a convex cone C belongs to ζ if and only if, for every closed vector subspace L
of V , C∩L is a vector subspace whenever its closure C∩L is a vector subspace. A new

direction of study not only for the existence but also for important investigations about

Pareto-type efficiency in separated ordered locally convex spaces using completeness

instead of compactness was offered by the supernormal (nuclear) cones introduced by

Isac in 1981 and published in 1983 [8] (see also [9, 10, 11, 12, 17, 18], etc., for connected

bibliography).

Under appropriate conditions, in [23, 24], respectively, it is shown that in every sepa-

rated topological vector space, the largest class of convex cones ensuring the existence

of the efficient points in any bounded and complete subset coincides with the class of

cones K satisfying one of the following equivalent conditions:

(i) any bounded increasing net contained in K and in a complete subset of E has a

limit;

(ii) any bounded monotone net comprised in a complete subset of E has a limit.

Every supernormal cone has the properties (i), (ii), but there exist convex cones hav-

ing these properties which are not supernormal. Thus, in the classical Banach spaces

Lp([a,b]) (p > 1) the usual positive cone is closed, convex and it has the properties (i),

(ii), but it is not supernormal. The same conclusion is valid for the cone of all nonnega-

tive functions in any Orlicz space. Moreover, in related research [23, 24], Truong studied

the cones admitting strictly positively functionals and the scalarization of some vector

optimization problems.

The first important connection between vector optimization and the potential the-

ory is the next coincidence of the efficient point sets and the Choquet boundaries in

separated locally convex spaces, which cannot be obtained as a consequence of the

axiomatic potential theory and, following the above results, offers new pertinent prop-

erties for the efficient point sets and conversely, through the agency of the convex cone

of all real continuous functions on the set for which one looks for the efficient points.

Thus, if X is any nonempty, compact subset of E and K is an arbitrary closed, convex,

pointed cone, then we have the following.

Theorem 3.7 [7]. eff(X,K) coincides with the Choquet boundary of X with respect

to the convex cone of all real continuous functions which are increasing with respect to

order relation ≤K . Consequently, the set eff(X,K) endowed with the trace topology τX
induced on X by τ is a Baire space. Moreover, if X is metrizable, then eff(X,K) is a Gδ-set

in (X,τX).
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Proof. Since it is known that ∂SX endowed with the trace topology of X is a Baire

space (Theorem 2.4) and if, in addition, X is metrizable, then ∂SX is a Gδ-subset of X
(Theorem 2.6); it is sufficient to prove the first part of theorem.

Let S1 = {f ∈ C(X) : f is increasing with respect to ≤K}. For this special cone (in

general, only for it) we have ∂S1X = eff(X,K). Indeed, if x ∈ ∂S1 and x′ ∈ X such that

x′ ≤K x, then s(x′) ≤ s(x) for all s ∈ S1, therefore εx′ ≤S1 εx . Because εx is minimal

with respect to ≤S2 one deduces εx′ = εx , that is, x′ = x. Hence x ∈ eff(X,K) and

∂S1X ⊆ eff(X,K).
For the converse inclusion let f ∈ C(X) be arbitrary and let f̄ : X → R be defined by

f̄ (x)= sup{f(x′) : x′ ∈X and x′ ≤K x}.
It is obvious that f̄ is increasing with respect to ≤K and since, for any x ∈X, the set

{x′ ∈ X : x′ ≤K x} is compact, it follows that there exists x0 ∈ X, x0 ≤K x, such that

f̄ (x)= f(x0). Moreover, f̄ is upper semicontinuous. Indeed, let (xi)i∈I be a generalized

sequence in X converging to x ∈ X and for any i ∈ I let x0
i be an element of X such

that x0
i ≤K xi and f̄ (xi) = f(x0

i ). Without loss of generality, we may suppose that

the generalized sequence (x0
i )i∈I is also convergent to y ∈ X. Since f is continuous

and the order relation ≤K is closed, we obtain y = limx0
i ≤ limxi = x, f̄ (x) ≥ f(y) =

lim f̄ (x0
i )= lim f̄ (xi) and therefore f̄ is upper semicontinuous (see also [14, Appendix,

Lemma 4]).

We have f ≤ f̄ and, moreover, for any function g : X → R which is increasing with

respect to ≤K with f ≤ g, it follows that f̄ ≤ g. Indeed

f̄ (x)=sup
{
f
(
x′
)

: x′ ∈X, x′ ≤K x
}≤ sup

{
g
(
x′
)

: x′ ∈X, x′ ≤K x
}= g(x), ∀x ∈X.

(3.2)

Particularly, for any s ∈ S1 with s ≥ f , we have s ≥ f̄ and QS1f ≥ f̄ ≥ f .

On the other hand, by virtue of Nachbin’s theorem [14, Appendix, Theorem 3], we

deduce QS1 f̄ = f̄ and, since f ≤ f̄ , we have f̄ ≤QS1f ≤QS1 f̄ = f̄ .

Hence QS1f = f̄ for all f ∈ C(X) which implies that

∂S1X =
{
x ∈X : f(x)= f̄ (x), ∀f ∈ C(X)}. (3.3)

Let x0 ∈ eff(X,K) be arbitrary and f ∈ C(X).
We have QSf(x0)= f̄ (x0)= sup{f(x) : x ∈X and x ≤K x0} = f(x0),

x0 ∈ ∂S1X, eff(X,K)⊆ ∂S1X. (3.4)

Thus, we have proved that

eff(X,K)= {x ∈X : f(x)= f̄ (x), ∀f ∈ C(X)}= ∂S1X. (3.5)

Corollary 3.8. (i) eff(X,K) = {x ∈ X : f(x) = sup{f(x′) : x′ ∈ X∩ (x−K)}∀f ∈
C(X)}.

(ii) eff(X,K) and eff(X,K)∩{x ∈ X : s(x) ≤ 0} (s ∈ S) are compact sets with respect

to Choquet’s topology.

(iii) eff(X,K) is a compact subset of X.
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Remark 3.9. As we have already seen, in Remark 3.6 there exist more general condi-

tions than compactness imposed upon a nonempty set A in a separated locally convex

space ordered by a convex cone K ensuring that eff(X,K) �= ∅. Perhaps our coincidence

result suggests a natural extension of the Choquet boundary at least in these pointed

out cases.

Remark 3.10. In the conditions of Theorem 3.7 we consider on eff(X,K) endowed

with the trace topology also denoted by τx the following game between two partners

A and B: each successively chooses a nonempty set belonging to τx such that player

A makes the first choice and each player must choose a set in τx which should be

included into the previously chosen set of the other player.

Let G1,G′1,G2,G′2, . . . ,Gn,G′n, . . . be the successive options of the two players;

(G1,G2, . . . ,Gn, . . .) represent the options expressed by A and (G′1,G
′
2, . . . ,G′n, . . .) are the

options made by B. One says player B wins if, regardless of the way A plays, B is able

to make an option so that

⋂
n∈N∗

Gn �= ∅. (3.6)

Theorem 3.7 together with Choquet’s results (see, e.g., the references corresponding

to [6], Chapter 2) concerning the properties of the Choquet boundary shows that the

above game on eff(X,K) is won by player B. Whenever the above game is won by player

B, it follows that X is a Baire space. Moreover, the same game on the Choquet boundary

of every nonempty compact subset in any Hausdorff locally convex space, with respect

to every convex cone of real-valued continuous functions, which contains at least one

strictly positive function and separates linearly the basic compact space, is won by the

player B.

Remark 3.11. As we have seen in [1], under the hypothesis of Theorem 3.7 eff(X,K)
coincides with the Choquet boundary of X only with respect to the convex cone of all

real, continuous, andK-increasing functions inX. Thus, for example, ifX is a nonempty,

compact, and convex subset of E, then, taking into account Example 2.11, the Choquet

boundary of X with respect to the convex cone of all real, continuous, and concave

functions on X coincides with the set of all extreme points for A. But it is easy to see

that even in finite-dimensional cases an extreme point for a compact convex set is not

necessarily an efficient point and conversely. In order to give the second coincidence

result between the approximate efficient point sets and some Choquet boundaries, we

consider in the same framework of this section before Theorem 3.7 an arbitrary element

ε ∈K\{0}. Then, it is obvious that the setGε−K = {(x,y)∈ E×E :y ∈ x+ε+K} is closed

in E×E endowed with the usual product topology.

Definition 3.12. IfX is a nonempty subset of E, thena0 ∈Awill be called a minimal

element (ε-efficient point, Pareto ε-efficient point, ε-near-to-minimum point) of A with

respect to K if there exists no a∈A such that a0−a−ε ∈K, that is, (a0−ε−K)∩A=∅.

The ε-efficient point set of A with respect to K will be denoted by ε − eff(A,K)
(or ε−MINK(A)). Some approximate solutions of vector optimization problems and
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connected generalizations for Pareto-type optimums are given, for example, in [13, 20],

respectively.

Remark 3.13. It is clear that the concept of the ε-efficient point does not include

the notion of efficient point, eff(A,K)⊆ ε−eff(A,K), for all ε ∈ K\{0}, and eff(A,K)=⋂
ε∈K\{0}[ε−eff(A,K)].

Remark 3.14. A very interesting and important generalization of the approximative

Pareto efficiency given by Definition 3.12 was considered in [15] by replacing ε with a

nonempty subset of K\{0}. In this way it is shown that the existence of this new type of

efficient point set for lower-bounded sets characterizes the semi-Archimedian ordered

vector spaces and the regular ordered locally convex spaces. In [15], we also find many

pertinent examples and comments.

Definition 3.15. A real function f : E → R is called (ε+K)-increasing if f(x1) ≥
f(x2) whenever x1,x2 ∈ E and x1 ∈ x2+ε+K.

Theorem 3.16. If X is any nonempty and compact subset of E, then the set ε −
eff(X,K) coincides with the Choquet boundary of X with respect to the convex cone and

all (ε+K)-increasing real continuous functions on X. Consequently, the set ε−eff(x,K)
endowed with the trace topology is a Baire space and if (X,τx) is metrizable, then

ε−eff(x,K) is a Gδ-subset of X.

Proof. The proof follows approximatively the same line as in Theorem 3.7. Thus,

Theorems 2.4 and 2.6 show that the last part of the above theorem is a consequence

of the usual properties for Choquet boundaries under the specified conditions. Let

S1 = {f ∈ C(X) : f is (ε+K)-increasing}. Clearly, S1 is a convex cone which contains the

constant functions on X, it is min-stable, and it separates the points of X. If x∗ ∈ ∂S1X
and x′ ∈ X with x∗ ∈ x′ +ε+K, then s(x∗) ≥ s(x′) for all s ∈ S1, therefore εx′ ≤ εx∗ .

Because εx∗ is minimal with respect to “≤S1” one deduces εx∗ = εx′ , that is, x∗ = x′
(if x∗ �= x′, then, from the fact that S1 separates the points of X, it follows that there

exists f ∈ S1 with f(x∗) �= f(x′), in conflict with the equality εx∗ = εx′ , which means

that f(x∗)= f(x′), for all f ∈ C(X)); or 0 ∉ ε+K, so x∗ = x′ is a contradiction and this

proves the inclusion ∂S1X ⊆ ε− eff(X,K). For the converse inclusion let f ∈ C(X) be

arbitrary and let f̄ : X → R be defined by f̄ (x) = sup{f(x′) : x′ = x or x′ ∈ X and x ∈
x′ + ε+K}. It is obvious that f is (ε+K)-increasing and since for any x ∈ X the set

{x′ ∈ X : x′ = x or x′ ∈ X and x ∈ x′ +ε+K} is compact, it follows that there exists

x0 ∈X withx ∈ x0+ε+K such that f̄ (x)= f(x0). Moreover, f is upper semicontinuous

(see also, e.g., [14, Appendix, Lemma 4]). We have f ≤ f̄ and for any function g ∈ S1

with f ≤ g it follows that f̄ ≤ g because

f̄ (x)= sup
{
f(x′) : x′ = x or x′ ∈X, x ∈ x′ +ε+K}

≤ sup
{
g(x′) : x′ = x or x′ ∈ x+ε+K, x ∈ x′ +ε+K}

= g(x), ∀x ∈X.
(3.7)

Particularly, for any s ∈ S1 with s ≥ f we have s > f̄ QS1f ≥ f̄ ≥ f . On the other hand,

by virtue of Nachbin’s theorem [14, Appendix, Theorem 3] one deducesQS1 f̄ = f̄ . Since
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f ≤ f̄ , we have f̄ ≤QS1f ≤QS1 f̄ = f̄ . Hence QS1f = f̄ , for all f ∈ C(X), which implies

that ∂S1X = {x ∈X : f(x)= f̄ (x),∀f ∈ C(X)}. Let x0 ∈ ε−eff(X,K) and f ∈ C(X). We

have

QS1f
(
x0
)= f̄ (x0

)= sup
{
f(x) : x = x0 or x ∈X, x0 ∈ x+ε+K

}= f (x0
)
, (3.8)

therefore x0 ∈ ∂S1X and ε−eff(X,K)⊆ ∂S1X. Thus we have proved that

ε−eff(X,K)= {x ∈X : f(x)= f̄ (x), ∀f ∈ C(X)}= ∂S1X. (3.9)

Now, let D be a nonempty subset of E, let k0 ∈ E, and let ε > 0 be such that D+αk0 ⊆
D for all α> 0. If one denotes Dεk0 = εk0+(D\{0}) and we consider a proper subset A
of E, then we have the following.

Definition 3.17 [22]. An element x0 ∈A is called εk0-efficient of A with respect to

D if there is no x ∈A with xε ∈ x+Dεk0 .

In accordance with [22], the εk0-efficient of A with respect to D will be denoted by

eff(A,Dεk0).

Definition 3.18 [22]. We say that a function f : E → R is Dεk0 -increasing if x1 ∈
x2+Dεk0 implies that f(x1)≥ f(x2).

Remark 3.19. Following the above theorem, it is clear that if X is a nonempty, com-

pact subset of E and ∂SX denotes its corresponding Choquet boundary with respect to

the convex cone

S = {f ∈ C(X) : f is Dεk0 -increasing
}
, (3.10)

then ∂SX ⊆ eff
(
X,Dεk0

)
The second part of the proof given for Theorem 3.16 shows that except for some

particular cases, it seems that the condition for D to be a proper, closed, convex, and

pointed cone is essential in order to have equality in this last inclusion relation.

Remark 3.20. In our opinion, the immediate intrinsic topological study of Choquet’s

boundaries with respect to the specific (Choquet) topologies and the special refined

facial topologies specified also in the fourth paragraph of the second chapter in [6] is

important for the investigations on the sensitivity of the corresponding efficient and

approximate efficient point sets, thanks to the above coincidence results between the

(approximate) efficient point sets and the Choquet boundaries.

4. Some open problems. The above research suggests immediately the following

open problems.

Problem 4.1. If eff(A,K) �= ∅, there exist a Hausdorff locally convex space Y , a

supernormal cone K0 in Y , and a nonempty set A0 ⊂ Y with eff(A,K)= eff(A0,K0) (or,

at least, eff(A,K) is dense in eff(A0,K0)).
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Problem 4.2. If eff(A,K) �= ∅, there exist a separated locally convex space X1, a

(pointed) convex cone K1 in X1, and a compact set A1 ⊂ X1 such that eff(A,K) =
eff(A1,K1) (or, at least, eff(A,K) to be dense in eff(A1,K1)).

Problem 4.3. If E is a Hilbert space, K is a closed, convex, pointed cone in E, and

X is a nonempty, closed, convex subset of E, does eff(X,K) preserve the property of

coincidence with the corresponding Choquet boundary as in the above theorem?

Problem 4.4. The same question applies in each of the following cases:

(i) E is any quasicomplete locally convex space, K denotes every supernormal or-

dering cone for E, and X is an arbitrary K-bounded and K-closed subset of E
[12];

(ii) E represents every quasicomplete locally convex space, the closure K̄ of an ar-

bitrary ordering cone K in E has one of the equivalent properties (i) or (ii) given

in Remark 3.6, and X is any K-bounded and K-closed subset in E.
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