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#### Abstract

We study an initial-boundary value problem for the nonlinear Schrödinger equation, a simple mathematical model for the interaction between electromagnetic waves and a plasma layer. We prove a global existence and uniqueness theorem and establish a Galerkin method for solving numerically the problem.
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1. INTRODUCTION.

This paper is concerned mainly with the initial-boundary value problem

$$
\begin{align*}
& i u_{t}+u_{x x}+k|u|^{2} u=0, \quad u(0, x)=u_{0}(x),  \tag{1.1}\\
& u_{x}(t, 0)=i \alpha_{0}\left(2 a_{0}-u(t, 0)\right), u_{x}(t, 1)=i \alpha_{1}\left(u(t, 1)-2 a_{1}\right) \tag{1.2}
\end{align*}
$$

where $i^{2}=-1$, the subscripts $t$ and $x$ denote partial differentiating with respect to the time coordinate $t \in[0, T], T>0$, and the spatial coordinate $x \in[0,1]$, respectively, $k$ and $\alpha_{j}$, $j=0,1$, are real constants, the $a_{j}$ 's are (in general) complex constants.
(1.1) is the standard form of the nonlinear Schrödinger equation. Only technical modifications are necessary to extend our results to somewhat more general equations like $i u_{f} u x x+k|u|^{2} u+a(x) u=f(t, x)$.

The boundary conditions (1.2) can be written in the more suggestive form

$$
\begin{aligned}
& \left.\frac{\partial^{I}}{\partial x^{I}}\left(a_{0} \exp \left(i \alpha_{0} x\right)+U_{0} \exp \left(-i \alpha_{0} x\right)-u\right)\right|_{x=0}=0, I=0,1, \\
& \left.\frac{\partial^{I}}{\partial x^{I}}\left(a_{1} \exp \left(-i \alpha_{1}(x-1)\right)+U_{1} \exp \left(i \alpha_{1}(x-1)\right)-u\right)\right|_{x=1}=0
\end{aligned}
$$

The problem (1.1), (1.2) may be considered as a simple mathematical model for the interaction of stationary electromagnetic waves $a_{0} \exp \left(i d_{0} x\right)$ for $x<0$ and $a_{1} \exp \left(-i \alpha_{1}(x-1)\right)$ for $x>1$ with a plasma layer localized in the interval [0,1]. The functions $U_{j}, j=0,1$, defined by $U_{j}(t)=u(t, j)-a_{j}$ represent the reflection and transmission properties of the plasma layer [1].

Recently, the initial value problem (1.1) has been studied extensively for solutions which vanish at $|x|=\infty[2,10]$ or which are periodic in $x$ [3]. The nonlinear Schrödinger equation connected with these boundary conditions has such distinguished pro-
perties as an associated inverse scattering problem and an infinite set of conserved functionals $F_{n}$. Unfortunately, the boundary conditions (1.2) do not imply such properties. Especially, the functionals $F_{n}$ are not conserved. Nevertheless, we shall use the functionals $F_{1}$ and $F_{5}$ (cf. [10]) to prove important a priori estimates.

The paper consists of five sections. In the second section we introduce notations and state some results concerning a linear ordinary differential operator. This operator turns out to be selfadjoint with respect to the homogeneous boundary conditions corresponding to (1.2) (i. e., $a_{0}=a_{1}=0$ ). In the third section we prove an existence and uniqueness result for a regularized problem originating from (1.1), (1.2) by addition of a regularization term which may be interpreted physically as damping [7]. The fourth section contains our main result, a global existence and uniqueness theorem for problem (1.1), (1.2). Our proof bases on the approximation of (1.1), (1.2) by the regularized problems mentioned above. In the last section we establish Galerkin's method as a procedure to solve (1.1), (1.2) numerically. The eigenfunctions of the self-adjoint operator studied in Section 2 serve us as appropriate base functions.

## 2. PRELIMINARIES

Throughout this paper $c$ denotes various constants. For a complex number $z$ we denote by $\overline{\mathbf{z}}, z, \operatorname{Re} z$ and $\operatorname{Im} z$ conjugate complex number, modulus, real and imaginary part, respectively. $\mathrm{C}^{\mathrm{l}}, \mathrm{H}^{l}$ and $\mathrm{L}^{\mathrm{q}}$ are the usual spaces of complex-valued functions defined on the interval $(0,1)$ provided with the norms

$$
\begin{aligned}
& \|v\|_{c^{I}}=\sum_{j=0}^{1} \max _{x \in[0,1]}\left|\frac{d^{j} v(x)}{d x^{j}}\right|,\|v\|_{H^{I}}=\left(\sum_{j=0}^{I} \int_{0}^{1}\left|\frac{d^{j} v}{d x^{j}}\right|^{2} d x\right)^{1 / 2}, \\
& \|v\|_{q}=\left(\int_{0}^{1}|v|^{q} d x\right)^{1 / q}, \quad 1 \leq q<\infty,\|v\|_{\infty}=\operatorname{ess} \sup |v(x)| .
\end{aligned}
$$

We write

$$
C=C^{0},\|v\|_{C}=\|v\|_{C^{o}}, \quad H=H^{\circ}=L^{2},\|v\|=\|v\|_{2},(v, w)=\int_{0}^{1} v \bar{w} d x
$$ The space $H^{1}$ is continuously embedded into $C$ and it holds (cf. [3])

$$
\begin{equation*}
\|v\|_{C}^{2} \leqq\|v\|\left(\|v\|+2\left\|v_{x}\right\|\right) \quad, \quad v \in H^{1} \tag{2.1}
\end{equation*}
$$

In what follows the operator $A$ defined by

$$
\begin{align*}
& A v=-v_{x x}+2 i p v_{x}+\left(i p^{\prime}+p^{2}\right) v, \quad p^{\prime}=\frac{d p}{d x},  \tag{2.2}\\
& D(A)=\left\{v \in H^{2} \mid v_{x}(0)=-i \alpha_{0} v(0), \quad v_{x}(1)=i \alpha_{1} v(1)\right\}
\end{align*}
$$

plays an important role. Here $p=p(x)$ is a real function such that

$$
\begin{equation*}
p \in H^{3}, p(0)=-\alpha_{0}, p(1)=\alpha_{1} . \tag{2.3}
\end{equation*}
$$

REMARK 2.1 The function $p=\left(\alpha_{0}+\alpha_{1}\right) x-\alpha_{0}$ may serve as an example for $p$.

LEMMA 2.1 The operator $A \in(D(A) \rightarrow H)$ is self-adjoint and nonnegative. Ita energetic space is $H^{1}$. A has a pure point spectrum. Its eigenvalues are $\lambda_{n}=n^{2} \pi^{2}, n=0,1,2, \ldots$ Each eigenvalue is single. The corresponding orthonormal eigenfunctions are

$$
h_{n}=r_{n} e^{i P(x)} \operatorname{cosn} \| x, P(x)=\int_{0}^{x} p(s) d s, r_{n}= \begin{cases}1 & \text { if } n=0, \\ 2 & \text { if } n=1,2, \ldots \text { (2.4) }\end{cases}
$$

PROOF. The operator $A$ is closely related to the Laplacian with Neumann's conditions. Indeed, it is easy to check that $v$ is solution of the problem

$$
A v=f, \quad f \in H, \quad V \in D(A)
$$

if and only if $w=e^{-i P_{v}} \in H^{2}$ is solution of Neumann's problem

$$
-w_{x x}=e^{-i P_{f}}, \quad w_{x}(0)=w_{x}(1)=0
$$

From this fact and from the well-known properties of Neumann's problem (cf. [9] the lemma follows.

Provided with the scalar product

$$
((v, w))=(v+A v, w+A w)
$$

and the corresponding norm

$$
\|v\|_{V}^{2}=\|v+A v\|^{2}
$$

$D(A)$ becomes a Hilbert space $V$. We denote by $\langle.$, . $>$ the pairing between $V$ and its dual space $V^{\prime}$. Because of Riesz' representation theorem the mapping $\mathrm{E} \in\left(\mathrm{H} \longrightarrow \mathrm{V}^{\prime}\right)$ defined by

$$
\langle E f, v\rangle=(f, v+A v), \quad V v \in V
$$

is one-to-one and isometric. Thus we can identify $V^{\prime}$ and $H$.
LEMMA 2.2 The $V$-norm and the $H^{2}$-norm are equivalent on $V$.
PROOF. Evidently we have $\|v\|_{V} \leqq c(p)\|v\|_{H^{2}}$. On the other hand it holds for $\nabla \in V$

$$
\begin{align*}
(A v, v) & =\left(-v_{x x}+2 i p v_{x}+\left(i p p^{\prime}+p^{2}\right) v, v\right) \\
= & {\left[\left(-v_{x}+i p v\right) \bar{v}\right]_{0}^{1}+\int_{0}^{1}\left(\left|v_{x}\right|^{2}+i\left(p v_{x} \bar{v}^{-p} v \bar{v}-p v \bar{v}_{x}+p p^{\prime} v \bar{v}\right)+p^{2}|v|^{2}\right) d x }  \tag{2.5}\\
& =\int_{0}^{1}\left(\left.\left|v_{x} \|^{2}+p^{2}\right| v\right|^{2}-2 p \operatorname{Im}\left(v_{x} \bar{v}\right)\right) d x \geqq \frac{1}{2}\left\|v_{x}\right\|^{2}-c\|v\|^{2}
\end{align*}
$$

and

$$
\begin{aligned}
\|A v\|^{2}= & (A v, A v)=\left\|v_{x x}\right\|^{2}+\left.\int_{0}^{1}\left|4 p^{2}\right| v_{x}\right|^{2}+\left(p^{4}+\left(p^{\prime}\right)^{2}\right)|v|^{2} \\
& \left.+2 \operatorname{Re}\left[v_{x x^{2}} 2 i p \bar{v}_{x}+v_{x x}\left(i p p^{\prime}-p^{2}\right) \bar{v}-2 i p v_{x}\left(i p p^{\prime}-p^{2}\right) \vec{v}\right]\right\} d x \\
& \geqq \frac{1}{2}\left\|v_{x x}\right\|^{2}-c\|v\|_{H^{1}}^{2}
\end{aligned}
$$

Hence we get

$$
\|v\|_{H^{2}}^{2}=\|v\|^{2}+\left\|v_{x}\right\|^{2}+\left\|v_{x x}\right\|^{2} \leqslant c\left(\|v\|^{2}+2(A v, v)+\|A v\|^{2}\right)=c\|v\|_{V}^{2}
$$

and the lemma is proved.
LEMMA 2.3 For $g \in H$ let $g_{n}=\sum_{l=0}^{n}\left(g, h_{1}\right) h_{1}$. Then $g_{n} \rightarrow g$ (strongly) in $H$. Moreover, if $g \in V$, then $g_{n} \rightarrow g$ in $H^{2}$.

PROOF. The first statement follows from Lemma 2.1 (cf. [9], Satz 21.1). Let now $g \in V$. On account of Lemma 2.1 we have the representation $A g=\sum_{1=0}^{\infty} \lambda_{1}\left(g, h_{1}\right) h_{1}$, that is $g_{n} \rightarrow g$ in $V$. Because of Lemma 2.2 this implies $g_{n} \rightarrow g$ in $H^{2}$.

In view of Section 4 we still note that for arbitrarily small $\delta>0$ the following estimate is valid

$$
\begin{equation*}
\left\|v_{x}\right\|^{2}=-2 \operatorname{Re}\left(v, v_{x x}\right) \leqq 2\|v\|\left\|v_{x x}\right\| \leqq \delta\left\|v_{x x}\right\|^{2}+\frac{1}{\delta}\|v\|^{2} \quad v v \in V . \tag{2.6}
\end{equation*}
$$

In what follows $S=[0, T]$ denotes a bounded time interval. For a Banach space $B$ we denote by

- $C(S ; B)$ the Banach space of continuous (B-valued) functions provided with the norm $\|u\|_{C(S ; B)}=\max _{t \in S}\|u(t)\|_{B}$,
- $C_{w}(S ; B)$ the space of weakly continuous functions,
- $L^{2}(S ; B)$ the Banach space of Bochner-integrable functions pro-
 - $H^{T}(S ; B)$ the Banach space of functions $u \in I^{2}(S ; B)$ having a derivative $u^{\prime}=\frac{d u}{d t} \in L^{2}(S ; B)$ taken in the sense of distributions on $(0, T)$ with values in $B$.

REMARK 2.3 Clearly, the relation $L^{2}(S ; H)=L^{2}((0, T) \times(0,1))$
holds. Accordingly, we shall occasionally consider "abstract" functions as "ordinary" ones and vice-versa.
3. THE NONLINEAR SCHRÖDINGER EQUATION WITH DAMPING

In this section we consider the problem
i $u_{t}+k_{1} u_{x x}+\left(k_{2}+k_{3}|u|^{2}\right) u=0, u(0, x)=u_{0}(x), u \in H^{1}\left(S ; H^{2}\right)$,
$u_{X}(t, 0)=i \alpha_{0}\left(2 a_{0}-u(t, 0)\right), \quad u_{X}(t, 1)=i \alpha_{1}\left(u(t, 1)-2 a_{1}\right)$
with real constants $\alpha_{0}, \alpha_{1}$ and (in general) complex constants $a_{0}$, $a_{1}, k_{1}, k_{2}$ and $k_{3}$ satisfying the assumptions

$$
\begin{equation*}
\alpha_{0} \operatorname{Re} k_{1} \geqq 0, \quad \alpha_{1} \operatorname{Re} k_{1} \geqq 0, \quad \operatorname{Im} k_{1}<0, \quad \operatorname{Im} k_{3} \geqq 0 . \tag{3.3}
\end{equation*}
$$

REMARK 3.1 Under the assumptions (3.3) the term $\operatorname{Im} k_{1} u_{x x}+$ Im $k_{3}|u|^{2} u$ may be interpreted physically as damping (cf. [7]).

REMARK 3.2 It requires only technical modifications to treat (3.1), (3.2) if a right hand side or functions $a_{j}=a_{j}(t)$ are admitted.

In order to get homogeneous boundary conditions we make the ansatz

$$
\begin{equation*}
u=v+u_{a}, \quad u_{0}=v_{0}+u_{a} \tag{3.4}
\end{equation*}
$$

with a function $u_{a} \in H^{3}$ satisfying (3.2).
REMARK 3.3 For instance we can choose

$$
u_{a}=-i\left(\alpha_{0} a_{0}(1-x)^{2} \exp (i P)+\alpha_{1} a_{1} x^{2} \exp (i(P-P(1)))\right)
$$

where $P=P(x)$ is the function from (2.4).
Now we can rewrite (3.1), (3.2) as follows

$$
\begin{equation*}
i v_{t}+k_{1}\left(v+u_{a}\right)_{x x}+B v=0, v(0)=v_{0}, \quad v \in H^{1}(S ; v) \tag{3.5}
\end{equation*}
$$

where $B v=\left(k_{2}+k_{3}\left|v+u_{a}\right|^{2}\right)\left(v+u_{a}\right)$.
THEOREM 3.1 Suppose (2.3) and $\nabla_{0}=u_{0}-u_{a} \in V \cap H^{3}$. Then the problem (3.1), (3.2) has a unique solution.

PROOF. For real parameters $r>0$ we define by

$$
\left(P _ { r } v \left((x)=\begin{array}{l}
v(x) \text { if }|v(x)| \leq r, \\
r \frac{v(x)}{|v(x)|} \text { if }|v(x)|>r \tag{3.6}
\end{array}\right.\right.
$$

operators $P_{r} \in(C \rightarrow C)$. It is easy to check that for $v, v_{1}, v_{2} \in V$

$$
\left\|P_{r} v\right\|_{C} \leq r \quad, \quad\left\|P_{r} v_{1}-P_{r} v_{2}\right\|_{C} \leqq\left\|v_{1}-v_{2}\right\|_{C}
$$

Thus the operator $B_{r} \in\left(H^{1} \rightarrow H^{1}\right)$ defined by

$$
\begin{equation*}
B_{r} v=\left(k_{2}+k_{3}\left|P_{r}\left(v+u_{a}\right)\right|^{2}\right) P_{r}\left(v+u_{a}\right) \tag{3.7}
\end{equation*}
$$

satisfies for $\nabla_{j} \in H^{1}, w_{j}=u_{a}+v_{j}, j=1,2$, the estimate

$$
\begin{align*}
& \left\|B_{r} v_{1}-B_{r} \nabla_{2}\right\|=\left\|\left(k_{2}+k_{3}\left|P_{r} w_{1}\right|^{2}\right)\left(P_{r} w_{1}-P_{r} W_{2}\right)+k_{3}\left(\left|P_{r} w_{1}\right|^{2}-\left|P_{r} w_{2}\right|^{2}\right) P_{r} w_{2}\right\| \\
& \quad \leqq\left\|\left(\left|k_{2}\right|+\left|k_{3}\right| r^{2}\right)\left|v_{1}-v_{2}\right|+\right\| k_{3}| | P_{r} w_{1}-P_{r} w_{2}| | P_{r} w_{1}+P_{r} W_{2} \mid r \|  \tag{3.8}\\
& \quad \leqq\left(\left|k_{2}\right|+3\left|k_{3}\right| r^{2}\right)\left\|v_{1}-v_{2}\right\|=c(r)\left\|v_{1}-v_{2}\right\|
\end{align*}
$$

Moreover, for $v \in H^{1}$ we have with $w=v+u_{a}$

$$
\begin{align*}
\left\|B_{r} v\right\| & =\left\|\left(k_{2}+k_{3}\left|P_{r} w\right|^{2}\right) P_{r} w\right\| \leqq\left|k_{2}\right|\|w\|+\left|k_{3}\right|\|w\| \frac{3}{6}  \tag{3.9}\\
& \leqq\left|k_{2}\right|\|w\|+\left|k_{3}\right|\|w\|^{2}\left(\|w\|+2\left\|w_{x}\right\|\right)=c(\|v\|)\left(1+\left\|v_{x}\right\|\right) \quad
\end{align*}
$$

For the time being we replace (3.5) by the problem

$$
\begin{equation*}
i v_{t}+k_{1}\left(v+u_{a}\right)_{x x}+B_{r} v=0, \quad v(0)=v_{0}, v \in H^{1}(S ; v), \tag{3.10}
\end{equation*}
$$

which we can write also as a standard evolution equation

$$
\begin{equation*}
v_{t}+C_{r} v=0, \quad v(0)=v_{0}, \quad v \in H^{1}(S ; v), \tag{3.11}
\end{equation*}
$$

where the operator $C_{r} \in\left(V \rightarrow V^{\prime}\right)$ ist given by

$$
C_{r} v=-i\left(k_{1}\left(v+u_{a}\right)_{x x}+B_{r} v\right)
$$

In order to apply results on evolution equations we now verify some properties of $C_{r}$. Using (3.8) we obtain for $v_{1}, v_{2} \in V$ with $v=v_{1}-v_{2}$

$$
\begin{align*}
\left\|C_{r} v_{1}-C_{r} v_{2}\right\| V^{\prime} & =\left\|C_{r} v_{1}-C_{r} v_{2}\right\|=\left\|k_{1} v_{X x}+B_{r} v_{1}-B_{r} v_{2}\right\|  \tag{3.12}\\
& \leqq\left|k_{1}\right|\left\|v_{X x}\right\|+c(r)\|v\| \leqq c(r)\|v\|_{V},
\end{align*}
$$

that is the Lipschitz-continuity of $C_{r}$. Next we note that $C_{r}$ possesses the following monotonicity property

$$
\begin{align*}
\left.2 R e<C_{r} v_{1}-C_{r} v_{2}, v_{1}-v_{2}\right\rangle & =2 \operatorname{Im}\left(k_{1}\left(v_{X X}+A v+v-(v+A v)\right)+B_{r} v_{1}-B_{r} v_{2}, v+A v\right) \\
& \geqq-\operatorname{Im} k \neq v v_{V}^{2}-c(r)\|v\|_{H}^{2} \tag{3.13}
\end{align*}
$$

Finally, $v_{0} \in V \cap H^{3}$ implies $C_{r} v_{0} \in H^{1}$. Using these facts we can conclude the existence of a unique solution $v_{r}$ of (3.11) from Satz 3.1 and Bemerkung 5 in [5].

Now we want to show that for sufficiently large chosen $r$ the function $u_{r}=v_{r}+u_{a}$ is the (unique) solution of (3.1), (3.2). Clearly, it suffices to find a r-independent a priori estimate for $u_{r}$ in $C\left(S ; H^{1}\right)$. We proceed in two steps. Setting $v=v_{r}, u=u_{r}$,

$$
\begin{aligned}
& U_{j}(t)=u_{r}(t, j)-a_{j}, j=0,1 \text {, we get from (3.10) } \\
& \begin{aligned}
0= & 2 \operatorname{Im}\left(i u_{t}+k_{1} u_{x x}+\left(k_{2}+k_{3}\left|P_{r} u\right|^{2}\right) P_{r} u, u\right)= \\
= & \left(\|u\|^{2}\right)_{t}+2 \operatorname{Re}\left(k_{1} \sum_{j=0}^{1} \alpha_{j}\left(U_{j}-a_{j} l\left(\bar{U}_{j}+\bar{a}_{j}\right)\right)-2 \operatorname{Im}\left(k_{1}\left\|u_{x}\right\|^{2}-\right.\right. \\
& \left.-\left(\left(k_{2}+k_{3}\left|P_{r} u\right|^{2}\right) P_{r} u, u\right)\right)=\left(\|u\|^{2}\right)_{t}+2 \operatorname{Re} k_{1} \sum_{j=0}^{1} \alpha_{j}\left(\left|U_{j}\right|^{2}-\left|a_{j}\right|^{2}\right) \\
& -2 \operatorname{Im}\left(2 k_{1} \sum_{j=0}^{1} \alpha_{j} \operatorname{Im}\left(\bar{a}_{j} U_{j}\right)+k_{1}\left\|u_{x}\right\|^{2}-\left(\left(k_{2}+k_{3}\left\|P_{r} u\right\|^{2}\right) P_{r} u, u\right)\right)
\end{aligned}
\end{aligned}
$$

$\geqq\left(\|u\|^{2}\right)_{t}+\operatorname{Re}^{2} \sum_{j=0}^{1} d_{j}\left|U_{j}\right|^{2}-2 \operatorname{Im} k_{1}\left\|u_{x}\right\|^{2}-2\left|k_{2}\right|\|u\|^{2}+2 \operatorname{Im} k_{3}\left\|P_{r} u\right\|_{4}^{4}-c$, where the constant $c$ is independent of $r$. Hence by Gronwall's lemma we conclude

$$
\left\|u_{r}\right\|_{C(S ; H)}^{2}-\operatorname{Im} k_{1}\left\|u_{r}\right\|_{L^{2}\left(S ; H^{1}\right)}^{2}+\operatorname{Re} k_{1} \sum_{j=0}^{1} \alpha_{j}\left\|U_{r j}\right\|_{L^{2}(S)}^{2} \leqq c . \quad \text { (3.14) }
$$

In the second step we multiply (3.10) by $A V=-v_{x x}+2 i p v_{x}+\left(i p^{\prime}+p^{2}\right) \nabla$ and obtain, using the symmetry of $A$,
$0=2 \operatorname{Im}\left(i v_{t}+k_{1} u_{x x}+B_{r} v, A v\right)$
$=(v, A v)_{t}-2 \operatorname{Im}\left(k_{1}\left(A v-u_{a x x}-2 i p v_{x}-\left(i p{ }^{\prime}+p^{2}\right) v\right)-B_{r} v, A \nabla ;\right.$
$\geqq(v, A v)_{t}-2 I m k_{1}\|A v\|^{2}-2 \| k_{1}\left(u_{a x x}+2 i p v_{x}+\left(i p{ }^{\prime}+p^{2}\right) v-B_{r} v\| \| A v \|\right.$. Taking into account (2.5), (3.9) and (3.14), we get by Gronwall*s lemma the desired a priori estimate

$$
\begin{equation*}
\left\|u_{r}\right\|_{C\left(S ; H^{1}\right)} \leqq c \tag{3.15}
\end{equation*}
$$

which ends the proof.
THEOREM 3.1 has been stated mainly in view of its application in the next section. For the sake of completeness we still formulate an existence and uniqueness result for the damped problem holding for arbitrary initial values $u_{0} \in H$. For this purpose we start from the following weak formulation of (3.1), (3.2)

$$
\begin{align*}
& \int_{S}\left(\left(i u_{t}+\left(k_{2}+k_{3}|u|^{2}\right) u, h\right)+k_{1}\left(i \sum_{j=0}^{1} d_{j}\left(u(t, j)-2 a_{j}\right) h(t, j)-\left(u_{x}, h_{x}\right)\right) d t=0\right.  \tag{3.16}\\
& u(0)=u_{0}, \quad \forall h \in L^{2}\left(S ; H^{1}\right), \quad u \in L^{2}\left(S ; H^{1}\right) \cap H^{1}\left(S ;\left(H^{1}\right) \prime\right)
\end{align*}
$$

Then, using Theorem 3.1, (3.14) and the fact that $V C H^{3}$ lies densely in H (cf. Lemma 2.3), the following result is easily to prove.

PROPOSITION 3.1. Suppose (3.3) and $u_{0} \in H$. Then the problem (3.16) has a unique solution.

## 4. THE NONLINEAR SCHRÖDINGER EQUATION

We return now to the problem

$$
\begin{gather*}
i u_{t}+u_{x x}+k|u|^{2} u=0, \quad u(0, x)=u_{0}(x),  \tag{4.1}\\
u_{x}(t, 0)=i \alpha_{0}\left(2 a_{0}-u(t, 0)\right), \quad u_{x}(t, 1)=i \alpha_{1}\left(u(t, 1)-2 a_{1}\right) . \tag{4.2}
\end{gather*}
$$

Our main result is
THEOREM 4.1. Suppose $\alpha_{j} \geqq 0, j=0,1, v_{0}=u_{o}-u_{a} \in V$. Then the problem (4.1), (4.2) has a unique solution $u \in C\left(S ; H^{2}\right)$ with $u_{t} \in C(S ; H)$. Moreover, it holds $U_{j}=u(., j)-a_{j} \in H^{1}(S), j=0,1$.

PROOF. (Uniqueness) Let $u_{1}, u_{2}$ be appropriate solutions of (4.1) (4.2). Setting $u=u_{1}-u_{2}$ and $U_{j}=u(\cdot, j)$ we obtain from (4.1)

$$
\begin{aligned}
0 & =2 \operatorname{Im}\left(i u_{t}+u_{x x}+k\left(\left|u_{1}\right|^{2} u_{1}-\left|u_{2}\right|^{2} u_{2}\right), u\right) \\
& =\left(\|u\|^{2}\right)_{t}+2 k \operatorname{Im}\left(\left|u_{1}\right|^{2} u+\left(\left|u_{1}\right|^{2}-\left|u_{2}\right|^{2}\right) u_{2}, u\right)+2 \sum_{j=0}^{1} \alpha_{j}|U|_{j}^{2} \geqq \\
& \geqq\left(\|u\|^{2}\right)_{t}-3|k|\left(\left\|u_{1}\right\|_{C(S ; C)}^{2}+\left\|u_{2}\right\|_{C(S ; C)}^{2}\right)\|u\|^{2} .
\end{aligned}
$$

Integration with respect to $t$ yields

$$
\|u(t)\|^{2} \leqq c\left(u_{1}, u_{2}\right) \int_{0}^{t}\|u(s)\|^{2} d s
$$

Applying Gronwall's lemma, we conclude from this $u=0$, that is $u_{1}=u_{2}$ •
(Existence) We approximate (4.1) by equations of the form (3.1). To this end let $\varepsilon>0$ be a regularization parameter and ( $v_{0 \varepsilon}$ ) a corresponding set of functions such that $\nabla_{O \varepsilon} \in V \cap H^{3}$ and $v_{O \varepsilon} \rightarrow v_{O}$ in
$V$ as $\varepsilon \rightarrow 0$. (The existence of such a set is guaranteed by Lemma 2.3. We consider now the problem

$$
i u_{t}+(1-i \varepsilon) u_{x x}+k|u|^{2} u=0, u \in H^{1}\left(S ; H^{2}\right), u(0)=u_{o \varepsilon}=v_{o \varepsilon}+u_{a}
$$

under the boundary conditions (4.2). By Theorem 3.1 for each $\varepsilon>0$ there exists a unique solution $u$ of (4.2), (4.3). In order to be able to pass to the limit $\varepsilon \rightarrow 0$ we need two a priori estimates. The first one is

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{C(S ; H)}^{2}+\varepsilon\|u\|_{L^{2}\left(S ; H^{1}\right)}^{2}+\sum_{j=0}^{n} \alpha_{j}\left|U_{\varepsilon j}\right|_{L^{2}(S)}^{2} \leqq c \tag{4.4}
\end{equation*}
$$

which can be proved exactly as (3.14). The crucial part of this proof is the second a priori estimate which we are going to prove now. For the time being we drop the subscript $\varepsilon$ setting $u=u_{\varepsilon}$, $U_{j}=u_{\varepsilon}(., j)-a_{j}, j=0,1$. From (4.3) it follows

$$
\begin{aligned}
0= & 2 \operatorname{Re} \int_{0}^{t}\left(i u_{t}+(1-i \varepsilon) u_{x x}+k|u|^{2} u,(1-i \varepsilon) u_{x x t}+\frac{3}{2} k|u|^{2} u_{t}\right) d s \\
= & 2 \operatorname{Re} \int_{0}^{t}\left(\left[i(1+i \varepsilon) u_{t} \overline{u_{x t}}\right]_{0}^{1}-i(1+i \varepsilon)\left\|u_{x t}\right\|^{2}+\left(1+\varepsilon^{2}\right)\left(u_{x x}, u_{x x t}\right)+\right. \\
& +k(1+i \varepsilon)\left(|u|^{2} u, u_{x x t}\right)+\frac{3}{2} k i\left\|u u_{t}\right\|^{2}+\frac{3}{2} k(1-i \varepsilon)\left(u_{x x}|u|^{2}, u_{t}\right)+ \\
& \left.+\frac{3}{2} k^{2}\left(|u|^{4} u, u_{t}\right)\right\} d s
\end{aligned}
$$

and thus

$$
\begin{align*}
& \int_{0}^{t}\left(2 \quad \sum_{j=0}^{1} \alpha_{j}\left|u_{j t}\right|^{2}+2 \varepsilon\left\|u_{x t}\right\|^{2}\right) d s+\left(1+\varepsilon^{2}\right)\left\|u_{x x}(t)\right\|^{2}+\frac{k^{2}}{2}\|u(t)\|_{6}^{6} \\
& =\left(1+\varepsilon^{2}\right)\left\|u_{x x}(0)\right\|^{2}+\frac{k_{2}^{2}}{2}\|u(0)\|_{6}^{6}-k \int_{0}^{t} \operatorname{Re}\left(2\left(|u|^{2} u, u_{x x t}\right)+3\left(u_{x x}\|u\|^{2}, u_{t}\right)\right) d s+ \\
& +\varepsilon k \int_{0}^{t} \operatorname{Im}\left(\left(2\left(\mid u^{2} u, u_{\Sigma x t}\right)-3\left(u_{\Sigma x}|u|^{2}, u_{t}\right)\right) d s\right.  \tag{4.5}\\
& =\left(1+\varepsilon^{2}\right)\left\|u_{x x}(0)\right\|^{2}+\frac{k^{2}}{2}\|u(0)\|_{6}^{6}+k \int_{0}^{t} I_{1} d s+\varepsilon k \int_{0}^{t} I_{2} d s .
\end{align*}
$$

Let us now reform the integrands $I_{1}$ and $I_{2}$. We have
$I_{1}=-\operatorname{Re}\left(2\left(|u|^{2} u, u_{x x t}\right)+3\left(u_{x x}|u|^{2}, u_{t}\right)\right)=2 \operatorname{Re}\left\{\left((\mid u)^{2}\right)_{x} u+|u|^{2} u_{x}, u_{x t}\right)-$

$$
\begin{aligned}
& {\left[|u|^{2} u \bar{u}_{x t}\right]_{0}^{1}+2\left(u_{x},\left(|u|^{2}\right)_{x} u_{t}+|u|^{2} u_{t x}\right)-2\left[u_{x}|u|^{2} \bar{u}_{t}\right]_{0}^{1}+\operatorname{Re}\left(u_{x x}|u|^{2}, u_{t}\right) } \\
= & 3\left(|u|^{2},\left(\left\|u_{x}\right\|^{2}\right)_{t}\right)+\frac{1}{2}\left(\left\|\left(|u|^{2}\right)_{x}\right\|^{2}\right)_{t}+\operatorname{Re}\left(2\left(|u|^{2}\right)_{x} u_{x}+|u|^{2} u_{x x}, u_{t}\right)- \\
& 2 \operatorname{Re}\left[|u|^{2}\left(u \bar{u}_{x t}+2 u_{x} \bar{u}_{t}\right)\right]_{0}^{1},
\end{aligned}
$$

where

$$
\begin{aligned}
& \operatorname{Re}\left(2\left(|u|^{2}\right)_{x} u_{x}+|u|^{2} u_{x x}, u_{t}\right)=\operatorname{Im}\left(2\left(|u|^{2}\right)_{x} u_{x}+|u|^{2} u_{x x},(1-i \varepsilon) u_{x x}+k|u|^{2} u\right) \\
& =\varepsilon\left(2 \operatorname{Re}\left(\left(|u|^{2}\right)_{x} u_{x}, u_{x x}\right)+\left\|u_{x x}\right\|^{2}\right)+2 \operatorname{Im}\left[\left(\left(|u|^{2}\right)_{x} u_{x}, u_{x x}\right)+\right. \\
& \quad+\left(\left(|u|^{2}\right)_{x} u_{x}+\frac{1}{2}|u|^{2} u_{x x}, k|u|^{2} u\right) \\
& =\varepsilon\left(2 \operatorname{Re}\left(\left(|u|^{2}\right)_{x} u_{x}, u_{x x}\right)+\left\|u_{x x}\right\|^{2}\right)+2 \operatorname{Im}\left(\left(|u|^{2}\right)_{x} u_{x}, u_{x x}\right)+k \operatorname{Im}\left[|u|^{4} u_{x} \bar{u}\right]_{0}^{1}
\end{aligned}
$$

and

$$
\begin{aligned}
& 2 \operatorname{Im}\left(\left(|u|^{2}\right)_{x} u_{x}, u_{x x}\right)=2 \operatorname{Im}\left(u\left|u_{x}\right|^{2}+u_{x}^{2} \bar{u}, u_{x x}\right) \\
& \quad=-2 \operatorname{Im}\left(\left(2 u_{x} u_{x x} \bar{u}+u_{x}^{2} \overline{u_{x}}, u_{x}\right)-\left(\left.u_{\mid u_{x}}\right|^{2}, u_{x x}\right)\right)+2 \operatorname{Im}\left[\left|u_{x}\right|^{2} \overline{u_{x}} u_{x}\right]^{1} \\
& =6 \operatorname{Im}\left(u\left|u_{x}\right|^{2}, u_{x x}\right)+2 \operatorname{Im}\left[\left|u_{x}\right|^{2} \bar{u} u_{x}\right]_{0}^{1} \\
& =6 \operatorname{Im}\left(u\left|u_{x}\right|^{2},(1-i \varepsilon) u_{x x}+k|u|^{2} u\right)-6 \varepsilon \operatorname{Re}\left(u\left|u_{x}\right|^{2}, u_{x x}\right)+2 \operatorname{Im}\left[\left|u_{x}\right|^{2} \bar{u} u_{x}\right]_{0}^{1} \\
& =3\left(\left(|u|^{2}\right)_{t},\left|u_{x}\right|^{2}\right)-6 \varepsilon \operatorname{Re}\left(u\left|u_{x}\right|^{2}, u_{x x}\right)+2 \operatorname{Im}\left[\left|u_{x}\right|^{2} \bar{u} u_{x}\right]_{0}^{1} .
\end{aligned}
$$

Hence we obtain

$$
\begin{aligned}
I_{1} & =3\left(\left\|u u_{x}\right\|^{2}\right)_{t}+\frac{1}{2}\left(\left\|\left(|u|^{2}\right)_{x}\right\|^{2}\right)_{t}+\varepsilon\left(2 \operatorname{Re}\left(\left(|u|^{2}\right)_{x} u_{x}-3 u\left(\left.u_{x}\right|^{2}, u_{x x}\right)+\| u_{x}{ }^{2}\right)\right. \\
& -\left[2 \operatorname{Re}\left(|u|^{2}\left(u \bar{u}_{x t}+2 u_{x} \bar{u}_{t}\right)\right)-k \operatorname{Im}\left(|u|^{4} u_{x} \bar{u}\right)-2 \operatorname{Im}\left(\left|u_{x}\right|^{2} \bar{u}_{x}\right)\right]_{0}^{1}
\end{aligned}
$$

Next we have

$$
\begin{aligned}
& I_{2}=\operatorname{Im}\left(2\left(|u|^{2} u, u_{x x t}\right)-3\left(u_{x x}|u|^{2}, u_{t}\right)\right)= \\
& =\operatorname{Im}\left\{2\left[|u|^{2} u \bar{u}_{x t}\right\}_{0}^{1}-2\left(\left(|u|^{2} u\right)_{x}, u_{x t}\right)-3\left(u_{x x}|u|^{2}, i\left((1-i \varepsilon) u_{x x}+k|u|^{2} u\right)\right)\right\} \\
& =\operatorname{Im}\left\{2\left[|u|^{2} u \bar{u}_{x t}\right]_{0}-2\left(\left(|u|^{2} u\right)_{x}, u_{x t}\right)\right\}+3\left\|u u_{x x}\right\|^{2}+3 k \operatorname{Re}\left(u_{x x}|u|^{4}, u\right)
\end{aligned}
$$

Combining these expressions we get

$$
k \int_{0}^{t}\left(I_{1}+I_{2}\right) d s=k\left[3\left\|u u_{x}\right\|^{2}+\frac{1}{2}\left\|\left(|u|^{2}\right)_{x}\right\|^{2}\right]_{0}^{t}+2 \varepsilon k \operatorname{Im} \int_{0}^{t}\left[|u|^{2} u \bar{u}_{x t}\right]_{0}^{1} d s+
$$

$+k \varepsilon \int_{0}^{t}\left\{\operatorname{Re}\left(2\left(|u|^{2}\right)_{x} u_{x}-3 u\left(2\left|u_{x}\right|^{2}-k|u|^{4}\right), u_{x x}\right)+2\left(2\left\|u u_{x x}\right\|^{2}-\operatorname{Im}\left(\left(|u|^{2} u\right)_{x}\right.\right.\right.$, $\left.\left.\left.u_{x t}\right)\right)\right\} d s$ -
$k \int_{0}^{t}\left[2 \operatorname{Re}\left(|u|^{2}\left(u \bar{u}_{x t}+2 u_{x} \bar{u}_{t}\right)\right)-k \operatorname{Im}\left(|u|^{4} u_{x} \bar{u}\right)-2 \operatorname{Im}\left(\left|u_{x}\right|^{2} \bar{u}_{u_{x}}\right)\right]_{0}^{1} d s$
$=k\left[3\left\|u u_{x}\right\|^{2}+\frac{1}{2}\left\|\left(|u|^{2}\right)_{x}\right\|^{2} f_{0}^{t}-\frac{k}{2} \sum_{j=0}^{1} d_{j}\left|U_{j}+a_{j}\right|^{4}\right]_{0}^{t}+k \varepsilon f_{f}^{t}\left\{\operatorname{Re}\left(2\left(|u|^{2}\right)_{x} u_{x}\right.\right.$
$\left.\left.-3 u\left(2\left|u_{x}\right|^{2}-k|u|^{4}\right), u_{x x}\right)+2\left(2\left\|u u_{x x}\right\|^{2}-\operatorname{Im}\left(\left(|u|^{2}\right)_{x} u+|u|^{2} u_{x}, u_{x t}\right)\right)\right\} d s$
$-k \sum_{j=0}^{1} \int^{t}\left\{2 I m \alpha_{j}\left|U_{j}+a_{j}\right|^{2}\left(3 a_{j}-U_{j}\right) U_{j t}-k d_{j}\left|U_{j}+a_{j}\right|^{4}\left(\left|U_{j}\right|^{2}-\left|a_{j}\right|^{2}\right)\right.$
$\left.-2 \alpha_{j}^{3}\left|U_{j}-a_{j}\right|^{2}\left(\left|U_{j}\right|^{2}-\left|a_{j}\right|^{2}\right)\right\} d s$.
Now we want to estimate this expression term by term. Firstly, it follows from $\nabla_{O \varepsilon} \longrightarrow \nabla_{0}$ in $V$ that
$\|u(0)\|_{H^{2}}=\left\|u_{\varepsilon}(0)\right\|_{H^{2}}=\left\|u_{o \varepsilon}\right\|_{H^{2}}=\left\|u_{a}+v_{o \varepsilon}\right\|_{H^{2}} \leqq\left\|u_{a}\right\|_{H^{2}}+c\left\|v_{o c}\right\|_{V} \leqq c$. Hence we have

$$
\begin{equation*}
k\left(3\left\|u u_{x}\right\|^{2}+\frac{1}{2}\left\|\left(|u|^{2}\right)_{x}\right\|^{2}-\frac{\varepsilon}{2} \sum_{j=0}^{1} \alpha_{j}\left|U_{j}+a_{j}\right|^{4}\right)(0) \leq c \tag{4.7}
\end{equation*}
$$

Since, because of (1.6) and (3.4),
$\left\|u_{x}\right\| \leqslant\left\|u_{x}-u_{a x}\right\|+\left\|u_{a x}\right\|+\left\|u_{a x}\right\| \leqslant \delta\left\|u_{x x}-u_{a x x}\right\|+\frac{1}{\delta}\left\|u_{a} u_{a}\right\|+\left\|u_{a x}\right\| \leqslant \delta\left\|u_{x x}\right\|+c$, (4.8) we find that

$$
\begin{gather*}
\left.k(3)\left\|u_{x} u\right\|^{2}+\frac{1}{2}\left\|\left(\left|u^{2}\right|\right)_{x}\right\|^{2}\right) \leqq 5|k|\left\|u u_{x}\right\|^{2} \leqq 5|k|\left\|u_{x}\right\|_{\infty}^{2}\|u\|^{2}  \tag{4.9}\\
\leqq 5|k|\left\|u_{x}\right\|\left(\left\|u_{x}\right\|+2\left\|u_{x x}\right\|\right)\|u\|^{2} \leqq \frac{1}{8}\left\|u_{x x}\right\|^{2}+c .
\end{gather*}
$$

Next, applying (4.4) and (4.8), we obtain for sufficiently small $\varepsilon$

$$
k \varepsilon \int_{0}^{t} \operatorname{Re}\left(2\left(|u|^{2}\right) x_{x} x^{\left.-3 u\left(2 \|\left. u_{x}\right|^{2}-k|u|^{4}\right), u_{x x}\right) d s}\right.
$$

ي $|k| \varepsilon \int_{0}^{t}\left(4\|u\|\left\|u_{x}\right\|_{\infty}^{2}+3\|u\|\left(2\left\|u_{x}\right\|_{\infty}^{2}+|k|\|u\|_{\infty}^{4}\right)\right)\left\|u_{x x}\right\| d s$
$\leq|k| \varepsilon \int_{0}^{t}\|u\|\left(10\left\|u_{x}\right\|\left(\left\|u_{x}\right\|+2\left\|u_{x x}\right\|\right)+3|k|\|u\|^{2}\left(\|u\|+2\left\|u_{x}\right\|\right)^{2}\right)\left\|u_{x x}\right\| d s$
$\leqq c\left(1+\sqrt{\varepsilon}\left\|u_{x x}\right\|_{C(S ; H)}^{2}\right) \leqq c+\frac{1}{8} \| u x u_{C(S ; H)}^{2}$
and

$$
\begin{align*}
& 2 k \varepsilon \int_{0}^{t}\left(2\left\|u u_{x x}\right\|^{2}-\operatorname{Im}\left(\left(|u|^{2}\right) x_{x}^{u}+|u|^{2} u_{x}, u_{x t}\right)\right) d s \\
& \leqq 2|k| \varepsilon \int_{0}^{t}\left(2\|u\|_{\infty}^{2}\left\|u_{x x}\right\|^{2}+3\|u\|_{\infty}^{2}\left\|u_{x}\right\|\left\|u_{x t}\right\|\right) d s  \tag{4.11}\\
& \leqq 2|k| \varepsilon \int_{0}^{t}\left(2\|u\|\left(\|u u+2\| u_{x} \|\right)\left\|u_{x x}\right\|^{2}+3\|u\|\left(\|u\|+2\left\|u_{x}\right\|\left\|u_{x t}\right\|\right) d s\right.
\end{align*}
$$

$\leqq c\left(1+F\left\|u_{x X}\right\|_{C(C ; H)}^{2}\right)+2 \varepsilon \int_{0}^{t}\left\|u_{x t}\right\|^{2} d s \leqq c+\frac{1}{8}\left\|u_{x X}\right\|_{C(B ; H)}^{2}+2 \varepsilon \int_{0}^{t}\left\|u_{x}\right\|^{2} d s \quad$.
It remains to estimate the boundary terms. To this end we deduce from (2.1), (4.4) and (4.8) that for arbitrarily small $\delta>0$

$$
\left\|U_{j}\right\|_{C(S)}^{4} \leqq\left\|u-a_{j}\right\|_{C(S ; H)}^{2}\left(\left\|u-a_{j}\right\|_{C(S ; H)}+2\left\|u_{x}\right\|_{C(S ; H)}\right)^{2}
$$

$$
\leq c\left(1+\delta\left\|u_{x x}\right\|^{2}\right)
$$

and

$$
\left.\alpha_{j} \int_{0}^{t}\left|U_{j}\right|^{6} d s \leq \alpha_{j}\left\|U_{j}\right\|_{L}^{2}{ }^{2}(S) \quad\left\|U_{j}\right\|_{C(S)}^{4} \leq c\left(1+\delta\left\|u_{X X}\right\|_{C(S H}\right) 2\right)^{2}
$$

Thus we find
$-\frac{\varepsilon}{2} k \sum_{j=0}^{1} \alpha_{j}\left|U_{j}(t)+a_{j}\right|^{4} \leqq \varepsilon c\left(1+\sum_{j=0}^{1} \alpha_{j}\left|U_{j}(t)\right|^{4}\right) \leqq c+\frac{1}{16}\left\|u_{x X}\right\|_{C}^{2}(S ; H)$
and

$$
\begin{aligned}
& -k \sum_{j=0}^{1} \int_{0}^{1}\left\{2 \operatorname{Im}\left[\alpha_{j}\left|U_{j}+a_{j}\right|^{2}\left(3 a_{j}-U_{j}\right) U_{j t}\right]-k \alpha_{j}\left|U_{j}+a_{j}\right|^{4}\left(\left|U_{j}\right|^{2}-\left|a_{j}\right|^{2}\right)-\right. \\
& \left.2 \alpha_{j}^{3}\left|U_{j}-a_{j}\right|^{2}\left(\left|U_{j}\right|^{2}-\left|a_{j}\right|^{2}\right)\right\} d s \leqslant_{c_{1}}+\sum_{j=0}^{1} \int_{0}^{t}\left(c_{2} \alpha_{j}\left|U_{j}\right|^{6}+\alpha_{j}\left|U_{j t}\right|^{2}\right) d s \quad \text { (4.13) } \\
& \leqq c+\frac{1}{16}\left\|u_{x x}\right\|_{C\left(S_{j} H\right)^{2}}^{2}+\sum_{j=0}^{1} \alpha_{j} \int_{0}^{t}\left|U_{j t}\right|^{2} d s .
\end{aligned}
$$

Now from (4.5)-(4.7) and (4.9)-(4.13) we obtain

$$
\sum_{j=0}^{1} \alpha_{j} \int_{0}^{t}\left|U_{j t}\right|^{2} d s+\left\|u_{x x}(t)\right\|^{2}+\|u(t)\|_{6}^{6} \leqq \frac{1}{2}\left\|u_{x x}\right\|_{C(S ; H)}^{2}+c
$$

Hence the desired second a priori estimate

$$
\begin{equation*}
\left\|u_{\varepsilon}\right\|_{C\left(S ; H^{2}\right)}^{2}+\left\|u_{\varepsilon}\right\|_{C\left(S ; L^{6}\right)}^{6}+\sum_{j=0}^{1} \alpha_{j}\left\|U_{\varepsilon j t}\right\|_{L^{2}(S)}^{2} \leq c \tag{4.14}
\end{equation*}
$$

follows. Via (4.3) we still get

$$
\begin{equation*}
\left\|u_{\varepsilon t}\right\|_{C(S ; H)} \leqq c \tag{4.15}
\end{equation*}
$$

According to a well known compactness lemma (cf. [6], Chap. I, Th. 1.5) (4.14) and (4.15) imply the precompactness of the set ( $u_{\epsilon}$ ) in $L^{2}\left(S ; H^{1}\right)$. Consequently, there exist a sequence $\left(\varepsilon_{n}\right)$ tending to zero as $n \rightarrow \infty$ and a function $u \in I^{2}\left(S ; H^{2}\right)$ with $u_{t} \in L^{2}(S ; H)$ and $U_{j}=u(., j)-a_{j} \in H^{1}(S), j=0,1$, such that the sequence $\left(u_{n}\right)=\left(u_{n}\right)$ satisfies

$$
\begin{align*}
& u_{n} \rightarrow u \text { (strongly) in } L^{2}\left(S ; H^{1}\right), \\
& u_{n} \rightarrow u \text { (weakly) in } L^{2}\left(S ; H^{2}\right),  \tag{4.16}\\
& u_{n t} \rightarrow u_{t} \text { in } L^{2}(S ; H), u_{n j} \rightarrow U_{j} \text { in } L^{2}(S) .
\end{align*}
$$

Now we want to show that $u$ is solution of (4.1), (4.2). From the first relation in (4.16) it follows that $\left|u_{n}\right|^{2} u_{n} \rightarrow|u|^{2} u$ in $L^{2}(S ; H)$. Thus we can pass to the limit $\varepsilon_{n} \rightarrow 0$ in (4.3) and obtain (4.1). Purther, $u \in L^{2}\left(S ; H^{2}\right)$ and $u_{t} \in I^{2}(S ; H)$ imply $u \in C\left(S ; H^{1}\right)$. Therefore by (4.14) we see (cf.[8]) that $u$ belongs to $C_{w}\left(S ; H^{2}\right)$ and satisfies the boundary conditions (4.2). Then the inclusion $u_{t} \in C_{w}(S ; H)$ is a consequence of (4.1).
In order to show that even $u \in C\left(S ; H^{2}\right)$ and $u_{t} \in C(S ; H)$ we adapt an idea of the paper [8]. We extend $u$ by setting $u(t)=u(0)=u_{0}$ for $t<0$. Let $\operatorname{rar}_{\varepsilon}=r_{\varepsilon}(t)$ be an appropriate even smoothing kernel (cf. $[8,9]$ ) and

$$
\left(r_{\varepsilon} * u\right)(t)=\int r_{\varepsilon}(t-s) u(s) d s, \quad \int=\int_{-\infty}^{\infty}
$$

Further let $h=h_{\delta}=h_{\delta}(s)$ be $\{1$ for $s \in[\delta, t-\delta]$, 0 for $s \notin[0, t]$ and linear in the intervals $[0, \delta]$ and $[t-\delta, t]\}$. We set $q=q_{\gamma}=r_{\gamma}$ and $\quad \nabla=r *\left(h(q * u)_{t}\right)=r *\left(h\left(q^{\prime} * u\right)\right)=r *\left(h\left(q * u_{t}\right)\right)$. From the evident relations

$$
\begin{aligned}
& 0=i \int(v, v)_{t} d s=2 \operatorname{Im} \int i\left(v_{t}, v\right) d s, \\
& 0=-2 \operatorname{Im} \int\left(v_{x}, v_{x}\right) d s=2 \operatorname{Im} \int\left(\left(v_{x x}, v\right)-\left[v_{x} \bar{v}\right]_{0}^{1}\right) d s
\end{aligned}
$$

we deduce

$$
\begin{aligned}
0= & 2 \operatorname{Im} \int\left(\left(i v_{t}+v_{X X}, v\right)-\left[v_{X} \bar{v}\right]_{0}^{1}\right) d s=2 \operatorname{Im} \int\left\{\left(r^{\prime}\left(h\left(q_{\gamma}^{*}\left(i u_{t}+u_{x X}\right)\right)\right)-\right.\right. \\
& \left.\left.r *\left(h^{\prime}\left(q_{\gamma} * u_{z x}\right)\right), r *\left(h\left(q_{\gamma} * u_{t}\right)\right)\right)-i \sum_{j=0}^{1} d_{j}\left|r *\left(h\left(q_{\gamma} * U_{j t}\right)\right)\right|^{2}\right\} d s .
\end{aligned}
$$

Letting $\gamma \rightarrow 0$ and using $u_{t}, u_{x x} \in C_{w}(S ; H), U_{j t} \in L^{2}(S)$, we find $0=2 \operatorname{Im} \int\left\{\left(r{ }^{*}\left(h\left(i u_{t}+u_{x x}\right)\right)-r *\left(h ' u_{x x}\right), r *\left(h u_{t}\right)\right)-i \sum_{j=0}^{1} \alpha_{j}\left|r\left(h U_{j t}\right)\right|^{2}\right\} d s$ $=2 \operatorname{Im} \int\left\{\left(x *\left(h^{\prime}\left(i u_{t}+u_{x x}\right)\right)+r *\left(h\left(i u_{t}+u_{x x}\right)_{t}\right)-r * h^{\prime} u_{x x}\right), r *\left(h u_{t}\right)\right)-$
$\left.i \sum_{j=0}^{1} d_{j}\left|r *\left(h U_{j t}\right)\right|^{2}\right\} d s=2 \operatorname{Im} \int\left\{\left(i r *\left(h u_{\delta}\right)-r *\left(h_{\delta}\left(k|u|^{2} u\right)_{t}\right)\right.\right.$, $\left.\left.\operatorname{r*}\left(h \mu_{t}\right)\right)-i \sum_{j=0}^{1} \alpha_{j}\left|r *\left(h_{j} U_{j t}\right)\right|^{2}\right\} d s$.
Next we let $\delta \rightarrow 0$. Since $|u|^{2} u \in H^{1}(S ; H)$ it follows (cf. [B]) $0=2 \operatorname{Im}\left[\left(i u_{t}, r_{\varepsilon} * r_{\varepsilon} *\left(h_{0} u_{t}\right)\right)\right]_{t}^{0}-2 \operatorname{Im} \int\left\{\left(r_{\varepsilon} *\left(h_{0}\left(k|u|^{2} u\right)_{t}\right), r *\left(h_{0} u_{t}\right)\right)+\right.$ $\left.+i \sum_{j=0}^{1} \alpha_{j}\left|r_{\varepsilon} *\left(h_{0} U_{j t}\right)\right|^{t}\right\} d s$.

Finally, letting $\varepsilon \longrightarrow 0$, we see that (cf. [8])

$$
\left\|u_{t}(t)\right\|^{2}=\left\|u_{t}(0)\right\|^{2}-2 \int_{0}^{t}\left\{\operatorname{Im}\left(k\left(|u|^{2} u\right)_{t}, u_{t}\right)+\sum_{j=0}^{1} \alpha_{j}\left|U_{j t}\right|^{2\}} d s\right.
$$

Because of $u_{t} \in C_{w}(S ; H)$ this equation implies $u_{t} \in C(S ; H)$. Now the remaining inclusion $u_{x X} \in C(S ; H)$ is a consequence of (4.1). Theorem 4.1 is proved.

## 5. GALERKIN'S METHOD

In this section we establish Galerkin's method as a procedure to solve the problems (3.1), (3.2) and (4.1), (4.2) numerically. We look for approximative solutions of the form

$$
\begin{equation*}
u_{n}=u_{n}(t)=u_{a}+\sum_{1=0}^{n} b_{1}(t) h_{1}, u_{n}(0)=u_{n 0}=u_{a}+\sum_{1=0}^{n} \beta_{1} h_{1}, \beta_{1}=\left(v_{0}, h_{1}\right) \tag{5.1}
\end{equation*}
$$

Here $h_{1}, u_{a}$ and $v_{0}$ are the functions given by (2.4) and (3.4). A function $u_{n}$ having the form (5.1) is said to be the n-th Galerkin
approximation of the solution $u$ of (3.1), (3.2) if the (complexvalued) coefficient functions $b_{1}$ solve the initial value problem $\left(i u_{n t}+k_{1} u_{n \times x}+\left(k_{2}+k_{3}\left|P_{r} u_{n}\right|^{2} P_{r} u_{n}, h_{1}\right)=, b_{1}(0)=\beta_{1}, \quad 1=0, \ldots, n\right.$.

Here $P_{r}$ ist the operator defined by (3.6) and $r$ is an arbitrary bound for max|u( $t, x) \mid, t \in S, x \in[0,1]$.

REMARK 5.1. We can get a suitable bound $r$ by calculating axplicitly the constant $c$ in (3.15).

REMARK 5.2. By introducing the operator $P_{r}$ in (5.2) we have slightly modified the usual Galerkin rule. We had to do so because we could not find $C\left(S ; H^{1}\right)$-a priori estimates for the classical aalerkin approximations.

REMARK 5.3. In order to solve (5.2) numerically one can introduce the functions $v_{n}=e^{-i P} u_{n}=e^{-i P} u_{a}+\sum_{l=0}^{n} b_{1} \cos 1 \pi x$ and rewrite (5.2) as follows

$$
\begin{align*}
& \dot{b}_{1}+i k_{1} \lambda_{1} b_{1}=\left(i\left(k_{2}+k_{3}\left|P_{r} v_{n}\right|^{2}\right) P_{r} v_{n}+i\left(e^{\left.-i P_{u_{a}}\right)} \frac{x_{x}-k_{1}\left(2 p v_{n x}+\right.}{}\right.\right. \\
& \left.\left.\quad+\left(p^{\prime}+i p^{2}\right) v_{n}\right), \text { cos } 1 T x\right), \quad b_{1}=\frac{d}{d t} b_{1}, \quad 1=0, \ldots, n,  \tag{5.2}\\
& b_{1}(0)=\beta_{1} .
\end{align*}
$$

THEOREM 5.1. Let the assumptions of Theorem 3.1 be satisfied. Let $\left(u_{n}\right)$ be the Galerkin sequence given by (5.1), (5.2) and let $u$ be the solution of (3.1), (3.2). Then

$$
\begin{equation*}
u_{n} \rightarrow u \quad \text { in } C\left(S ; H^{2}\right), \quad u_{n t} \rightarrow u_{t} \text { in } L^{2}\left(S ; H^{1}\right) \text { and } C(S ; H) \tag{5.3}
\end{equation*}
$$

PROOF. We can regard the function $v_{n}=u_{n}-u_{a}$ as $n$-th Galerkin approximation of the solution of problem (3.11). Therefore, taking into account (3.12), (3.13) and the relation $C_{r} v_{0} \in H^{1}$, the theorem follows from [4], Satz 2.3.

COROLLARY 5.1. Let $U_{n j}(t)=u_{n}(t, j)-a_{j}$ and $U_{j}(t)=u(t, j)-a_{j}$, $j=0,1$. Then

$$
U_{n j} \rightarrow U_{j} \quad \text { in } C(S), \quad\left(U_{n j}\right)_{t} \rightarrow\left(U_{j}\right)_{t} \quad \text { in } \quad L^{2}(S)
$$

PROOF. The assertions follow immediately from (5.3) and (2.1).
Now we turn to Galerkin's method for the undamped problem (4.1), (4.2). A function $u_{n}$ of the form (5.1) is said to be the $n$-th Galerkin approximation of the problem (4.1), (4.2) if the functions $b_{I}$ solve the following initial value problem $\left(i u_{n t}+u_{n x x}+k\left|P_{r} u_{n}\right|^{2} P_{r} u_{n}, h_{1}\right)=0, \quad b_{1}(0)=\beta_{1}, \quad l=0,1, \ldots, n$.

Here again $P_{r}$ is the operator from (3.6), $r$ is an arbitrary bound for $\max |u(t, x)|, t \in S, x \in[0,1]$. (The existence of such a bound is guaranteed by (4.14).)

REMARK 5.4. Introducing $v_{n}=e^{-i P_{u_{a}}}+\sum_{1=0}^{n} b_{1} \cos 1 \Pi x$, we can write (5.4) in the form

$$
\begin{aligned}
& \dot{b}_{1}+i \lambda_{1} b_{1}=\left(i k\left|P_{r} v_{n}\right|^{2} P_{r} v_{n}+i\left(e^{-i P_{u^{\prime}}}\right)_{x x^{-2 p v_{n x}}}-\left(p{ }^{\prime}+i p^{2}\right) v_{n}, \cos 1 \pi x\right), \\
& b_{1}(0)=\beta_{1}, \quad l=0,1, \ldots, n,
\end{aligned}
$$

which is more convenient for numerical purpose.
THEOREM 5.2. Suppose $\alpha_{j} \geq 0, j=0,1, \nabla_{0}=u_{0}-u_{a} \in V$. Let ( $u_{n}$ ) be the Galerkin sequence given by (5.1), (5.4) and let $u$ be the solution of (4.1), (4.2). Set $U_{n j}=u_{n}(t, j)-a_{j}, U_{j}(t)=u(t, j)-a_{j}, j \neq 0,1$. Then
$u_{n} \rightarrow u$ in $C(S ; H), \quad{ }_{\alpha} U_{n j} \rightarrow \sqrt{\alpha_{j}} U_{j}$ in $L^{2}(S)$.
PROOF. We write $w_{n}=u_{a}+\sum_{l=0}^{n}\left(u-u_{a}, h_{1}\right) h_{1}$. Now from Lemma 2.3, $u_{0}-u_{a} \in V$ and Theorem 4.1 it follows that

$$
u_{n o} \rightarrow u_{0} \text { in } H^{2}, w_{n} \rightarrow u \text { in } L^{2}\left(S ; H^{2}\right) \text { and } C\left(S ; H^{1}\right)
$$

$$
\begin{equation*}
w_{n t} \rightarrow u_{t} \quad \text { in } \quad I^{2}(S ; H) \tag{5.5}
\end{equation*}
$$

Setting $\quad q_{n}=u-u_{n}, \quad Q_{n j}=(., j)-u_{n}(., j), \quad z_{n}=w_{n}-u, Z_{n j}=w_{n}(\cdot, j)-u(\cdot, j)$, we conclude from (5.1) and (5.4) that

$$
\begin{aligned}
0= & \left.2 \operatorname{Im} \int_{0}^{t}\left(i q_{n t}+q_{n x x}+k(\mid u\}^{2} u-\left|P_{r} u_{n}\right|^{2} P_{r} u_{n}\right), q_{n}+z_{n}\right) d s \\
= & \left\|q_{n}(t)\right\|^{2}-\left\|q_{n}(0)\right\|^{2}+\sum_{j=0}^{1} \int_{0}^{t} \alpha_{j}\left|Q_{n j}\right|^{2}+2 \operatorname{Im} f^{t}\left\{k \left(\left|P_{r} u\right|^{2} P_{r} u-\right.\right. \\
& \left.\left.\left|P_{r} u_{n}\right|^{2} P_{r} u_{n}, q_{n}+z_{n}\right)-i\left(q_{n}, z_{n t}\right)+2 i \sum_{j=0}^{1} \alpha_{j} Q_{n j} z_{n j}+\left(q_{n} z_{n x x}\right)\right\} d s+ \\
& 2 \operatorname{Re}\left[\left(q_{n}(t), z_{n}(t)\right)-\left(q_{n}(0), z_{n}(0)\right)\right] .
\end{aligned}
$$

Using (3.8) (for $k_{2}=0, k_{3}=k$ ) and (5.5) we deduce from this equation the theorem.

REMARK 5.5. The proved convergence of the boundary values $u_{n}(t, j)$ is of some physical interest because they represent the reflexion and transmission properties of the plasma layer described by (4.1), (4.2).
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