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We weaken the open set condition and define a finite intersection property in the con-
struction of the random recursive sets. We prove that this larger class of random sets are
fractals in the sense of Taylor, and give conditions when these sets have positive and finite
Hausdorff measures, which in certain extent generalize some of the known results, about
random recursive fractals.
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1. Introduction. As it is known, the separation conditions, such as the strong sep-

aration condition, the open set condition (OSC), and the strong open set condition,

must be taken into consideration when computing the Hausdorff dimensions of the

random recursive sets. In deterministic cases, Schief [13] proved that the strong open

set condition and the open set condition are both equivalent to∞>�α(K) > 0, where

K is the strictly self-similar set (cf. Hutchinson [9]) in Rd, α is the similarity dimen-

sion of K, and �α denotes the Hausdorff measure of this dimension. But in random

cases, we do not have such good results, many authors, such as Cawley and Mauldin

[2], Falconer [3], Graf [6], Mauldin and Williams [12], Arbeiter and Patzschke [1], and

Hu [7, 8], have discussed the fractal properties of the random recursive set K(ω), and

the most general result may be: if the open set condition is satisfied in the random

recursive process of i.i.d. contraction similitudes, then dimK(ω)=α with probability

one, where α is the unique solution of the equation

E
N∑
i=1

rαi = 1, (1.1)

and E is the expectation operator and ri is the Lipschitz coefficients of the similitudes.

Sometimes the open set condition in the construction of recursive sets is complex

and difficult to verify. In this paper, we try to find another criterion to calculate the

fractal dimensions of some random recursive sets, we give a definition of the finite

intersection property (FIP) which allows appropriate overlapping in the same level.

This condition is rather easy to verify, especially in the generalized Moran sets and

Mauldin-Williams (M-W) models [12] (in fact, the open set condition is equivalent to

the nonoverlapping in the same level in the recursive process of M-W models). We

prove that if the recursive process satisfies the OSC, then it satisfies the FIP, and we

give examples which satisfy FIP but do not satisfy OSC; we also prove the following

theorem.
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Theorem 1.1. For every ε > 0, if {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} ⊂ sicon(Ω,Rd)N satisfies

ε-FIP, and {(rσ∗1, . . . ,rσ∗N), σ ∈D} is a family of i.i.d. random elements, then

DimK(ω)= dimK(ω)=min{α,d} a.e. (1.2)

still holds; furthermore if {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} ⊂ sicon(Ω,Rd)N satisfies 0-FIP, if∑N
i=1 r

α
i = 1 a.e. and α ≤ d, then ∞ >�α(K) > 0 a.e., where α is defined by (1.1), dim

and Dim stand for Hausdorff dimension and Packing dimension, respectively, and �α

is the Hausdorff measure.

2. Preliminaries. Let (Ω,�,P) be a complete probability space, and let (E,ρ) be a

separable complete metric space. For all f : E� E, we call

Lip(f )= sup
x≠y,x,y∈E

ρ
(
f(x),f (y)

)
ρ(x,y)

(2.1)

the Lipschitz coefficient of f . Denote

con(E)= {f : Lip(f ) < 1, f : E � �→ E}. (2.2)

In this paper, we take E to be Rd, the Euclidean space. Let con(Rd) be equipped with

the usual topology of uniform convergence on compact sets. Let sicon(Rd) be the

space of all contraction similitudes, and let sicon(Ω,Rd) be the space of all random

contraction similitudes.

Let N be a positive integer and let Cn = {1, . . . ,N}n. Denote by D =⋃∞n=0Cn the fam-

ily of all finite sequences σ = (σ1, . . . ,σn) in {1, . . . ,N}, by |σ | =n the length of σ ∈ Cn,

by τ|n= (τ1, . . . ,τn∧|τ|) the curtailment for τ ∈D, by σ∗τ = (σ1, . . . ,σ|σ |,τ1, . . . ,τ|τ|)
the juxtaposition of σ and τ , by C the infinite sequences σ = (σ1,σ2, . . .), and by

[σ] = {τ ∈ C,τ | |σ |=σ} the cylinder in C . For brevity, write S(|σ |,σ)=Sσ |1 ◦···◦Sσ ,

S(0,∅) = I, where Sτ ∈ sicon(Ω,Rd) for τ ∈ D, and I is the identity; rσ = LipSσ and

r(|σ |,σ) = rσ |1 ···rσ .

Throughout the paper, we suppose that r =̂minσ∈Cn,n≥1 essinf Lip(Sσ ) > 0 and

maxσ∈Cn,n≥1 esssupLip(Sσ ) < 1, and E is a fixed nonempty compact subset of Rd.

For a set J ⊂ E, let J0 denote the set of interior points of J.

Definition 2.1. Let {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} be a collection of random elements

from (Ω,�,P) to con(Rd)N . If there exists a nonempty open set O in E, such that for

P -a.e. ω,

(i) S(|σ |+1,σ∗i)(O)⊂ S(|σ |,σ)(O), for all i= 1, . . . ,N, σ ∈D.

(ii) S(|σ |+1,σ∗i)(O)∩S(|σ |+1,σ∗j)(O)=∅ for all i≠ j, σ ∈D.

Then the family of {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} satisfies the open set condition (OSC).

For any ε ≥ 0, we say that the family {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} satisfies the finite

intersection property of level ε (in short, ε-FIP) if there exists a nonempty compact set

J in E with diam(J)= θ > 0, J0 = J, and a number e > 1 such that for P -a.e. ω,

(iii) J(|σ |+1,σ∗i) ⊂ J(|σ |,σ) for all i= 1,2, . . . ,N and σ ∈D.
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(iv) There exists δ=̂δ(ε) > 0, for every M ⊂ J with diam(M) <min{r ,δ}, we have

CardHω
M =̂ Card

{
σω ∈D : rk+1θ < diam

(
J(|σ |,σ)

)≤ rkθ, J(|σ |,σ)∩M ≠∅
}

< e(diamM)−ε,
(2.3)

where J(|σ |,σ) = S(|σ |,σ)(J), J(0,∅) = J, k=max{n : diam(M)≤ rnθ}.
Remark 2.2. It is clear that if 0≤ ε1 < ε2 then ε1-FIP implies ε2-FIP.

Remark 2.3. If in the definition we have

limsup
diam(M)→0

CardHM
k

<∞, (2.4)

then, for all ε > 0, the family {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} satisfies the ε-FIP. Further-

more, if

0< limsup
diam(M)→0

CardHM
k

<∞ (2.5)

exists, then the family {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} does not satisfy 0-FIP.

For simplicity, we write FIP for 0-FIP. Note that if {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} is i.i.d.,

then K(ω) is a statistically self-similar set (cf. [7, 8]). However, if {(rσ∗1, . . . ,rσ∗N),
σ ∈D} is i.i.d., then K(ω) need not be a statistically self-similar set [2].

Lemma 2.4. If the family of {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} ⊂ sicon(Ω,E)N satisfies the

OSC, then it satisfies the FIP.

Proof. Suppose that {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} satisfies the OSC, and O is defined

as in (i) and (ii) in Definition 2.1. Take J = Ō, since Sτ(O)⊂O for every τ ∈D, then

J(|σ |+1,σ∗i) = S(|σ |,σ)
(
Sσ∗i(J)

)= S(|σ |,σ)(Sσ∗i(O))
⊂ S(|σ |,σ)

(
Ō
)= J(|σ |,σ), (2.6)

this means that (iii) is true.

Without loss of generality, we always assume that diam(J)= 1. LetM⊂J, diam(M) <
r , by the definition of k, we have diam(M)≤ rk. For any σ ∈HM , we have

diam
(
J(|σ |,σ)

)≤ rk, J(|σ |,σ)∩M ≠∅. (2.7)

Hence, there is a closed ball B(x,2rk) with center x in M and radius 2rk such that

⋃
σ∈HM

J(|σ |,σ) ⊂ B
(
x,2rk

)
. (2.8)

Now we want to show that, for any σ,τ ∈HM with σ ≠ τ , J0
(|τ|,τ)∩J0

(|σ |,σ) =∅. Note

that, by the definition ofHM , if σ,τ ∈HM , σ ≠ τ , then σ and τ are incomparable, that

is, neither σ | |τ| = τ nor τ | |σ | = σ holds.
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Write σ ∧τ being the longest sequence γ ∈ D such that γ = σ | t = τ | t for some

integer k. Let σ = (σ1, . . . ,σn), τ = (τ1, . . . ,τm), l= |σ ∧τ|<min{n,m}, then

J0
(|σ |,σ)∩J0

(|τ|,τ) = S(l,σ |l)
([
Sσ |(l+1)◦···◦Sσ |n(O)

]∩[Sτ|(l+1)◦···◦Sτ|m(O)
])

⊂ S(l,σ |l)
(
Sσ |(l+1)(O)∩Sτ|(l+1)(O)

)
=∅.

(2.9)

Then, by

diam
(
J(|σ |,σ)

)= diam
(
S(|σ |,σ)(J)

)= Lip
(
S(|σ |,σ)

)
,

�
(
J(|σ |,σ)

)= Lip
(
S(|σ |,σ)

)d
�(J),

(2.10)

we have

�

( ⋃
σ∈HM

J(|σ |,σ)

)
≥�

( ⋃
σ∈HM

J0
(|σ |,σ)

)
=

∑
σ∈HM

�
(
J(|σ |,σ)

)≥ (CardHM
)(
rk+1)d�(J).

(2.11)

But

�

( ⋃
σ∈HM

J(|σ |,σ)

)
≤�

(
B
(
x,2rk

))≤ (2rk)dVd, (2.12)

where � is the Lebesgue measure on Rd and Vd is the Lebesgue measure of the unit

ball in Rd. So,

CardHM ≤
(
2rk

)dVd(
rk+1

)d
�(J)

(2.13)

and Lemma 2.4 is proved.

3. Main results. We always assume that {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} ⊂ sicon(Ω,E)�

and let � = {1,2, . . .} be the set of positive integers in this section. For almost every

ω ∈ Ω, for any fixed positive integer i ∈ �, we define a stopping γωi : C � � by

assigning to each σ ∈ C the value

γωi (σ)=min
{
n : rσ |1 ·rσ |2 ···rσ |n ≤ r i

}= {n : Lip
(
S(n,σ |n)

)≤ r i}, (3.1)

and let

Γi(ω)=
{
σ̄i =̂σ | γωi (σ) : σ ∈ C}, (3.2)

then for σ ∈ C , we have r i+1 < diam(J(|σ̄i|,σ̄i))= Lip(S(|σ̄i|,σ̄i))≤ r i. Note that for every

i∈ {1,2, . . .}, we have

E

( ∑
σ∈Γi

rα(σ,|σ |)

)
= 1. (3.3)
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Proposition 3.1. If {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} ⊂ sicon(Ω,Rd)N satisfies condition (i)

in Definition 2.1, and {(rσ∗1, . . . ,rσ∗N), σ ∈ D} is a family of i.i.d. random elements,

then

DimK(ω)≤min{α,d} a.e., (3.4)

where K(ω)=⋂∞n=1

⋃
σ∈Cn Sn,σ (E), and α is the unique solution of (1.1).

Proof. Let J be the nonempty compact subset of E such that {(Sσ∗1, . . . ,Sσ∗N),
σ ∈D} is of FIP. First, we show that

K(ω)=
∞⋂
n=1

⋃
σ∈Cn

Sn,σ (J). (3.5)

In fact, for σ ∈ C , limn→∞Sn,σ |n(E)= {xσ} is a singleton, and limn→∞Sn,σ |n(J)= {yσ}
is a singleton also, and since J ⊂ E, we have xσ =yσ , so (3.5) holds.

Define a metric ρ∗(σ ,τ)=̂r (|σ∧τ|), then (C,ρ∗) is a complete, separable, compact,

and totally disconnected metric space [5]. A random code map πω : C � K(ω) is

defined by π(σ)= xσ , then for P -a.e. ωπ is continuous and π(C)=K.

For all δ∈ (0,r ), k0 =̂min{k : rk+1 < 2δ}, let {B(xi,δ), i= 1,2, . . . ,N(δ)} be a collec-

tion of balls with center x in K and radius δ (note that N(δ) is finite), then there exist

σ〈i〉 ∈ C , such thatxi =π(σ〈i〉), i= 1,2, . . . .Note that {B(xi,δ)} are disjoint. For each

σ〈i〉, there is σ〈i〉k0+1, the curtailment of σ〈i〉, such that rk0+2 < r(|σ〈i〉k0+1|,σ〈i〉k0+1) ≤
rk0+1. If xi ≠ xj , then σ〈i〉k0+1 ≠ σ〈j〉k0+1, otherwise, if σ〈i〉k0+1 = σ〈j〉k0+1 we have

J(|σ〈i〉k0+1|,σ〈i〉k0+1) = J(|σ〈j〉k0+1|,σ〈j〉k0+1), and 2δ > rk0+1 ≥ diam(J(|σ〈i〉k0+1|,σ〈i〉k0+1)) ≥
dist(π(σ),π(σ))= 2δ, this leads to a contradiction.

Hence, we have

E
(
N(δ)r (k0+2)(α+ε))≤ E

(∑
i

diam
(
B
(
xi,δ

))α+εrα+ε)

≤ E

 ∑
σ〈i〉k0+1

∈ Γk0+1rα+ε(|σ〈i〉k0+1|,σ〈i〉k0+1)



≤
∞∑
k=1

E

( N∑
i=1

rα+εi

)k
<∞

(3.6)

thus for P -a.e. ω,

limsup
δ→0

logN(δ)
− logδ

≤ limsup
δ→0

logr (k0+2)α

logδ
≤α+ε (3.7)

we obtain that, for almost all ω, DimK ≤ α+ε for arbitrary ε > 0, which means that

DimK ≤min{d,α} a.e.

Lemma 3.2. Let Tn =
∑
σ∈Cn rα(n,σ), then Y = limn→∞Tn exists a.e. and E(Y) = 1,

∞> Y > 0 a.e.
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Proof. Let �n =̂σ{rσ ,|σ | ≤ n}, then {Tn,�n} is a martingale, and ETn = 1 for

n= 1,2, . . . , by the martingale convergence theorem, Y <∞ a.e. exists, and EY = 1.

The equation Yσ =̂ limn→∞
∑
τ∈Cn(

∏n
t=1 r

α
σ∗(τ|t)) exists for all σ ∈ D by the similar

argument as above (cf. [1, 12]), and {Yσ , σ ∈D} have the same distributions as that

of Y by the i.i.d. property of {(rσ∗1, . . . ,rσ∗N), σ ∈ D} and {Yσ , σ ∈ Cn} is an i.i.d.

family. Note that

Y =
∑
σ∈Cn

rα(n,σ)Yσ a.e. (3.8)

If P{Y = 0} = a, then a = P{Y =∑N
i=1 r

α
i Yi = 0} = P{Yi = 0}N = aN , then a = 0 or

a= 1. Since EY = 1, we have a= 0. The lemma is proved.

Lemma 3.3. For P -a.e. ω, there is a random measure νω on C satisfying

ν
(
[σ]

)= rα(|σ |,σ)Yσ , ν(C)= Y . (3.9)

Proof. By the definition of the metric ρ∗, the cylinder [σ] is both open and closed,

since

[σ]= {τ ∈ C : ρ(τ,σ)≤ r |σ |}= {τ ∈ C : ρ(τ,σ) < r |σ |−1} (3.10)

for every σ ∈ D. Let � be the collection of all cylinders [σ],σ ∈ D, and let � be the

collection of a finite union of disjoint cylinders, where by convention the empty union

is taken to be the empty set ∅. Then � is an algebra. Define a random set function

νω by ν(∅)= 0, ν([σ])=̂rα(|σ |,σ)Yσ , for σ ∈D, then by (3.8) we have that

ν
(
[σ]

)= N∑
i=1

ν
(
[σ ∗i]), ν(C)= Y a.e., (3.11)

so for almost every ω, the set function ν is well defined. By the compactness of C , it

can be easily seen that if An ∈� decreases to ∅, then An =∅ for n large enough, so

that ν(An) decreases to ∅; this shows that ν is a measure on �. In a natural way, we

can extend ν to a Borel measure on σ(�) (cf. [11]).

Proposition 3.4. If for every ε > 0, {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} ⊂ sicon(Ω,Rd)N

satisfying the ε-FIP, {(rσ∗1, . . . ,rσ∗N), σ ∈ D} is a family of i.i.d. random elements,

then dim(K)≥min{α,d} a.e.

Proof. Let µω =̂νω ◦π−1, then µ is a random measure and supp(µ) = K, µ(K) =
ν(C) = Y > 0 a.e. By Proposition 3.1, we have dim(K) ≤ d. For α ≤ d, if we can prove

that for every ε > 0, there exists r > δ > 0 and a random variable ∞ > l1(ω) > 0 a.e.

such that if M ⊂ J and diam(M) < δ, then µ(M)≤ l1 diam(M)α−2ε a.e., then it follows

from the mass distribution principle, (cf. Falconer [4]), dimK ≥α a.e.
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In fact,

µ(M)= µ
(
M∩K

)
= ν ◦π−1

(
M∩K

)
≤ ν ◦π−1

( ⋃
σ∈HM

J(|σ |,σ)

)

≤ e(diamM)−ε max
σ∈HM,σ∈D

ν ◦π−1(J(|σ |,σ))
= e(diamM)−ε ·ν{τ ∈ C :π(τ)∈ J(|σo|,σ0)

}
(3.12)

by the ε-FIP, where ν(J(|σ0|,σo)) = max{ν(J(|γ|,γ)), γ ∈ HM}. If π(τ) ∈ J(|σ0|,σo), then

J(|τ̄k|,τ̄k)∩J(|σ0|,σo) ≠∅ and rk+1 < diam(J(|τ̄k|,τ̄k))≤ rk, so τ̄k ∈HJ(|σ0|,σ0)
, and by ε-FIP

again, there are at most [e(diamM)−ε]+1 such τ̄1
k , . . . , τ̄

[e·(diamM)−ε]+1
k satisfying the

above property, so{
τ ∈ C :π(τ)∈ J(|σ0|,σo)

}⊂ [τ̄1
k
]∪···∪[τ̄[e·(diamM)−ε]+1

k

]
, (3.13)

hence

µ(M)≤ 2e2(diamM)−2ε max
1≤i≤[e(diamM)−ε]+1

ν
[
τ̄ik
]

= 2e2(diamM)−2ε max
i=1,...,[e(diamM)−ε]+1

rα
(|τ̄ik|,τ̄ik)

Yτ̄ik .
(3.14)

Since τ̄ik ∈HJ(|σ0|,σ0)
, σ0 ∈HM , we have rk+1 < r(|τ̄ik|,τ̄ik) ≤ r

k, therefore,

µ(M)≤ 2e2 max
1≤i≤[e(diamM)−ε]+1

Yτ̄ik diam(M)α−2ε

rα
(3.15)

take l1 = 2e2 max1≤i≤[e(diamM)−ε]+1Yτ̄ik/r
α, note that {Yσ , σ ∈ D} have the same dis-

tribution as Y , so 0 < l1 <∞ a.e., hence we have µ(M) < l1 diam(M)α−2ε <∞ a.e. The

proposition is proved.

Proposition 3.5. If {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} ⊂ sicon(Ω,Rd)N satisfies FIP,

{(rσ∗1, . . . ,rσ∗N), σ ∈ D} is a family of i.i.d. random elements, and furthermore∑N
i=1 r

α
i = 1 a.e. and α≤ d, where α is defined in (1.1), then ∞>�α(K) > 0 a.e.

Proof. Since {J(n,σ), σ ∈ Cn} is a covering ofK for almost allω∈Ω, and r(n,σ)→ 0,

we have

E
(
�α(K)

)≤ E

( ∑
σ∈Cn

rα(n,σ)

)
= 1<∞, (3.16)

so �α(K) <∞ a.e.

Suppose that
∑N
i=1 r

α
i = 1 a.e., then Y = 1 a.e. by its definition. If �α(K) < 1/l1 a.e.,

then there would be a collection � of sets each with diameter less than r and covering

K such that
∑
E∈� diam(E)α < 1/l1 a.e. But taking ε= 0 in (3.15),

1>
∑
E∈�

l1 diam(E)α ≥
∑
E∈�

µ(E)≥ µ(K)= 1 a.e. (3.17)

This would lead to a contradiction. So this proposition holds.
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Combining Propositions 3.1, 3.4, and 3.5, we obtain Theorem 1.1.

Corollary 3.6. In the deterministic case with specific maps {S1, . . . ,SN}, FIP is equal

to the open set condition.

Proof. By Proposition 3.5, ∞ > �α(K) > 0, where α is the unique solution of∑N
i=1 Lip(Si)α = 1. Combining with Schief’s result [13], the corollary is true.

Corollary 3.7. If {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} ⊂ sicon(Ω,Rd)N satisfies the FIP,

{(rσ∗1, . . . ,rσ∗N), σ ∈ D} is a family of i.i.d. random elements, then dimµ =
Dimµ =α a.e., where µ = ν ◦π−1.

Proof. For every B(x,h) with center x ∈K and radius h< r , we have

µ
(
B(x,h)

)≤ l1hα (3.18)

by (3.15), hence

liminf
h→0

lnµ
(
B(x,h)

)
lnh

≥α a.e. (3.19)

On the other hand, there exists σ ∈ C , such that π(σ)= x, take σ̄ , the curtailment of

σ , such that (1/2)rk+1 < |J(|σ̄ |,σ̄k)| ≤ (1/2)rk, where k=max{n : h≤ rn}, so J(|σ̄ |,σ̄ ) ⊂
B, we have

µ
(
B(x,h)

)= ν ◦π−1(B(x,h))≥ ν ◦π−1(J(σ̄ ,σ̄ ))≥ ν[σ̄]= rα(|σ̄ |,σ̄ )Yσ̄ , (3.20)

thus

lim
h→0

lnµ
(
B(x,h)

)
lnh

≤α a.e. (3.21)

Therefore, dimµ =Dimµ =α a.e.

4. Examples. First, we give an example which satisfies the FIP but not the OSC.

Example 4.1. Let J = [0,1], and let N = 2, rσ∗1 = 1/3, rσ∗2 = 1/27, σ ∈D.

(I) The first two steps:

s1
1(x)=

1
3
x, s1

2(x)=
1

27
x+ 8

27
;

s1
11(x)=

1
9
x,s1

12(x)=
1
81
x+ 2

9
, s1

21(x)=
1

81
x+ 8

27
,

s1
22(x)=

1
27×27

x+
(

1
3
− 1

27×27

)
.

(4.1)

Thus we have four basic intervals.

(II) The second two steps: as to the interval [0,1/9], we repeat the same construc-

tion technique as in (I). As to the rest of the three basic intervals, we can easily find

maps with ratios {rσ∗1,rσ∗2} = {1/3,1/27} for σ ∈ C3 and C4, such that the subsets

of all these three basic intervals are disjoint. And so on.
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Proof. Obviously, we cannot find an open set such that {(Sσ∗1,Sσ∗2), σ ∈ D}
satisfies OSC, but FIP holds on it. By our theorem, dim(K) = Dim(K) = α, where α is

the solution of (1/3)α+(1/27)α = 1.

Then we give an example which satisfies the ε-FIP for every ε > 0, but does not

satisfy the FIP.

Example 4.2. Let J = [0,1], and let S1(x)= rx, S2(x)= rx+(1−r) for 1/2< r < 1,

then {S1,S2} does not satisfy the OSC. But if r = (51/2−1)/2 is a PV number, then

{(Sσ∗1,Sσ∗2), α∈D} satisfies the FIP, where D =⋃∞n=1{1,2}n.

Proof. By Lau’s and Nagi’s result in [10], if r is a PV number, then {S1,S2} satisfies

the weak separation property, that is, there exist z0 ∈ J and a positive integer l such

that, for any z = S(τ,|τ|)(z0), every closed rk-ball contain at most l distinct S(|σ |,σ)(z),
σ ∈ Γk, (S(|σ |,σ)(z) can be repeated, that is, we allow that S(σ,|σ |)(z) = S(σ ′,|σ ′|)(z) for

σ ≠ σ ′, σ,σ ′ ∈ Γk).
Denote J(|σ |,σ) = S(|σ |,σ)(J) for σ ∈ D, Definition 2.1(iii) holds obviously. Without

loss of generality, let M be an interval in J with diam(M) < δ (δ will be defined in

the following proof), rk+1 < diam(M) ≤ rk, HM is the set given in Definition 2.1, let

B = B(x,2rk) be an interval with center x ∈M and radius 2rk, then
⋃
σ∈HM J(|σ |,σ) ⊂

B and M ⊂ B. According to [10, Remark 3], “under the weak separation property,

every hrk-ball with h > 0 contains at most l[2h]d distinct S(|σ |,σ)(z), σ ∈ Γk,” for

z0 ∈ J and σ ∈ HM , there are at most 4l distinct S(|σ |,σ)(z0) ∈ B σ ∈ HM ⊂ Γk (note

that Γk = Ck in this example). If σ〈1〉 ≠ σ〈2〉 ≠ ··· ∈ HM , but S(|σ〈1〉|,σ〈1〉)(z0) =
S(|σ〈2〉|,σ〈2〉)(z0) = ··· , then for z1 ≠ z0, z1 = S(|τ|,τ)(z0) for some τ ∈ D, we have

at most 4l distinct S(|σ〈1〉|,σ〈1〉)(z1),S(|σ〈2〉|,σ〈2〉)(z1), . . . ,S(|σ〈4l〉|,σ〈4l〉) ∈ B for σ〈j〉 ∈ Γk.
For a fixed j ∈ {1,2, . . . ,4l}, if

S(|σ〈j1〉|,σ〈j1〉)
(
z1
)= S(|σ〈j2〉|,σ〈j2〉)(z1

)= ··· = S(|σ〈j〉|,σ〈j〉)(z1
)

(4.2)

for σ〈ji〉 ∈ Γk, we get

S(|σ〈ji〉|,σ〈ji〉)(x)= S(|σ〈j〉|,σ〈j〉)(x), ∀x ∈ [0,1] i= 1,2, . . . . (4.3)

By induction, we can get that

N(k)≤
[
k+1

2

]
≤ k (4.4)

for j = 1, . . . ,4l, where N(k) is the cardinality of i which satisfies (4.3).

Thus, for every ε > 0, let N0 =̂min{k : k ≤ r−kε}, take δ=̂min{rN0 ,r}, we have

CardHM ≤ (4l)2(diam(M))−ε. It is easy to show that dimK =DimK = 1.

Example 4.3. Let (Ω,�,P) be ((0,1],�(0,1],�). Take J = [0,1], then we will con-

struct a random recursive set, for ω∈Ω, by the following procedure:

(I) The first three steps:

(1) let

S1
1(x)=

x
3
, S1

2(x)=
x
3
+ 2

3
; (4.5)
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(2) let

S1
11(x)= S1

1 ◦S1
1(x)=

x
9
, S1

12(x)=
x
32
+
((

1
3

)2

−
(

1
3

)3

ω
)
,

S1
21 = S1

2 ◦S1
1(x), S1

22 = S1
2 ◦S1

2(x);
(4.6)

(3) let

S1
111(x)= S1

1 ◦S1
1 ◦S1

1(x), S1
112(x)= S1

1 ◦S1
1 ◦S1

2(x)=
x
27
+ 2

27
,

S1
121(x)= S1

112+
(

1
3

)3

, S1
122(x)= S1

112+
((

1
3

)2

−
(

1
3

)3

ω
)
,

S1
211(x)= S1

2 ◦S1
1 ◦S1

1(x), S1
212(x)= S1

2 ◦S1
1 ◦S1

2(x),

S1
221(x)= S1

2 ◦S1
2 ◦S1

1(x), S1
222(x)= S1

2 ◦S1
2 ◦S1

2(x).

(4.7)

(II) The second three steps. Replacing [0,1] by [0,1/27], we repeat the above iterative

procedure:

(1) let

S2
1(x)=

x/27
3

, S2
2(x)=

x/27
3

+ 2/27
3

; (4.8)

(2) let

S2
11(x)= S2

1 ◦S2
1(x), S2

12(x)=
x/27

32
+
((

1
3

)2+3

−
(

1
3

)3+3

ω
)
,

S2
21(x)= S2

2 ◦S2
1(x), S2

22(x)= S2
2 ◦S2

2(x);
(4.9)

(3) let

S2
111(x)= S2

1 ◦S2
1 ◦S2

1(x), S2
112(x)= S2

1 ◦S2
1 ◦S2

2(x)=
x/27

27
+ 2/27

27
,

S2
121(x)= S2

112+
(

1
3

)3+3

, S2
122(x)= S2

112+
((

1
3

)2+3

−
(

1
3

)3+3

ω
)
,

S2
211(x)= S2

2 ◦S2
1 ◦S2

1(x), S2
212(x)= S2

2 ◦S2
1 ◦S2

2(x),

S2
221(x)= S2

2 ◦S2
2 ◦S2

1(x), S2
222(x)= S2

2 ◦S2
2 ◦S2

2(x).

(4.10)

(III) Replacing [0,1/27] by [0,1/27×27], we repeat the same iterative procedure again.

And so on.

It is not easy to find an open set O such that {(Sσ∗1, . . . ,Sσ∗N), σ ∈D} satisfies the

OSC, but we can easily see that for every ω ∈ Ω, {(Sσ∗1, . . . ,Sσ∗N), σ ∈ D} satisfies

the FIP, so according to Theorem 1.1, we obtain that DimK = dimK = ln2/ ln3 a.e. and

the Hausdorff measure of the random set K(ω) is finite and positive a.e.
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