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#### Abstract

This paper introduces the notion of Lipschitz stability for nonlinear $n$th order matrix Lyapunov differential systems and gives sufficient conditions for Lipschitz stability. We develop variation of parameters formula for the solution of the nonhomogeneous nonlinear $n$th order matrix Lyapunov differential system. We study observability and controllability of a special system of $n$th order nonlinear Lyapunov systems.
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## 1. Introduction

Stability analysis of nonlinear systems is an important area of current research and many concepts of stability analysis have been recently developed for first order nonlinear Lyapunov systems. In this paper, we develop a variation of parameters formula for $n$th order nonlinear Lyapunov systems and use it as a tool to study the various concepts of stability. Our paper is organized as follows: In Section 2, we develop the nonlinear variation of parameters formula for nonhomogeneous systems. In Section 3, we study various concepts of stability for homogeneous systems. In Section 4, we introduce the notion of Lipschitz stability and investigate sufficient conditions for the $n$th order nonlinear system to be Lipschitz stable and uniformly Lipschitz stable. In Section 5, we study the controllability and observability of the $n$th order nonlinear Lyapunov system.

## 2. General Solution of Homogeneous Systems, Nonlinear Variation of Parameters

In this section, we develop the general solution of the nonlinear matrix Lyapunov system

$$
T^{(n)}=A^{n} T(t)+n C_{1} A^{n-1} T(t) B+n C_{2} A^{n-2} T(t) B^{2}+\ldots
$$

[^0]\[

$$
\begin{equation*}
+n C_{r} A^{n-r} T(t) B^{r}+\ldots+T(t) B^{n} \tag{2.1}
\end{equation*}
$$

\]

in terms of two fundamental matrix solutions of $T^{\prime}=A T(t)$ and $T^{\prime}=B^{*} T(t)$ where $B^{*}$ is the transpose of the complex conjugate matrix of $B$. In (2.1), $A$ and $B$ are constant square matrices of order $n \times n$ and $T \in C\left[\mathbb{R}_{+}, \mathbb{R}^{n} \times \mathbb{R}^{n}\right]$ is a variable matrix. Throughout this paper, $Y(t)$ and $Z(t)$ stand for the fundamental matrix solutions of $T^{\prime}=A T$ and $T^{\prime}=B^{*} T$.

Theorem 2.1: If $Y$ is a fundamental matrix solution of $T^{\prime}=A T$, then $Y^{(n)}$ is a fundamental matrix solution of $T^{\prime}=A^{n} T$ where $n$ is a positive integer.

Proof: $Y$ is a fundamental matrix solution of $T^{\prime}=A T$ if and only if $Y^{\prime}(t)=A Y(t)$. This implies that $Y^{\prime \prime}(t)=A Y^{\prime}(t)=A A Y=A^{2} Y$. This further implies that $Y^{\prime \prime}(t)=A^{3} Y$ and so on. Hence, $Y^{(n)}(t)=A^{n} Y(t)$. Thus, $Y$ is also a fundamental matrix solution of $T^{\prime}=A^{n} T$.

Theorem 2.2: Let $C$ be a constant square matrix of order $n \times n$. Then any solution of

$$
\begin{equation*}
T^{(n)}=\sum_{r=0}^{n}\binom{n}{r} A^{n-r} T(t) B^{r} \tag{2.2}
\end{equation*}
$$

with $A^{0}=B^{0}=I$, is of the form $T(t)=Y(t) C Z^{*}(t)$, where $Y(t)$ is a fundamental matrix solution of $T^{\prime}=A T$ and $Z(t)$ is a fundamental matrix solution of $T^{\prime}=B^{*} T$.

Proof: It can be easily verified that $T$ defined by $T(t)=Y(t) C Z^{*}(t)$ is a solution of (2.2). For

$$
\begin{gathered}
\left(Y(t) C Z^{*}(t)\right)^{(n)}=A^{n} Y(t) C Z^{*}(t)+n C_{1} A^{n-1} Y(t) C Z^{*}(t) B \\
+n C_{2} A^{n-2} Y(t) C Z^{*}(t) B^{2}+\ldots+n C_{r} A^{n-r} Y(t) C Z^{*}(t) B^{r} \\
+\ldots+Y(t) C Z^{*}(t) B^{n}
\end{gathered}
$$

By the Leibnitz theorem, we have

$$
\begin{gathered}
\left(Y(t) C Z^{*}(t)\right)^{(n)}=Y^{(n)}(t) C Z^{*}(t)+n C_{1} Y^{(n-1)}(t) C Z^{*^{\prime}}(t) \\
+n C_{2} Y^{(n-2)}(t) C Z^{*^{\prime \prime}}(t)+\ldots+n C_{r} Y^{(n-r)}(t) C Z^{*^{(r)}}(t)+\ldots+Y(t) C Z^{*^{(n)}}(t)
\end{gathered}
$$

The two equations are the same since $Y^{(k)}(t)=A^{k} Y(t)$ and $Z^{*(k)}(t)=Z^{*}(t) B^{k}$ for $k=1,2, \ldots, n$. Thus, $T(t)=Y(t) C Z^{*}(t)$ is a solution of (2.1). To prove that every solution of the equation is of this form, let $T(t)$ be a solution of (2.2) and let $K$ be a square matrix of order $n \times n$ defined by $K(t)=Y^{-1}(t) T(t)$. Then $T(t)=Y(t) K(t)$. Now, $T(t)=Y(t) K(t)$ if and only if

$$
\begin{gather*}
Y^{(n)}(t) K(t)+n C_{1} Y(t)^{n-1} K^{\prime}(t)+n C_{2} Y(t)^{n-2} K^{\prime \prime}(t)+\ldots \\
+n C_{r} Y(t)^{n-r} K^{(r)}(t)+\ldots+Y(t) K^{(n)}(t) \\
=A^{n} Y(t) K(t)+n C_{1} A^{n-1} Y(t) K^{\prime}(t)+n C_{2} A^{n-2} Y(*)(t) K^{\prime \prime}(t)+\ldots \\
+n C_{r} A^{n-r} Y(t) K^{(r)}(t)+\ldots+Y(t) K^{(n)}(t) \tag{2.3}
\end{gather*}
$$

Since $Y(t), Y^{\prime}(t), \ldots$, and $Y^{(n)}(t)$ are linearly independent, equation (2.3) can hold if and only if $K^{(k)}=K B^{k}$ if and only if $K^{*^{(k)}}=B^{* k} K^{*}$ for $k=1,2, \ldots, n$. Since $Z(t)$ is a fundamental matrix solution of $T^{\prime}=B^{*} T$, it follows that $Z$ also a fundamental
matrix solution of $T^{(n)}=B^{*^{n}} T$. Therefore, there exists a constant matrix $C$ such that $K^{*}=Z C^{*}$, then $T=Y K=Y C Z^{*}$ and the proof is complete.

We shall now develop the variation of parameters formula for the solution of the nonhomogeneous system

$$
\begin{equation*}
T^{(n)}=\sum_{r=0}^{n}\binom{n}{r} A^{n-r} T(t) B^{r}+F(t, T(t)) \tag{2.4}
\end{equation*}
$$

Theorem 2.3: Any solution $T(t)$ of (2.4) is of the form $T(t)=Y(t) C Z^{*}(t)+T_{p}(t)$, where $T_{p}(t)$ is a particular solution of (2.4).

Proof: It can easily be verified that $T(t)$ defined by $T(t)=Y(t) C Z^{*}(t)+T_{p}(t)$ is a solution of (2.4). To prove that every solution is of this form, let $T$ be any solution of (2.4) and $T_{p}(t)$ be any particular solution of (2.4). Then $T(t)-T_{p}(t)$ is a solution of the linear homogeneous system (2.2) and has the form $Y(t) C Z^{*}(t)$. Hence, $T(t)-T_{p}(t)=Y(t) C Z^{*}(t)$ and $T(t)=Y(t) C Z^{*}(t)+T_{p}(t)$. The proof is complete.

Theorem 2.4: Let $Y(t)$ be a fundamental matrix solution of $T^{\prime}=A T$ and $Z(t)$ be a fundamental matrix solution of $T^{\prime}=B^{*} T$. Furthermore, suppose that $C \in C^{n}\left[\mathbb{R}_{+}, \mathbb{R}^{n} \times \mathbb{R}^{n}\right]$ such that

$$
\begin{equation*}
\left(Y^{\prime} C^{\prime} Z^{*}+Y C^{\prime} Z^{*^{\prime}}\right)^{(i-2)}=0 \text { for } i=1,2, \ldots, n \tag{2.5}
\end{equation*}
$$

Then a particular solution $T_{p}(t)$ of (2.4) is given by

$$
\begin{aligned}
T_{p}(t)= & \\
& Y(t)\left(\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \ldots \int_{a}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right) Z^{*}(t) .
\end{aligned}
$$

Proof: Any solution of the homogeneous system (2.1) is of the form $T(t)=$ $Y(t) C Z^{*}(t)$, where $C$ is an $n \times n$ constant matrix. Such a solution cannot be a solution of the nonhomogeneous system (2.4) unless $F=0$. Assume $C \in$ $C^{n}\left[\mathbb{R}_{+}, \mathbb{R}^{n} \times \mathbb{R}^{n}\right]$ and seek a particular solution $T_{p}(t)$ of the form $T_{p}(t)=$ $Y(t) C(t) Z^{*}(t)$. Substituting $T_{p}(t)$ into (2.3) and using (2.5) yields $Y(t) C^{(n)}(t)$ $Z^{*}(t)=F(t, T(t))$ which in turn yields $C^{(n)}(t)=Y^{-1}(t) F(t, T(t)) Z^{*^{-1}}(t)$. After integrating $n$ times, we have

$$
C(t)=\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \ldots \int_{a}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1} .
$$

Hence,

$$
T_{p}(t)=
$$

$$
\begin{equation*}
Y(t)\left(\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \ldots \int_{a}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right) Z^{*}(t) \tag{2.6}
\end{equation*}
$$

and $T_{p}(t)$ is easily verified as a solution of (2.4).
Theorem 2.5: Any solution $T(t)$ of the nonhomogeneous Lyapunov system (2.4) is of the form $T(t)=Y(t) C Z^{*}(t)+T_{p}(t)$ where $T_{p}(t)$ is given by (2.6).

Proof: For $n=1$, the homogeneous system (2.2) reduces to $T^{\prime}=A T+T B$. The general solution in terms of the variation of parameters formula for $T^{\prime}=A(t) T(t)+$ $T(t) B(t)+F(t, T(t))$ has been established in [4].

And for $n>1$, we have if $T(t)$ is any solution of (2.4) and $T_{p}(t)$ is a particular solution of (2.4), then $T(t)-T_{p}(t)$ is a solution of the homogeneous system (2.1). Hence, $T(t)-T_{p}(t)=Y(t) C Z^{*}(t)$ and $T(t)=Y(t) C Z^{*}(t)+T_{p}(t)$.

## 3. Stability Analysis of the Homogeneous System

In this section, we shall be concerned with the various concepts of stability of the homogeneous system

$$
\begin{equation*}
T^{(n)}=\sum_{r=0}^{n}\binom{n}{r} A^{n-r} T(t) B^{r} \tag{3.1}
\end{equation*}
$$

The proofs of the next theorem in each case are simple and hence omitted. For basic results on stability, see [1].

Theorem 3.1: Let $Y(t)$ be a fundamental matrix solution of $T^{\prime}=A T$ and $Z(t)$ be a fundamental matrix solution of $T^{\prime}=B^{*} T$. Then the matrix system (3.1)
(a) is stable if and only if there exists a positive constant $K$ such that

$$
\|Y(t)\|\|Z(t)\| \leq K \text { for all } t \geq t_{0} \geq 0
$$

(b) is asymptotically stable if and only if it is stable and

$$
\|Y(t)\|\|Z(t)\| \rightarrow 0 \text { as } t \rightarrow \infty
$$

(c) is uniformly stable if and only if there exists a positive constant $K$ such that

$$
\left\|Y(t) Y^{-1}(s)\right\|\left\|Z(t) Z^{-1}(s)\right\| \leq K \text { for all } t \geq s \geq t_{0} \geq 0
$$

(d) is strongly stable if and only if there exists a positive constant $K$ such that

$$
\left\|Y(t) Y^{-1}(t)\right\|\left\|Z(t) Z^{-1}(t)\right\| \leq K \text { for all } t \geq t_{0} \geq 0, \text { and }
$$

(e) is uniformly asymptotically stable if and only if there exist positive constants $m_{1}, m_{2}, \alpha$, and $\beta$ such that

$$
\left\|Y(t) Y^{-1}(s)\right\| \leq m_{1} e^{-\alpha(t-s)}
$$

and

$$
\left\|Z(t) Z^{-1}(s)\right\| \leq m_{2} e^{-\beta(t-s)} \text { for } t_{0} \leq s \leq t<\infty
$$

Theorem 3.2: Suppose there exist positive constants $L_{1}$ and $L_{2}$ such that $\left\|Y(t) Y^{-1}(s)\right\| \leq L_{1}$ and $\left\|Z(t) Z^{-1}(s)\right\| \leq L_{2}$ for all $\infty>t \geq s \geq t_{0}$ and $F$ satisfies the condition $\|F(t, T(t))\| \leq \gamma(t)\|T(t)\|$ where $\gamma$ is a positive continuous function such that $\int_{t_{0}}^{\infty} \int_{t_{0}}^{\infty} \ldots \int_{t_{0}}^{\bar{\infty}} \gamma(s) d s<\infty$. Then there exists a positive constant $L$ such that for any $t_{1} \geq t_{0}$ and $\left\|T\left(t_{1}\right)\right\| \leq c / L$, we have $\|T(t)\| \leq L\left\|T\left(t_{1}\right)\right\|$ for all $t \geq t_{1} \geq t_{0}$.

Proof: Any solution $T(t)$ of the nonhomogeneous matrix Lyapunov system (2.4) satisfying $T\left(t_{1}\right)=T_{1}$ has the form

$$
\begin{gathered}
T(t)=Y(t) Y^{-1}\left(t_{1}\right) T\left(t_{1}\right) Z^{*^{-1}}\left(t_{1}\right) Z^{*}(t) \\
+Y(t)\left(\int_{t_{1}}^{t} \int_{t_{1}}^{\tau_{1}} \cdots \int_{t_{1}}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{1}\right) Z^{*}(t) .
\end{gathered}
$$

Hence,

$$
\begin{gathered}
\|T(t)\| \leq\left\|Y(t)^{-1}\left(t_{1}\right)\right\|\left\|T\left(t_{1}\right)\right\|\left\|Z^{*^{-1}}\left(t_{1}\right) Z^{*}(t)\right\| \\
+\int_{t_{1}}^{t} \int_{t_{1}}^{\tau_{1}} \cdots \int_{t_{1}}^{\tau_{n-1}}\left\|Y(t) Y^{-1}(s)\right\|\|F(s, T(s))\|\left\|Z^{*^{-1}}(s) Z^{*}(t)\right\| d s d \tau_{n-1} \ldots d \tau_{1} \\
\leq L_{1} L_{2}\left\|T\left(t_{1}\right)\right\|+\int_{t_{1}}^{t} \int_{t_{1}}^{\tau_{1}} \ldots \int_{t_{1}}^{\tau_{n-1}} L_{1} L_{2} \gamma(s)\|T(s)\| d s d \tau_{n-1} \ldots d \tau_{1} \\
\leq L_{1} L_{2}\left\|T\left(t_{1}\right)\right\|+L_{1} L_{2} \int_{t_{1}}^{t} \int_{t_{1}}^{\tau_{1}} \ldots \int_{t_{1}}^{\tau_{n-1}} L_{1} L_{2} \gamma(s)\|T(s)\| d s d \tau_{n-1} \ldots d \tau_{1}
\end{gathered}
$$

By applying the Reid-Bellman inequality [2], we obtain

$$
\begin{gathered}
\|T(t)\| \leq L_{1} L_{2}\left\|T\left(t_{1}\right)\right\| \exp \left(\int_{t_{1}}^{t} \int_{t_{1}}^{\tau_{1}} \cdots \int_{t_{1}}^{\tau_{n-1}} \gamma(s) d s d \tau_{n-1} \ldots d \tau_{1}\right) \\
\leq L\left\|T\left(t_{1}\right)\right\| \text { for } t_{1}<t<\infty
\end{gathered}
$$

Theorem 3.3: Suppose there exists an $m=\max \left\{m_{1}, m_{2}\right\}>0$ such that $\left\|Y(t) Y^{-1}(s)\right\| \leq m_{1} e^{-\alpha(t-s)}$ and $\left\|Z(t) Z^{-1}(s)\right\| \leq m_{2} e^{-\beta(t-s)}$ for $t_{0} \leq s \leq t<\infty$ where $\alpha$ and $\beta$ are constants such that $\alpha+\beta>0$ and $F$ satisfies a Lipschitz condition with the Lipschitz constant $L<C / m$. Then there exists a positive constant $K$ such that $\left\|T\left(t_{1}\right)\right\| \leq(\alpha+\beta) / K$ implies

$$
\begin{aligned}
& \|T(t)\| \leq m_{1} m_{2} \exp \left(-(\alpha+\beta) t_{1}\right)\left\|T\left(t_{1}\right)\right\| \\
& \times \exp \left(m_{1} m_{2} \int_{t_{1}}^{t} \int_{t_{1}}^{\tau_{1}} \ldots \int_{t_{1}}^{\tau_{n-1}} \gamma(s) d s d \tau_{n-1} \ldots d \tau_{1}\right) .
\end{aligned}
$$

Proof: The proof utilizes the variation of parameters formula given in Theorem 2.4.

## 4. Lipschitz Stability of the Nonhomogeneous Lyapunov System

In this section, we give sufficient conditions for Lipschitz stability on nonlinear $n$th order matrix Lyapunov differential systems and study Lipschitz stability properties of the zero solution of perturbed matrix Lyapunov system with the variation of parameters formula developed in Section 2. Before we proceed to give our new results, we shall give the following definitions [2, 3].

Definition 4.1: The zero solution of the $n$th order Lyapunov system (2.4) is said to be uniformly Lipschitz stable if there exists a constant $m>0$ and a $\delta>0$ such that

$$
\left\|T\left(t, t_{0}, T_{0}\right)\right\| \leq m\left\|T_{0}\right\| \text { whenever }\left\|T_{0}\right\| \leq \delta \text { and } t \geq t_{0} \geq 0
$$

Definition 4.2: The zero solution of the $n$th order Lyapunov system (2.4) is said to be asymptotically stable if there exist positive constants $m$ and $\alpha$ such that

$$
\left\|T\left(t, t_{0}, T_{0}\right)\right\| \leq m\left\|T_{0}\right\| e^{-\alpha\left(t-t_{0}\right)} \text { whenever }\left\|T_{0}\right\| \leq \delta \text { and } t \geq t_{0} \geq 0
$$

Let $f(t, T(t))=\sum_{r=0}^{n}\binom{n}{r} A^{n-r} T(t) B^{r}$ with $B^{0}=A^{0}=1$ and the linear system be

$$
\begin{equation*}
T^{\prime}=f(t, T(t)) \tag{4.2}
\end{equation*}
$$

and its perturbed system be

$$
\begin{equation*}
W^{\prime}=f(t, W(t))+F(t, W(t)) \tag{4.2}
\end{equation*}
$$

satisfying the initial data $T\left(t_{0}\right)=T_{0}$, where $t_{0} \in \mathbb{R}_{+}$and $f, F \in C\left[\mathbb{R}_{+} \times \mathbb{R}^{n} \times \mathbb{R}^{n}\right.$, $\left.\mathbb{R}^{n} \times \mathbb{R}^{n}\right]$. Assume that $Y(t)$ is a fundamental matrix solution of $T^{\prime}=A T$ and $Z(t)$ be a fundamental matrix solution of $T^{\prime}=B^{*} T$. Obviously, system (4.1) admits the zero solution. We now have the following theorems.

Theorem 4.1: Suppose that
$\| Y^{-1}\left(t, t_{0}, T_{0}\right) F\left(t, T\left(t, t_{0}, T_{0}\right) \| \leq g\left(t,\left\|T_{0}\right\|\right)\right.$ or
$\left\|F\left(t, T\left(t, t_{0}, T_{0}\right)\right) Z^{-1}\left(t, t_{0}, T_{0}\right)\right\| \leq g\left(t,\left\|T_{0}\right\|\right)$ where
$g \in C\left[\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right], g(t, 0)=0$, and the trivial solution of

$$
\begin{equation*}
u^{\prime}=g(t, u), u\left(t_{0}\right)=u_{0} \geq 0 \tag{4.3}
\end{equation*}
$$

is uniformly stable, and
(ii) the trivial solution of (4.1) is uniformly stable.

Then the trivial solution of (4.2) is uniformly stable.
Proof: Any solution $W\left(t, t_{0}, T_{0}\right)$ of (4.2) is of the form

$$
\begin{gathered}
W(t)=Y(t) Y^{-1}\left(t_{0}\right) T_{0} Z^{*^{-1}}\left(t_{0}\right) Z^{*}(t) \\
+Y(t)\left(\int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \cdots \int_{t_{0}}^{\tau_{n-1}} Y^{-1}(s) F(s, W(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{1}\right) Z^{*}(t)
\end{gathered}
$$

If we set $m(t)=\|Y(t) Z(t)\|$ and $\left\|T_{0}\right\|=u_{0}$ with $D^{+} m(t) \leq g(t, m(t))$, then by the comparison theorem [2] we have the estimate

$$
\begin{equation*}
m(t)=\|Y(t) Z(t)\| \leq r\left(t, t_{0}, u_{0}\right)=r\left(t, t_{0},\left\|T_{0}\right\|\right) \tag{4.4}
\end{equation*}
$$

the maximal solution of (4.3) with $K=1$. Since $W\left(t_{0}, t_{0}, T_{0}\right)=T\left(t_{0}, t_{0}, T_{0}\right)$, it follows that $\left\|W\left(t, t_{0}, T_{0}\right)\right\|=\| T\left(t, t_{0}, Y(t), Z(t)\|=\| T\left(t, t_{0}, \Phi(t)\right) \|\right.$ where $\Phi$ is a solution of $\Phi^{(n)}=Y^{-1}(t) F(t, \Phi(t)) Z^{*^{-1}}(t)$.

By assumption (ii), given any $\epsilon>0$ and $t_{0}$ in $\mathbb{R}_{+}$, there exists a $\delta(\epsilon)>0$ such that

$$
\begin{equation*}
\left\|T\left(t, t_{0}, T_{0}\right)\right\|<\epsilon \text { whenever } t \geq t_{0} \text { and }\left\|T_{0}\right\|<\delta(\epsilon) \tag{4.5}
\end{equation*}
$$

Since the null solution of (4.3) is uniformly stable, we conclude that if $\delta(\epsilon)>0$ for $t_{0} \in \mathbb{R}_{+}$, there exists a $\eta(\epsilon)>0$ such that $r\left(t, t_{0}, u_{0}\right)<\eta(\epsilon)$ whenever $t \geq t_{0}$ if $t_{0}$ is sufficiently small. From (4.4) and (4.5), it follows that $\left\|W\left(t, t_{0}, T_{0}\right)\right\|<\epsilon$ whenever $\left\|T_{0}\right\|<\eta(\epsilon)$ for $t \geq t_{0}$. The proof is complete.

Theorem 4.2: Suppose that
$\left\|Z\left(t, t_{0}, T_{0}\right)\right\| \leq K_{2}$ and $\left\|Z^{-1}\left(t, t_{0}, T_{0}\right)\right\| \leq K_{2}$ for $t \geq t_{0}$ and $\left\|T_{0}\right\|<\gamma$.
(ii)
$\|F(t, W(t))\| \leq g(t,\|W\|)$ where $g \in C\left[\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right], g(t, 0)=0, g(t, u)$ is nonincreasing and the trivial solution of

$$
\begin{equation*}
u^{\prime}=K^{2} g(t, u), u\left(t_{0}\right)=u_{0} \geq 0 \tag{4.6}
\end{equation*}
$$

where $K=K_{1} K_{2}$ is stable. Then the trivial solution of (4.2) is stable.
Proof: Any solution of the perturbed system $T^{\prime}=\sum_{r=0}^{n}\binom{n}{r} A^{n-r} T(t) B^{r}$ with $B^{0}=A^{0}=I$ is of the form $T(t)=Y(t) C Z^{*}(t)$. This solution satisfies the initial condition $T\left(t_{0}\right)=T_{0}$ if and only if $T(t)=Y(t) Y^{-1}\left(t_{0}\right) T_{0} Z^{-1}\left(t_{0}\right) Z^{*}(t)$. Assumption (i) yields $\|T(t)\| \leq K_{1}^{2} K_{2}^{2}\left\|T_{0}\right\|$ for $\left\|T_{0}\right\|<\gamma$. Suppose there exists a $t_{1} \geq t_{0}$ such that $\|\Phi(t)\|=\left\|Y(t) Y^{-1}\left(t_{0}\right)\right\|<\gamma \quad$ for $\quad t_{0} \leq t<t_{1} \quad$ and $\quad\left\|\Phi\left(t_{1}\right)\right\|=$ $\left\|Y\left(t_{1}\right) Y^{-1}\left(t_{0}\right)\right\|=\gamma$. Then any solution of (4.2) is of the form

$$
\begin{gathered}
W(t)=Y(t) Y^{-1}\left(t_{0}\right) T_{0} Z^{*^{-1}}\left(t_{0}\right) Z^{*}(t) \\
+Y(t)\left(\int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} Y^{-1}(s) F(s, W(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{1}\right) Z^{*}(t)
\end{gathered}
$$

Using the bounds on $Y(t), Z(t), Y^{-1}(t)$, and $Z^{-1}(t)$ along with assumption (ii), we get

$$
\|W(t)\| \leq K_{1}^{2} K_{2}^{2}\left\|T_{0}\right\|+K_{1}^{2} K_{2}^{2} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} g(s,\|W(s)\|) d s d \tau_{n-1} \ldots d \tau_{1}
$$

Hence,

$$
\|W(t)\| \leq K^{2}\left\|T_{0}\right\|+K^{2} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} g(s,\|W(s)\|) d s d \tau_{n-1} \ldots d \tau_{1}
$$

This fact leads to

$$
\|W(t)\| \leq r\left(t, t_{0}, u_{0}\right)=r\left(t, t_{0},\left\|T_{0}\right\|\right)
$$

for $t_{0} \leq t<t_{1}$ where $r\left(t, t_{0}, u_{0}\right)$ is the maximal solution of $u^{\prime}=K^{2} g(t, u), u\left(t_{0}\right)=u_{0}$ such that $\left\|T_{0}\right\| \leq u_{0}$. By using (ii), given $\eta>0$, there exists a $\delta_{1}>0$ such that $r\left(t, t_{0}, u_{0}\right)<\eta$ for $t \geq t_{0}$ whenever $u_{0}<\delta_{1}$. Thus, if $\left\|T_{0}\right\| \leq u_{0}<\delta_{1}$, then $\|W(t)\|<\eta$ for all $t \geq t_{0}$. This contradicts the fact that $\left\|\Phi\left(t_{1}\right)\right\|=\left\|Y\left(t_{1}\right) Y^{-1}\left(t_{0}\right)\right\|=\eta$. Thus, $\left\|\Phi\left(t_{1}\right)\right\|<\eta$ for all $t \geq t_{0}$. Now,

$$
\|W(t)\| \leq K_{1}^{2} K_{2}^{2}\left\|T_{0}\right\|+K_{1}^{2} K_{2}^{2} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} g(s,\|W(s)\|) d s d \tau_{n-1} \ldots d \tau_{1}
$$

Thus, $\left\|W\left(t, t_{0}, T_{0}\right)\right\| \leq r\left(t, t_{0}, u_{0}\right)$ where $r(t)$ is the maximal solution of (4.6). Given any $\epsilon>0$, there exists a $\delta=\delta\left(\epsilon, t_{0}\right)>0$ such that $\left\|T_{0}\right\|<\delta$ implies

$$
\|W(t)\| \leq r\left(t, t_{0}, u_{0}\right)=r\left(t, t_{0},\left\|T_{0}\right\|\right)<\epsilon
$$

for all $t \geq t_{0}$. Thus, the null solution of (4.2) is stable.
The following theorem gives a set of sufficient conditions for the uniform Lipschitz stability of the perturbed matrix differential system (4.2).

Theorem 4.3: Suppose that
(i) the zero solution of the unperturbed system (4.1) is uniformly Lipschitz stable and that hypothesis (i) of Theorem 4.2 holds.
(ii) $\quad \| F\left(t, W(t)\|\leq \gamma(t)\| W \|\right.$ where $\gamma \in C\left[\mathbb{R}_{+}, \mathbb{R}\right]$ and

$$
\int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} \gamma(s) d s d \tau_{n-1} \ldots d \tau_{1}<\infty \text { for all } t \geq t_{0}
$$

Then the zero solution of (4.2) is uniformly Lipschitz stable.
Proof: Let $T\left(t, t_{0}, T_{0}\right)$ be the solution of (4.1) and $W\left(t, t_{0}, T_{0}\right)$ be the solution of the perturbed system (4.2). Then clearly

$$
\begin{aligned}
& \left\|T\left(t, t_{0}, T_{0}\right)\right\| \leq\left\|W\left(t, t_{0}, T_{0}\right)\right\|=\| Y(t) Y^{-1}\left(t_{0}\right) T_{0} Z^{*^{-1}}\left(t_{0}\right) Z^{*}(t) \\
& +Y(t)\left(\int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \cdots \int_{t_{0}}^{\tau_{n-1}} Y^{-1}(s) F(s, W(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{1}\right) Z^{*}(t) \| \\
& \leq K_{1}^{2} K_{2}^{2}\left\|T_{0}\right\|+K_{1}^{2} K_{2}^{2} \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} \gamma(s)\|W(s)\| d s d \tau_{n-1} \ldots d \tau_{1}
\end{aligned}
$$

By the Gronwall-Reid-Bellman inequality

$$
\begin{aligned}
& \left\|W\left(t, t_{0}, T_{0}\right)\right\| \leq K_{1}^{2} K_{2}^{2}\left\|T_{0}\right\| \exp \left(K_{1}^{2} K_{2}^{2}\right) \int_{t_{0}}^{t} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} \gamma(s) d s d \tau_{n-1} \ldots d \tau_{1} \\
& \quad \leq K_{1}^{2} K_{2}^{2}\left\|T_{0}\right\| \exp \left(K_{1}^{2} K_{2}^{2}\right) \int_{t_{0}}^{\infty} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} \gamma(s) d s d \tau_{n-1} \ldots d \tau_{1} \leq L\left\|T_{0}\right\|
\end{aligned}
$$

where $\quad L=K_{1}^{2} K_{2}^{2} \exp \left(K_{1}^{2} K_{2}^{2}\right) \int_{t_{0}}^{\infty} \int_{t_{0}}^{\tau_{1}} \ldots \int_{t_{0}}^{\tau_{n-1}} \gamma(s) d s d \tau_{n-1} \ldots d \tau_{1}$. Thus, the proof is complete.

## 5. Controllability and Observability

Consider the Lyapunov system

$$
\begin{gather*}
T^{(n)}=A^{n} T(t)+n C_{1} A^{n-1} T(t) B+n C_{2} A^{n-2} T(t) B^{2}+\ldots+n C_{r} A^{n-r} T(t) B^{r}+\ldots \\
+T(t) B^{n}+C(t) U(t) D^{*}(t) \tag{5.1}
\end{gather*}
$$

$W(t)=G(t) T(t) H^{*}(t)$ where $A, B, T$ are all square matrices of order $n \times n . C$ and $D$ are $n \times m$ matrices and $U$ is an $m \times m$ matrix. We call $U$ the control and $W$ the observation.

Definition 5.1: The system (5.1) is said to be completely controllable if for any given initial condition $T\left(t_{0}\right)=T_{0}$ and for any $t_{1} \geq t_{0}$, there is some $U(t)$ defined on $t_{0} \leq t \leq t_{1}$ such that $T(t)=0$.

Definition 5.2: The system (5.1) is said to be observable if for any given $t_{1} \geq t_{0}$ we can determine $T(t)$ for $t_{0} \leq t \leq t_{1}$ from $W(t)$.

From the variation of parameters formula, the solution of system (2.4) has the form

$$
T(t)=Y(t) C Z^{*}(t)
$$

$$
+Y(t)\left(\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \ldots \int_{a}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right) Z^{*}(t)
$$

Then,

$$
\begin{aligned}
& Y^{-1}(t) T(t) Z^{*^{-1}}(t) \\
& =C+\left(\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \cdots \int_{a}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
C=Y^{-1}( & t) T(t) Z^{*^{-1}}(t) \\
& -\left(\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \ldots \int_{a}^{\tau_{n-1}} Y^{-1}(s) F(s, T(s)) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right)
\end{aligned}
$$

From this, we can determine $C$ and apply the variation of parameters formula to determine $T(t)$.

Theorem 5.1: Suppose for some $t_{1} \geq t_{0}$ the matrices $G^{*} Y^{*} Y$ and $H Z Z^{*} H^{*}$ are positive definite. Then the system (5.1) is observable.

Proof: Let $W(t)=G(t) T(t) H(t)$. Then

$$
Y\left(t_{1}\right) W\left(t_{1}\right) Z^{*}\left(t_{1}\right)=Y\left(t_{1}\right) G\left(t_{1}\right) T\left(t_{1}\right) H\left(t_{1}\right) Z^{*}\left(t_{1}\right)
$$

and hence

$$
\begin{gathered}
G^{*}\left(t_{1}\right) Y^{*}\left(t_{1}\right) Y\left(t_{1}\right) W\left(t_{1}\right) Z^{*}\left(t_{1}\right) Z\left(t_{1}\right) H\left(t_{1}\right) \\
=G^{*}\left(t_{1}\right) Y^{*}\left(t_{1}\right) Y\left(t_{1}\right) G\left(t_{1}\right) T\left(t_{1}\right) H\left(t_{1}\right) Z^{*}\left(t_{1}\right) Z\left(t_{1}\right) H\left(t_{1}\right)
\end{gathered}
$$

Since the matrices $G^{*} Y^{*} Y$ and $H Z Z^{*} H^{*}$ are positive definite, whenever $G$ and $H$ are nonsingular, we can solve for $T\left(t_{1}\right)$ and hence for $T(t)$ for $t \geq t_{0}$.

Theorem 5.2: If $Y^{-1}(t) C(t) C^{*}(t) Y^{*^{-1}}(t)$ and $Y^{-1}(t) D(t) D^{*}(t) Z^{*^{-1}}(t)$ are all positive definite for all $t$, then the matrix system is completely controllable.

Proof: Any solution $T(t)$ of (5.1) is of the form
$T(t)=Y(t) C Z^{*}(t)$

$$
+Y(t)\left(\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \cdots \int_{a}^{\tau_{n-1}} Y^{-1}(s) C(s) U(s) D^{*}(s) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right) Z^{*}(t) \text {.If we }
$$

choose

$$
\left.C=-\int_{a}^{t} \int_{a}^{\tau_{1}} \int_{a}^{\tau_{2}} \cdots \int_{a}^{\tau_{n-1}} Y^{-1}(s) C(s) U(s) D^{*}(s) Z^{*^{-1}}(s) d s d \tau_{n-1} \ldots d \tau_{2} d \tau_{1}\right) Z^{*}(t)
$$

then $T(t)=0$. Choose $U$ as

$$
\begin{aligned}
U(t)= & -\frac{n!}{\left(t_{1}-t_{0}\right)^{n}} C^{*}(t) Y^{*^{-1}}(t)\left\{Y^{-1}(t) C(t) C^{*}(t) Y^{*^{-1}}(t)\right\}^{-1} C \\
& \times\left\{Z^{-1}(t) D(t) D^{*}(t) Z^{*^{-1}}(t)\right\}^{-1} Z^{-1}(t) D(t)
\end{aligned}
$$

If we substitute this expression into (5.1), we find that the equality holds. Thus, the system (5.1) is completely controllable.
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