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ABSTRACT

This paper, written in honor of the 70th birthday of Lajos Takcs, addresses
his life and work, and includes some personal observations and appreciation of his
contributions. In particular, it includes a short biography, an informal discussion
of some of his major research areas (queueing, fluctuations, waiting time proces-
ses, and random rooted trees), and an account of the relationship of his work to
that of F(lix Pollaczek.
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1. Biographical Sketches of Lajos Takcs

1.1 Introduction

In the second half of 1994, many scientific institutions (including the Institute of Mathemati-
cal Statistics, Operations Research Society of America, The Institute of Management Sciences,
and Hungarian Academy of Sciences) celebrated Lajos Takcs’ 70th birthday, which took place
on August 21, 1994. In addition, a special volume, Studies in Applied Probability (31A of YAP,
sec reference [B], edited by J. Galambos and J. Gani), appeared in the first half of 1994 honoring
Professor Takcs. The authors of this paper were happy to participate in this honorable event by
contributing a few essays on Lajos Takcs life and work, which at least in part complement the
fine articles by Bingham [2] and Takcs [Tak, 183] himself. Here and throughout this paper, for
convenience, we will distinguish the papers cited from the General References (by [xx]) and from
Takcs References (by [Tak, xx]), both placed at the end of this paper.

Because of his extraordinary accomplishments, Professor Takcs is one of the most celebrated
contemporary probabilists. He has published over 200 papers and books, many of which have had
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a huge impact on the contemporary theory of probability and stochastic processes. His numerous
works are yet to be explored. Although some people view Takcs as a queueing theorist, it is just
one of many areas of his remarkable influence. This opinion about him is also because queueing
theory (or, as they say, just queueing) has become so overwhelmingly popular, and because
Takcs is indisputably one of the greatest contributors to the theory who ever lived. This may
outshine his other contributions to the theory of probability, stochastic processes, combinatorial
analysis, and even physics. For instance, it is not widely known that Takcs was the first to
introduce and study semi-Markov processes in the early fifties (which appeared in one of his
papers, see [Tak, 19] in 1954, and which he had been using even before 1954), perhaps one of the
most extraordinary achievements in the theory of stochastic processes in the second half of the
twentieth century. Later on, these processes were also introduced by Paul Lvy and Walter Smith,
who reported about their discoveries at the International Congress of Mathematicians held in
1954 in Amsterdam, (see [13] and [24]) (although Lvy is most widely credited for this

contribution).

In 1962 Takcs published his Introduction to the Theory of Queues, a masterpiece and, at the
same time, one of the most widely cited monographs in queueing. His other masterpiece, "On
Fluctuations of Sums of Random Variables," published in 1978 [Tak, 157] is less popular, but it

undoubtedly deserves more attention. Due to his phenomenal diversity, Takcs left traces in
many areas of mathematics and probability, such as: queueing theory, combinatorial analysis,
point processes, random walks, branching processes, Markov processes, semi-Markov processes,
probability on groups, signal processes, statistics, fluctuation theory, sojourn time problems in
stochastic processes, ballot theorems, and random graphs. In spite of his numerous commitments,
Takcs is still amazingly productive. In 1993 he was elected a Foreign Member of the highly
renowned Hungarian Academy of Sciences, and recently he was awarded the prestigious John von

Neumann Theory Prize by the Operations Research Society of America and The Institute of Man-
agement Sciences. Currently, he is a professor emeritus at Case Western Reserve University in
Cleveland, Ohio.

1.2 Short Biography of Lajos Takcs

Lajos Takcs was born on August 21, 1924, in Magldd, a small town near Budapest. At the
age of 15, Lajos became interested in mathematics. His school teacher suggested that he read
Euler’s Algebra. During his Christmas vacation, not only did Lajos read this book, but also the

Differential and Integral Calculus by Man5 Beke. His teacher gave him a few problems from that
book and Lajos impressed him by giving him the right answers. From now on, Lajos gets more

and mor(i books in various topics of calculus from his teacher. Many of the books were written in
German, and Lajos painstakingly translated them. Lajos’ interests soon brought him to the
library of the Technical University of Budapest. Throughout his high-school years he spent all his

vacations and his free time studying mathematics. Besides calculus, he also taught himself linear

algebra, analytic geometry, number theory, complex variables, differential equations, set theory
and special functions, not counting physics, philosophy and literature. He initially found number
theory most fascinating. His early interest in all fields of mathematics at least in part explains his

unique mathematical versatility.

Lajos did not arrive at probability at once. Initially, his interests in probability were restric-

ted to only combinatorics (one of the primary tools in solving various problems in probability). In
fact, Lajos considered probability to be just a branch of combinatorics, not an independent
discipline. Lajos’ preference was deterministic mathematics as the result of his viewing the phy-
sical world as deterministic. The actual role of stochastics was recognized by him much later.

In the fall of 1943 Lajos enrolled at the Technical University of Budapest, then one of the
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finest European schools, where he studied mathematics and physics. Among various courses Lajos
took at the Technical University, those of Professor Charles Jordan on probability theory and sta-
tistics were among the most memorable and decisive in choosing his career as a probabilist. Early
in 1944 the war finally reached Hungary, followed by chaos and destruction, causing the sus-
pension of classes, which resumed only late in 1945. Almost at the same time, young Lajos at the
age of 21 accepted an offer by Dr. Zoltn Bay, a renowned professor of atomic physics, to become
his student assistant and a research consultant in the prestigious Tungsram Research Laboratory,
led by Professor Bay. Among the lab’s employees, the majority of whom were faculty, Lajos was
the only student. He participated in the development oi" various prominent projects, of which the
experiment detecting microwave echoes from the moon was the most memorable. In February
1946 the moon experiment succeeded in placing the Tugsram Lab on a par with an American
group of scientists conducting similar experiments. The results of the experiment were highly
publicized, and Lajos’ name always appeared along with other participants. As Lajos points out
in his Chance or Determinism [Tak, 183], this has also been a triumph of stochastics, which was a

part of the moon experiment based on separating the signal from the white noise.

In 1948, at the age of 24, Lajos obtained his doctorate with the thesis "On a Probability-
Theoretical Investigation of Brownian Motion." Considering the traditionally high European
educational standards, the rigor of the school, and the impact of the Second World War, it was

quite an early age for the title which is equivalent to a Ph.D. in the United States and United
Kingdom. There is, however, another degree beyond the Ph.D. level granted by most European
schools and frequently called there by the German word Habililaion. It becomes almost im-
perative to get this title to preserve a higher academic position above Assistant Professorship.
Lajos received his second (Habilitation) degree in 1957 for his thesis "Stochastic Processes Arising
in the Theory of Particle Counters."

Until 1955, Lajos held a joint appointment at the Telecommunications Research Institute (for-
merly the Tungsram Research Laboratory) and at the Research Institute of Mathematics of the
Hungarian Academy of Sciences. He conducted research in probability theory related to problems
in physics. At the same time he wrote several papers on queueing involving applications to tele-
phone traffic, inventories, dams, and insurance risk. He further developed the theory of point pro-
cesses and introduced semi-Markov processes for the first time. The years 1954-1958 were espe-
cially productive. Lajos wrote and published 55 research papers [Tak, 14-68] on various topics in
stochastic processes and the foundations of modern queueing theory. His research in queueing was

summarized in one of his finest works, "Some Probability Questions in the Theory of Telephone
Traffic," first published in Hungarian [Tak, 40] and later on translated into various languages
[Tak, 71]. In this paper he developed a large variety of multichannel queueing systems, applying
his extraordinary fluency in combinatorial and continuous mathematics. [One very special
characteristic of virtually all Lajos’ papers is their extraordinary readability and mathematical
elegance. He has the unique ability to make his point clear without using measure-theoretical
(heavy) machinery.] Lajos included in this paper primarily results for embedded queueing
processes. Their extensions to continuous-time-parameter queueing processes were later on in-
cluded in his celebrated monograph, Introduction to lhe Theory of Queues [Tak, 82], that ap-
peared in 1962. This book also includes his studies on single-server and multiserver queueing
systems, including models for telephone traffic and servicing of machines.

1958 was a turning point in Lajos’ life. He received a visiting appointment at Imperial Col-
lege of London and at the London School of Economics, where he lectured on the theory of sto-
chastic processes and queueing. In 1959 Lajos accepted an offer from Columbia University in New
York of an assistant professorship (his first job in the U.S.). In 1960 he was promoted to an asso-

ciate professorship. He remained at Columbia until 1966. At Columbia Lajos taught probability
theory, stochastic processes and queuing theory. During these years he had nine Ph.D. students:
Lakshmi Venkataraman, Clifford Marshall, Ora Engelberg (Mrs. Percus), Joseph Gastwirth,
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Lloyd Rosenberg, Peter Linhart, Peter Welch, Saul Shapiro, and Paul Burke (who was already
known for his seminal work on output processes). During his Columbia years he had a consulting
job at Bell Laboratories and also at IBM. In the summer of 1961 he had a visiting position at
Boeing, Seattle.

In the early sixties Lajos worked on the time-dependent behavior of various queuing processes,
specifically waiting-time processes, one of which (according to the Encyclopedia of Statistical
Sciences [Tak, 184]), the virtual waiting-time process, is now called the Takcs process. He used
analytic methods, complex variables, Laplace transforms, Rouch$’s theorem, Lagrange’s ex-
pansion, an other techniques. Special topics included queues with feedback, queues with balking,
queues with various orders of service, and priority queues. These topics were also relevant to his
consulting work at Bell Telephone Laboratories. In 1960 he also started working on combinatorial
methods in probability theory. He found a generalization of the classical ballot theorem of
Bertrand which made it possible to solve many problems in queueing theory, in the theory of
dams, and in order statistics.

In 1966 Lajos spent part of his sabbatical at Stanford University working on his other
bestseller book, Combinatorial Methods in the Theory of Stochastic Processes [Tak, 118] which
was published in 1967. Among other fine results, Lajos further explored the theory of fluctuations,
one of the most important areas in the theory of probability and stochastic processes.

In 1966 Lajos was appointed professor of mathematics at Case Western Reserve University in
Cleveland, Ohio, where he held his position until 1987, after which he became professor emeritus.
At Case Western Lajos wrote over 100 monographs and research papers, and he had an additional
14 Ph.D. students: Nancy Geller, John Bushnell, Douglas Rowland, Roberto Altschul, Elizabeth
Van Vought, Fabio Vincentini, Pauline Ramig, Jin Yuh Chang, Aliakhbar Montazer-Haghighi,
Andreas Papanicolau, Sara Debanne, Josefina De los Reyes, Daniel Michael Cap, and Enio E.
Velazco. His major research areas became sojourn time problems, fluctuation theory and random
trees.

On April 9, 1959, Lajos Takcs married Dalma Horvth. They have two daughters, Judith
and Susan. Dalma is currently the chairman of the English Department at Notre Dame College,
Ohio. Judith is a commercial artist and illustrator, and Susan is a legal assistant. In spite of their
very intense professional activities, Lajos and Dalma enjoy reading, listening to classical music,
and going to plays and operas.

1.3 Personal Notes by Ityszard Syski

The following remarks represent my own interpretation of events in which I participated.

One day in May 1957, when working in London, I received a paper with a letter from (then
unknown to me) a Hungarian mathematician, Lajos Takcs. A few days earlier I had received
from Holland a paper on the same topic by Wim Cohen, whom I had already known since 1954.
A natural thing for me to do was to introduce both authors to each other. This was indeed the
classical situation of two persons working independently. And it was also the beginning of a

beautiful friendship which survives to the present day.

Lajos and I met on 17 January 1958, soon after his arrival in London to lecture at Imperial
College. I was working at that time on my book on Teletraffic, and our talks gave me an opportu-
nity to include a description of his early papers. In August that year we both attended the Inter-
national Congress of Mathematicians in Edinburgh. My wife and I remember seeing him trying to
stop tears in his eyes when he looked at photos of the Hungarian Revolution and of Russian tanks
invading Hungary. Lajos honored me by inviting me to be his best man at his wedding with
Dalma (on 9 April 1959) and to "give him away." Indeed, he was alone in London and at that
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time no relative of his could leave Hungary to attend the wedding. I am not much of a speaker,
but I tried to do my best; after all it was better than nothing. Soon after the wedding, Dalma and
Lajos left for the US, where he accepted a position at Columbia University.

As the years passed by, we kept in contact. I visited Dalma and Lajos in Cleveland Heights
on some occasions, and saw their happy family life. I also met his mother, who had managed to
leave Hungary. I have always admired Lajos’ scientific work, and it has been a pleasure to see his
and Dalma’s success.

Lajos has always recognized and appreciated Pollaczek’s work, and expressed this fact on
many occasions. Pollaczek, however, was always insistent on proper credit and any transgression,
whether real or imaginary, displeased him and sometimes led to conflicts. In particular, he
insisted that the famous formula for the mean waiting time in the most fundamental of all queue-
ing systems, M/G/I, should be called the "Pollaczek formula" rather than "Pollaczek-
Khintchine"; he also claimed priority for the Pollaczek-Spitzer formula. Lajos was unlucky in this
respect because he omitted Pollaczek’s name in one of his early papers; not from malice, but from
his sense of historical accuracy. It is a pity that these two pioneers in queueing theory differed on
such a rather minor matter.

Let me add to this that Lajos and I have the same critical views on funding research in this
country. As we indicated in our essays in [C], Lajos has been uncomfortable with the art of
making extravagant promises, and he thought that any research support should be awarded for
what a person has accomplished and not for what he or she promises to accomplish. Also, in my
opinion, it is not right to measure success only by the amount of contract and grant money
generated.

2. Selected Topics in Lajos Takcs’ Research

2.1 Multi-Channel Queues

Until the early forties, this very important area of queueing was explored only for the cases
when the input stream of single customers was Poisson and service in each of the parallel channels
was exponentially distributed. In 1943 Palm [12], then Pollaczek [15] in 1953 and Takcs
[Tak, 40], [Tak, 71], and [Tak, 82] studied a class of more general systems GI/M/m/N, in terms
of David Kendall’s accepted notation. Here GI stands for General Independent input stream of
units (i.e. a renewal process), M stands for Markov Process and in this case means that service in
each of the channels is exponentially distributed, m gives the number of servicing channels (which
is finite or infinite), and N denotes the capacity of the waiting room, which again can be finite or

infinite. In the first case, we distinguish N 0 (a loss system) from N > 0. The queueing
processes in such systems are not Markovian, and the primary idea of Takcs was to select
random instants of time at which the transitions of the embedded process would form a Markov
chain. The method of embedded Markov Chains was developed and used for the first time by
David Kendall in his pioneering works [6-8].

Takcs studied the information on the queueing process in the above systems at the epochs of
customers’ arrivals at the system. Let A(x) denote the probability distribution function (p.d.f.) of

interarrival times -1, -2- -1,’", (0 0) of customers and let # be the service rate in each of the
channels. Introduce the following notations:

Ct(0)- E[e- 0vii, oz r
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II s 1,2,...
as r 1 1 r

1, s-O

and the operator
Rn(f)- ln! dzn z’-I

which gives the nth binomial moment if applied to a Taylor series f. Let Q {Qn} be the queue-
ing process valued at the moments v0-, r1 -,,..., of customers arrivals, and let P (Po,Pl,’")
denote the steady state distribution of the embedded Markov chain Q with the probability
generating function (p.g.f.) P(z)- ,i > o Pizi" As an example, we consider the "loss system"

GI/M/m/O for which the p.g.f, satisfies the following equation:

P(z) E m o x j +j=oPJ [o (1-e +ze ,x) 1A(dx

+ (1 z)Pm I o e "x(1 e ,x + ze "x)mA(dx).
(1)

Takcs used a very elegant method of binomial moments to solve the above functional equation.
First he applied the operator Rr to (1) to obtain the system of equations

( m )Bm r-1. ,mBr r(Br--Br-1)-r r-1

ar to yieldin binomial moments Br. Then he represented ar as the ratio ar_ 1

ar ar 1 ar 1 r 1

(Here Takcs showed his extraordinary proficiency in combinatorial analysis, acquired by him in
his younger age and later on explored in his works [Tak, 27], [Tak, 60], [Tak, 110], [Tak, 116],
[Tak, 164], [Tak, 172], and [Wak, 193].)

From (2) by summation one easily gets

Bn-anBmrm-l(r)lff/ n O,l,...,m- 1
r--rt

Since obviously B0 a0 1 we obtain

r=
"* 1Bm (Em_l(r).r ) 1

and therefore have all binomial moments. The unknown probabilities can be restored from the
formula

()i=j(_l)i-j B j--O,1 m.
j i’ "’"

Specifically, Bm =Pm is the "loss probability" or the likelihood that an arriving unit is going to
be rejected.

2.2 Pemarks on Takcs and Pollaczek

Fluctuation theory has a long history and still is a very active field of research. Its pro-
minence is due to contributions of many distinguished mathematicians. Applications to queueing
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theory began with the classical work of D. V. Lindley [14], 1952 and F. Spitzer [25], 1956.

Independent work was carried out by Flix Pollaczek, who used fluctuation theory as the first
step in his analysis of queueing systems with s _> 1 servers. His results are well known, but
although they are often quoted by other researchers, only a few of them really read his papers.
This is due perhaps to the fact that Pollaczek converted probabilistic description of a problem
into analytic expressions, and framed his analysis in terms of integral equations with several
complex variables (the evaluation of "disheartening integrals"), lit is remarkable how easily
Pollaczek handled his complicated multidimensional complex integrals for s >_ 1.] Pollaczek
summarized his results in two books [19] and [20] published in 1957 and in 1961; English
summary appeared in [21]. For exposition and applications of Pollaczek’s work, see books by P.
Le Gall [11], J. W. Cohen [3] and J. H. A. de Smit [5]. Of great interest is the special issue of
AEU Journal [A] honoring Pollaczek on the 100-th anniversary of his birth. In particular, it
includes papers by J. W. Cohen [4], R. Syski [27], P. le Gall [12] and L. Takcs [Tak, 205], and
also a biography of Pollaczek written by F. Schreiber and P. Le Gall [10].

The paper [Tak, 205] of Takcs mentioned above deserves special attention, as it combines his
interest in abstract algebra with his contributions to fluctuation theory. This contribution has
been already described in his earlier paper [Tak, 157]. See also an excellent survey of Takcs’
work in probability theory written by N. H. Bingham and published in the volume honoring
Takcs on his 70-th birthday [B]. Bingham [2] acknowledged very briefly Pollaczek’s influence on
Takcs. It would be desirable to explore further those aspects of Takcs’ contributions which are
related to Pollaczek.

Let us begin with a brief outline of Pollaczek’s study of the waiting time-process in the
queueing system GI/G/1 with the FIFO service discipline. For a complete account see the
references quoted above. Let Wn be a random variable representing the waiting time of the n-th
customer (n- 0, 1,2,...). In Pollaczek’s notation the first customer carries number 0. Denote by
Zn a random variable representing the difference between the service time of the n-th and the
interval time of the (n+ 1)-st customer. By assumption, the random the variables Zn are
independent and identically distributed with a common characteristic function (s) satisfying
regularity conditions, where s is a complex number.

The following recurrence relation is well known"

Wn + 1 max{Wn + Zn, 0}, n 0,1,..., (3)

with W0 assumed constant, in particular 0. It is this relation which links queueing with fluctu-
ation theory of partial sums. Indeed, the random variable Mn, defined by

Mn + 1 max {O, So, S1,...,Sn},n O, 1,...,

where Sk Zo + Z1 -k- -[-Zk, has the same distribution as the random variable Wn. Relation

(3) was used by Pollaczek as the starting point of his derivation of what is now known as

Pollaczek integral equation. Thus, following Pollaczek, write en(s) for the characteristic function
of Wn, and consider the generating function

(P(s,z) = o en(s) zn’ Re(s) >_ O, zl <1.

The crucial step involves the representation of en(s) as a contour integral and obtaining a

relation between en+ 1(s) and en(s) using recurrence relation (3). The summation over all n

yields the required integral equation for the generating function (P(s,z). This equation is rather
complicated, so for convenience it will be presented below in the form found by Takcs.

It is a great achievement of Pollaczek’s method that he found the solution of his equation in a
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closed simple form. He also obtained the equilibrium solution (when traffic intensity is less than
1), and showed that his theory encompasses results obtained by other researchers who used special
methods. In particular, the Pollaczek-Spitzer identity and the Pollaczek-Khintchine formula are

immediate corollaries. Pollaczek always stressed that his method is analytic in character, and not
probabilistic.

Turn now to Takcs. In his studies of fluctuation theory, Takcs devoted several papers to
the interpretation and extension of Pollaczek’s work in this area. He summarized his results in
[Tak, 205] which appeared in the AEU issue already mentioned. The following is a summary of
that summary.

Takcs considered the commutative Banach
Re(s) O, by the representation

algebra [1 of functions (I)(s) defined, for

(s)- E [ e- so],

where ( and r] are complex and real random variables, respectively, and with norm

II II E [I E( ) I],

Furthermore, he defined for Re(s) >_ 0 and for Re(s) <_ O, respectively,

+ () E [ "’ + ], () E [( "" "" + )],

where r/+ max(y, 0). Obviously,

()- +() +-()

for Re(s) O, and (I) + (s) E 1, (I)- (s) E 1" Takhcs showed the uniqueness of the above
decomposition of (I)(s), and obtained an integral representation for (I) + (s) and (I)-(s). Next he
introduced two bounded linear transformations (projections) T and T* on 1 such that for
v() e Ul,

T (I)(s) (I) + (s) for Re(s) > O, T* (I)(s) (I)- (s) + (I) + (cx3) for Re(s) <_ O.

The above machinery suffices to elucidate Pollaczek’s argument for the case of independent
identically distributed random variables (Zn). Replacing r/by Wn and taking - 1, one obtains

Cn(s) in Pollaczek’s notation. Hence, it follows from relation (3) that

Cn(S) T [n- 1(8) (S)]

for n- 1,2,..., and Re(s)>_ O. Consequently, the generating function dp(s,z) belongs to [1 and
the Pollaczek integral equation can be written as

T { (s,z)[1- z (s)] }- 1,

(for zero initial conditions). Its solution has the form

(b(s,z) exp { T(log[1 z(s)])}

for Re(s) k 0 and [z < 1. The interesting feature of this approach is that it reduces the problem
to neat algebraic operations.
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In order to extend Pollaczek’s results, Takcs considered a noncommutative Banach algebra
2 of matrix functions

((s) [(ij(s)]i,j I

defined for Re(s)- O, where ij(s)E 1 and I is a countable set; algebraic operations and the
norm are defined appropriately. Transformations T and T* are extended to 2 element by
element. Then, for any (I)(s) in 2 with z I[ (I)II < 1, there exists a canonical factorization of
the Wiener-Hopf type:

1 z (I)(s) (I) + (s, z) (I)- (s, z)

Consider now the semi-Markov process (Zn,
space I and a transition matrix (Pij)" Denote

Xn) where (Xn) is a Markov chain with a state

P{Zn + 1 <- ,Xn + 1 J Xn i} Hij(t

and let (i_.(s) be the Laplace-Stieltjes transform of Hij(t). Obviously, (I)(s), defined as above, is
inn2and [[(I)[[ =1. Next write

sW
ij(s,n) E[e n I{xn j}IX0 i],

SO,

en(s) [ij(s’ n)]i, j E I, for Re(s) >_ O.

If X0 and (Zn) are independent, then en(s) is given formally by the same expressions as in the
case considered above. With the same definition of the generating function (s,z), one finds that
((s,z) satisfies an integral equation of the same form stated above (for zero initial conditions).
Hence:

(1)(8, Z) [(I)- (0, Z)]- 1 [(I)- (8, Z)]- 1

for Re(s)>_Oand zl <1.

As already noted, the whole discussion can be carried out for arbitrary initial conditions.
Takcs as well as Pollaczek applied their methods to other problems besides the waiting time.

Remark. There are two points which deserve consideration when comparing approaches of
these two authors. First, Pollaczek assumes that his transforms (s) etc. are regular at s 0. Ac-
cording to Takcs, this assumption is unnecessary; it implies, for example, that all the moments
exist. Second, Pollaczek does not prove the uniqueness of the solutions of his integral equations.
Rigorous proofs would seem to be very difficult. The Banach algebra approach avoids all these
difficulties. Takcs’ formulas are neat, easy to handle and allow some generalizations. Earlier,
studies of Banach algebras of this .type were rendered in works by Baxter [1], 1958, Kingman [10],
1966, and Rota [22], 1969.

Biographic Sketch. Flix Pollaczek (1892-1981), a mathematician, was born in Vienna,
worked in Berlin (1922-1933), and after the Second World War settled in Paris, where he
obtained French Citizenship in 1947. He was one of the early pioneers in Queueing Theory, and

his impact on its development is of a lasting value. He is famous for being the first to obtain a

solution for the waiting time processes in the multi-server system GI/G/s. His single server

theory was ready around 1952 and its complete formulation appeared in book form in 1957, [19];
similarly, the general theory of multi-server systems was announced in 1953 and was later
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presented in book form in 1961, [20]. His approach, referred to as Pollaczek’s Method, converted a

probabilistic problem into an analytic problem, and in turn led to integral equations in several
complex variables. Power of this method is augmented by the fact that answers to related
questions for the same probabilistic situation (e. g. queue length) can often be obtained from
equations of (almost) the same form, but with modified kernels. Pollaczek worked independently,
and some of his results were later obtained by other scientists using simpler methods.

Pollaczek’s work influenced also other fields, like fluctuation theory (maxima of partial sums
of independent identically distributed random variables) and special functions (Pollaczek orthogo-
hal polynomials). For a complete biography of Pollaczek, see reference [23]. For Takcs’ work in
the theory of fluctuations see topic 9 in section 3.

2.3 Takcs Process

This process refers to the virtual wailing time process in a FIFO single-server queue of type
GI/G/1 and it is called by this name, cited and described in the Encyclopedia of Statistical
Sciences [Tak, 184] in 1988. Note that the term "virtual time process" was originally called by
Takgcs himself and studied in his pioneering work [Tak, 22].

The Takgcs process is defined as follows. Let r0 -0, rl, r2,.., be a renewal point process
describing successive arrivals of single customers at a single-server queueing system. Suppose that
the nth customer needs service time of length sn and that the random variables sn are indepen-
dent and identically distributed according to p.d.f. S, and independent of the process 7-= {rn}.
The actual wailing time of the nth customer, Wn, equals the cumulative service times of all
customers in the system ahead of the nth customer (including the one which is in service) at time
rn and it is defined by recurrence relation (3) in the previous section. The Takgcs process, r/(t), is
a continuous-time-parameter process that gives the time to process all customers present in the
system at time t; it has positive increments sn at times rn, n 0,1,..., and at all other points (of
time) it decreases linearly with slope -1. Obviously, Wn = Zl(rn ). We will target the one-
dimensional distribution of the Takgcs process, V(t,x) = P{r/(t) < x}.

If the input to the system is Poisson (with parameter ), i.e. GI/G/1 reduces to an M/G/1
model, then the Takgcs process is Markovian, and V satisfies Kolmogorov’s equation

0 0(Of Ox)v(t’x)--[v(t’xl-S*V(t’’l(x)]’ (4/

which frequently refers to the "Takcs integro-differential equation. Here denotes the convolu-
tion operator (with respect to the second variable in V). Along with the initial condition

V(O,x) P{r/(O)_< x}, (5)

the boundary value problem (4-5) has a unique solution V explicitly given in [Tak, 82], [Tak, 85],
[Tak, 96], and [Tak, 118]. That solution, which depends on t and x, is called in the theory of differ-
ential equations a transient solution as opposed to a so-called stationary solution, which refers to
the behavior of the process when it reaches its equilibrium. Some processes may (for all practical
purposes) reach the equilibrium or steady slate rather quickly, some not. Consequently, the
mathematical notion of the equilibrium is when time t tends to infinity. The status of the process
over a long period of time requires certain conditions normally expressed through the intensities of
the input (A) and service (s) processes for single-server queues, as

X<s. (6)

[Here and s are defined as the reciprocals of the mean inter-arrival and service times, respective-
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ly.]

In 1930, Pollaczek [16] and [17], and in 1932 Khintchine [9] independently obtained a simple
formula for the stationary distribution

W(x) -nlirn e{wn < x}

of the actual waiting time process for M/G/1 queue in terms of the Laplace-Stieltjes transform
f(0) under condition (6):

1-A/se(e) R (e) > O. (7)

This is the celebrated "Pollaczek-Khintchine" formula (where {(0)- E[e-*l]). Formula (7)is
also called "Cram6r’s formula" in the theory of insurance risk. Here the V(t,x) denotes the one-
dimensional distribution of a so-called "risk process," i.e. it gives the probability that in the time
interval (0,t] the total claim of all clients of an insurance company never exceeds the reserve of
the company. It appears that the risk process is identical to the Takgcs process but refers to a

totally different model. For this reason we will also denote the risk process by r/(t). In 1930
Cramr [see for instance, Tak, 142] showed that

V(x) lira P{rl(t) < x}
t--,oo

exists and under condition (6) it’s Laplace-Stieltjes transform satisfies the same formula (7) of
Pollaczek-Khintchine. However (to the best of our knowledge), not before 1975, when Takgcs

[Tak, 142] made a bridge between the two results and explained the nature of the coincidence, any
connection between the formulas of Cramr and Pollaczek-Khintchine has been noticed.

Earlier, in 1955, Takgcs [Tak, 22] showed that

in relation to the queueing. For the general single-server systems, GI/G/1, Takgcs showed that,
given (6), the steady state distribution V(x) of the Takgcs process exists and satisfies the integral
equation

8 8 ,V(x) 1--+-W (x),
x

where (x) s
0

[1 S(y)]dy and W satisfies Lindley’s integral equation [14].

The transient distribution Y(t,x) of the Takgcs process for GI/G/1 was obtained by Takgcs

in his widely cited works on fluctuations of partial sums of sequences of random variables (see, for
instance, [Tak, 149] and [Tak, 157]) by solving operator recurrence equations (more general than
those in V(t,x)).

2.4 Random Rooted Trees

The main results of Takcs are concerned with various sets of rooted trees with n vertices,
and determine the asymptotic distributions of the total height and the width of a tree chosen at

random in a given set.

A tree is a connected undirected graph which has no cycles, loops or multiple edges. The root

of a tree is a vertex distinguished from the other vertices. The height of a vertex in a rooted tree
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is the distance from the vertex to the root, that is, the number of edges in the path from the
vertex to the root. The total height of a rooted tree is the sum of the heights of its vertices. The
width of a rooted tree is the maximal number of vertices at the same distance from the root.

To define various sets of rooted trees of interest, let us suppose that R is a fixed set of
nonnegative integers which contains 0. Let d be the greatest common divisor of all the integers
belonging to R. Denote by Sn(R the set of rooted oriented (plane) trees with n unlabeled vertices
in which the degree of the root belongs to R and if j is the degree of any other vertex of the tree,
then j- 1 G R. In a similar way denote by Sn(R the set of rooted trees with n labeled vertices in
which the degree of the root belongs to R and if j is the degree of any other vertex of the tree,
then j- 1 E R. By using the ballot theorem, Takcs proved that the number of trees in Sn(R) is

Sn() Coeff. of xn 1 in xi
iR

and the number of trees in Sn(R is

S(R) (n 1)t Coeff. of xn 1 in
iR

The limit distribution functions can be expressed as the distribution functions of some func-
tionals on the nrownian excursion process .{rt + (t), 0 <_ t

_
1 ), namely

and

+ (t)dt < x}- W(x)

0_<t_<lsup+(t)_x}-F(x).
Two main results are as follows" Let us choose a tree at random in the set Sn(R assuming

that each choice has the same probability. Denote by vn(R the total height of the tree and 5n(R
the width of the tree. If n md + 1 (m 0,1,...), then

and

where a is a positive real constant defined as

r2--(jR-" (j2- I)PJ) /(j R PJ)
and p is the only root of the equation

E (J-1)P"i-O
jER

in the interval (0,1).
Let us choose a tree at random in the set S(R) assuming that each choice has the same pro-

bability. Denote by r(R) the total height of the tree and 5(R) the width of the tree. If n- md

+ 1 (m 0,1,...), then
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and

lira P < x
rt cx3 Xn3

F(x),

where r* is a positive real constant defined as

and A is the only root of the equation

E (J- 1)AJ/J 0
jER

in the interval (0,cx).
For references, see topic 12 in section 3 below.

AJ/J!)

3. Major Topics in the Works of Lajos TakAcs

Below we categorize all items in Takcs References under the following topics. For con-
venience we drop the abbreviation "Tak" as his works only are cited in this section:

1. POINT PROCESSES. Time-dependent behavior of various point processes. Stationary pro-
cesses. Bus paradox. Particle counters. Coincidence problems. Renewal processes. Telephone traf-
fic processes. References: [3], [6-11], [16], [21], [32], [36], [38], [39], [40], [48], [49], [53], [74].

2. SECONDARY PROCESSES GENERATED BY POINT PROCESSES. Distribution and
spectral decomposition. Particle counters. Shot noise. A generalization of Schottky’s formula. Refe-
rences: [14], [15], [18], [2S], [29], [30], [31], [45], [52].

3. QUEUEING PROCESSES. Time-dependent behavior of single- server and many-server
queuing processes. Virtual waiting time. Queues with feedback. Semi-Markov queues. Queues with
finite capacity. Theory of dams. Generalizations of Erlang’s and Palm’s formulas. Solution of a

problem of Khintchine. References: [4], [5], [17], [22], [24], [37], [46-48], [55], [56], [61],[64], [66],
[67], [70], [71], [73], [75], [77-79], [81-88], [91-94], [96], [97], [99-101], [105], [109], [113], [117],
[119], [120], [122], [128], [129], [133], [134], [140-144], [147], [149], [154], [155], [167], [184], [186],
[188], [206], [211].

4. BINOMIAL MOMENTS. The problem of binomial moments. Existence and uniqueness.A
generalization of Jordan’s theorem. The method of binomial moments. References: [27], [60],
[110], [116], [164], [172], [193].

5. SOJOURN TIME PROBLEMS. A new method for the solution of occupation time

problems in the theory of stochastic processes. A generalization of the arc sine law of Paul L6vy.
References: [44], [51], [54], [62], [63], [69], [105], [133], [139], [140], [169]

6. RANDOM WALKS. The ruin problem. The Bernoulli excursion. Random walks on groups
and graphs. References: [50], [57], [159], [162], [166], [168], [171], [173], [178], [180], [181], [194],
[195], [201].
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7. BALLOT THEOREMS. Applications in queueing theory, order statistics, random graphs
and elsewhere. References: [83], [89], [95], [100], [102], [103], [109], [124], [165], [174], [179].

8. ORDER STATISTICS. Distributions and limit distributions of various distribution-free
statistics. References: [103], [104], [107], [111], [126], [131], [132], [146], [198], [201].

9. FLUCTUATION THEORY. Exact and limit distributions. A method of Banach algebras.
References: [108], [112], [115], [125], [127], [136], [137], [145], [150-153], [157], [205].

10. COMBINATORIAL PROBLEMS. Problem of matching. Problme des mnages. Eulerian
numbers. Combinatorial identities. References: [24], [97-99], [118], [138], [158], [161], [163], [170],
[172], [177], [182].

11. BRANCHING PROCESSES. Secondary electron emission. Critical branching processes.
References: [1], [34], [90], [197].

12. RANDOM GRAPHS. Random trees. Distribution of the vertices by altitude. References:
[185], [186], [188-192], [194], [196], [199], [200], [203], [204], [206], [207], [211].
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