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Identification and tracking of a moving object using computer vision techniques is important in
robotic surveillance. In this paper, an adaptive colour filteringmethod is introduced for identifying
and tracking a moving object appearing in image sequences. This filter is capable of automatically
identifying the most salient colour feature of the moving object in the image and using this for a
robot to track the object. The method enables the selected colour feature to adapt to surrounding
condition when it is changed. A method of determining the region of interest of the moving target
is also developed for the adaptive colour filter to extract colour information. Experimental results
show that by using a camera mounted on a robot, the proposed methods can perform robustly in
tracking a randomly moving object using adaptively selected colour features in a crowded envi-
ronment.

1. Introduction

Surveillance is the task of monitoring the behaviours and/or activities of people from a dis-
tance. Security cameras are considered to be the most commonly used equipment. These
cameras are used for applications such as, industrial process control, traffic monitoring, and
crime prevention. However, despite their wide usages, security cameras still have many
weaknesses. One of theweaknesses is its blind spot [1], since they aremounted onmechanical
hinges, cameras are only able to monitor at certain angles, and the security system can be
infiltrated through those unseen areas. Another weakness rests on the involvement of human
operators [2], who usually monitor a large number of inputs from cameras. Because these
operators could be subjected to boredom, fatigue, and distractions, it is possible that they
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fail to detect criminal or other unwanted behaviours. Therefore, a mobile robot could be
used to overcome these potential problems. A robot would be able to travel throughout
the monitoring areas autonomously and continuously, making its own decisions while iden-
tifying the unwanted behaviours or activities, and respond accordingly such as sending
alerts.

Object tracking using computer vision is a crucial component in achieving robotic
surveillance. The goal of object tracking is to track the position of the moving objects in a
video sequence. This can be achieved by identifying and tracking a specific feature such as
colour that belongs to the moving object. The trajectories of the moving object can then be
traced through the process over time.

Most existing colour tracking methods are designed to track a fixed salient colour
feature. However, if the camera is moving then the tracked colour feature may be no longer
salient due to the changing environment. In this case, the tracking may take place to follow
a wrong object. Therefore, new methods are required so that the colour feature can be deter-
mined adaptively according to the environment the camera is operating in.

The main contribution of this paper is the introduction of a colour filtering method
that is capable of adaptively identify the most salient colour feature that belongs to the
moving object and using this colour feature for tracking. If the saliency of the chosen colour
feature changes due to the operating environment and lighting conditions, the filter will
automatically determine a different colour to track. A method of determining the region of
interest (ROI) of the moving target is also introduced for the adaptive colour filter to extract
colour information.

This paper is organised into six sections. The related research in the area is reviewed
in Section 2. The method of determining the ROI is provided in Section 3. In Section 4,
an adaptive colour filtering method is introduced. Experimental results are presented in
Section 5, and conclusions are given in Section 6.

2. Related Work

2.1. Moving Object Detection

Moving object detection and tracking is an important and fundamental topic in computer
vision. Its applications can be found in a large number of engineering fields including: traffic
monitoring [3], video surveillance [4], autonomous navigation [5], and robotics [6–10]. One
of the most commonly used methods to detect moving objects is background subtraction
[11, 12].

Background subtraction involves the separation of moving foreground objects from
the static background. The fundamental assumption of the algorithm is that the background
is relatively static compared to the foreground. When objects move, the regions in a set of
video frames that differ significantly from the background model can be considered to be the
foreground (moving objects). A vast amount of research in moving object detection has been
done with many algorithms proposed. The most fundamental method uses the Gaussian
Mixture Model (GMM) [13]. This method models the evolution of each background pixel
intensity by a mixture of K (a small number usually from 3 to 5) Gaussian distributions.
There have also been many revised and improved methods based on GMM. One of them
is the Improved Adaptive Gaussian Mixture Model (AGMM) [14]. In this model, both the
parameters and the number of components of the mixture are constantly adapted. Another
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enhanced version is the Improved Adaptive Background Mixture Model (IABMM) [15]. In
the work reported, the likelihood factor is removed from the GMM, because it causes slow
adaptations in themeans and the covariancematrices which can result in failure of the tracker.
The IABMM also contains an online Expectation Maximization algorithm which provides a
good initial estimate by expected sufficient statistics update equations before enough samples
can be collected. Other background subtraction methods include the Codebook [16]. In this
method, each pixel is represented by a Codebook which is a compressed form of background
model for a long image sequence. This allows the method to capture background variation
over a long time with a low memory requirement.

2.2. Moving Object Tracking

Although the background subtraction-based method can robustly identify moving objects
with a stationary camera, it cannot provide satisfactory results with a moving camera. This
is because the background subtraction methods extract the foreground by distinguishing
the differences between the moving objects and a “stationary” background. This difference
finding mechanism is built on the assumption that background stays longer and is more
static when comparing to the foreground. If a moving camera is used, for example, a camera
mounted on a mobile robot, background subtraction will face the problem that the back-
ground of the image is constantly changing due to camera movement. This will lead to false
classification of the majority of an image to be foreground. This false classification will cause
the moving camera system to lose track of the target object. Therefore, existing object tracking
methods using mobile robots (moving cameras) usually rely on certain features belong to the
tracked objects, such as colour.

A moving object tracking method using mobile robot is performed with background
subtraction and colour probability distribution [17]. This is done by stopping the robot
when background subtraction is performed and using the colour probability distribution
information to track the target. This method assumes that the colour of the tracked object
never changes which is not always the case. Also, the locomotion of the robot was remotely
controlled in the experiment rather than fully autonomous.

Another object tracking approach is developed based on scale invariant feature trans-
form (SIFT) and mean shift [18]; SIFT is used to find features corresponding to the region of
interests, while mean shift is used to find similarities in the colour histograms. This method
combines the advantages of both SIFT and mean shift to achieve more accurate tracking
results; however, due to high computation costs, it also has the slowest processing speed
(1.1 fps) when compared to SIFT or mean shift alone. This level of computation complexity
has imposed difficulties in real-time applications.

Object trackingmethod can also be used for skin segmentation and the tracking of sign
language recognition [19]. This method could track the face and the hand accurately using a
colour model with a stationary camera. However, the testing background is fairly simple, the
distance between the testing subject and the camera remains very close as the subject always
occupies large part, sometimes more than half, of the image.

Other colour tracking methods include tracking by transductive learning which
requires a high computational cost [20], colour tracking specifically designed for illumination
variations in an uncontrolled operating environment [21], multicamera colour tracking
which relies on accurate target identification between different cameras [22], kernel-based
object tracking using colour and boundary cues [23], object tracking using mean shift with
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Figure 1: Flowchart of the ROI determination algorithm.

a clustering algorithm and colour model [24], selecting reliable features from colour and
shape-texture cues [25], or using area weighted mean of the centroids [26].

The majority of existing colour tracking methods is designed for stationary cameras
without the use of mobile robots. Furthermore, the environments presented within these
methods are generally stable with little to no variances. To the best of our knowledge, there is
no reported method on using GMM-based approach with adaptive colour feature selection
in moving object tracking using a robot-mounted camera.

3. Region of Interest (ROI) Determination

As illustrated by the flowchart in Figure 1, the ROI determination algorithm starts by con-
verting the RGB input to both Hue-Saturation-Value (HSV) and greyscale images. It includes
four major stages: background subtraction, noise elimination, object tracking, and behaviour
analysis. More details of each step are given in the following sections.

3.1. Background Subtraction

To perform background subtraction, the live RGB videos are firstly converted into greyscale
images. Greyscale images are used as inputs for background subtraction process because
they require less memory to operate and produce faster processing speed than colour images
[27, 28].

Then, the IABMM [15]method is used to identify themoving objects and present them
in a binary image as foreground objects using white pixels, while allocating all stationary
objects as the background using black pixels. The IABMM method is used because it has a
faster learning rate and a lower computation requirement than GMM [15, 29]. Thus, it is very
efficient to detect motions of objects especially in indoor environments.
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The IABMMmethod used is an improved version of the GMM [13], it begins with the
original GMM equation to determine the probability of a given pixel with value Xt at time t
using

P(Xt) =
K∑

i=1

ωiη
(
Xt;μi,Σi

)
, (3.1)

where K is the number of Gaussians used for the mixture, ωi is the weight parameter of the
ith Gaussian component, and η(Xt;μi,Σi) is the normal distribution of the ith component
with the mean μi and the covariance Σi.

The major improvement of the IABMM [15] method is the inclusion of the online
Expectation Maximization algorithm. This is done by updating the model differently at
different phases. Initially when the number of frames t is smaller than L, themodel is updated
according to the expected sufficient statistics update equations, shown in (3.2), (3.3), and
(3.4), then switch to L-recent window update equations when the first L samples (frames)
are processed, see (3.5), (3.6), and (3.7). The expected sufficient statistics update equations
increase the performance in the beginning while providing a good estimate by allowing fast
convergence on a stable background model. The tracker can also adapt to changes in the
environment because the L-recent window update equations gives priority over recent data;

ωk,t+1 = ωk,t +
1

t + 1
(P(ωk | Xt+1) −ωk,t), (3.2)

μk,t+1 = μk,t +
P(ωk | Xt+1)

∑t+1
i=1 P(ωk | Xi)

(
Xt+1 − μk,t

)
, (3.3)

Σk,t+1 = Σk,t +
P(ωk | Xt+1)

∑t+1
i=1 P(ωk | Xi)

((
Xt+1 − μk,t

)(
Xt+1 − μk,t

)T − Σk,t

)
, (3.4)

ωk,t+1 = ωk,t +
1
L
(P(ωk | Xt+1) −ωk,t), (3.5)

μk,t+1 = μk,t +
1
L

(
P(ωk | Xt+1)Xt+1

ωk,t+1
− μk,t

)
, (3.6)

Σk,t+1 = Σk,t +
1
L

(
P(ωk | Xt+1)

(
Xt+1 − μk,t

)(
Xt+1 − μk,t

)T

ωk,t+1
− Σk,t

)
, (3.7)

where ωk,t+1, μk,t+1, and Σk,t+1 are the estimates of weight, mean, and covariance of the kth
Gaussian component at time t + 1, respectively. P(ωk | Xt+1) is the posterior probability that
Xt+1 is generated from the kth Gaussian component. Note that P(ωk | Xt+1) = 1 for the
matched model and 0 for the remaining models.

3.2. Noise Elimination

After the background subtraction, noise elimination is performed to filter possible noises
caused by reflections or motion blurs. The noise elimination consists of median filtering and
binary morphological operations.
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Median filter [30] is used to remove the so-called “salt and pepper” noise and to res-
tore foreground pixels while preserving useful details.

Noises caused by a changing background or illumination condition may misidentify
some of background pixels to be the foreground objects or produce gaps or holes within the
foreground objects and separate them into different regions.

Morphological operations, that is, dilation and erosion [31], are used to reduce noise
by connecting possible foreground regions and removing any false ones. Dilation is done by
first computing the maximal pixel value overlapped by the kernel and then replaces the
image pixel under the anchor point with that maximum value. The kernel used is a 3 by 3
kernel with the anchor at its centre. Moreover, erosion is the converse function that operates
with minimum value instead of maximum. By combining dilation and erosion, this results in
morphological closing which causes the bright regions to join together to form blobs and
therefore improves the detection of foreground (represented by white blobs).

3.3. Object Tracking

Object tracking stage begins with the tracking of the blobs (if any) from the output binary
image of noise elimination, and they are tracked using linear time component labelling
algorithm (LTCLA) [32], which is a fast labelling technique that labels connected components
and their contours simultaneously.

The major component of this algorithm involves a contour tracing technique with
a tracer to detect the external contour and internal contours of each component. Once a
contour point is identified, the tracer works by searching other contour points among its eight
neighbours in a clockwise direction. If the initial point is the starting point of an external
contour, the search begins at top right, while if the initial points is the starting point of an
internal contour, then the search begins at bottom left. Moreover, when the initial point is not
the starting point of a contour, the search begins at a point located at 90 degrees clockwise
from the position of the previous contour point. This process also marks surrounding pixels
(background represented with black pixels) when tracing the contour of the component
(foreground represented with white pixels). By marking surrounding background pixels,
this ensures no overtracing of the contour occurs. Unless the initial point is identified as an
isolated point, the tracer is used continuously in this contour tracing procedure to output the
contour point following the initial point until a full loop is done which the entire external
or internal contour is traced. LTCLA is used because of its high efficiency. Once the labelling
stage is completed, blobs can then be selected for further analysis through a series of filtering
processes.

Blobs identified using the LTCLA need to be filtered to eliminate unnecessarily small
blobs in order to reduce computational costs. This can be done by using a blob area filter. In
our experiments, any blob that contains the pixel number below 0.5% of the total number of
pixels in the image is eliminated.

The next step in the object tracking stage is the determination of which blob to track.
In this paper, it is decided that the tracking object is the largest moving blob identified.
Although the algorithm can be used to track multiple targets, it has been found the speed
of the algorithm is heavily influenced by the number of objects tracked. Therefore, in this
method, only the largest blob is selected and tracked. This simplification is also justified by
the fact that one robot can only track one moving object.
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Figure 2: The control concept of the ACF.

3.4. Behaviour Analysis

After the identification of the largest blob, the final stage of the ROI determination algorithm
is the behaviour analysis of the blob. The area, centroid, and velocity are obtained and can be
used to determine the behaviour characteristics of the object.

To calculate these behaviour characteristics, a ROI is established by a bounding box
that encloses the target object and is determined by using the maximum width and height of
that object. The area of the object is calculated by counting the number of pixels existed in the
tracked blob.

The centroid coordinates XC and YC for the blob and can be found using the centre-of-
mass;

XC =
∑K

i=1 Xi

K
,

YC =
∑K

i=1 Yi

K
,

(3.8)

where Xi and Yi are the x and y location of the ith pixel in the image plane, while K is the
total number of pixels belong to the blob.

Once the coordinate of the centroid is found, the velocity can be obtained by com-
paring the centroid’s locations between video frames obtained at different time steps. In
this method, previous four centroid coordinates are stored to indicate the path and moving
direction of the tracked target, while the velocity is calculated from the difference in pixel
locations of the centroid in the current and that of the immediate last image.

4. Adaptive Colour Filter for Moving Object Tracking

The adaptive colour filter (ACF) is a colour tracking method developed in this paper for
using a robot mounted camera to track a moving object. The control concept of the ACF is
shown in Figure 2.

Initially, the robot and the camera are stationary. Moving objects are detected using the
IABMMmethod. Once the ROI of the moving object is determined, the colour information of
the object and the background is filtered using a colour filter to find the most salient feature
in the object for tracking. This feature is then used to track the object. When the selected
colour feature becomes no longer salient due to changed environment, an adaptive method
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Table 1: List of properties defined for the 15 colour filter segments.

Filter segment Colour
HSV range

Hue (◦) Saturation Value
Min Max Min Max Min Max

1 White 0 360 0 0.25 0.76 1
2 Grey 0 360 0 0.25 0.26 0.75
3 Black 0 360 0 1 0 0.25

4 Red 0 15 0.26 1 0.26 1
346 360

5 Orange 16 45 0.26 1 0.26 1
6 Yellow 46 75 0.26 1 0.26 1
7 Chartreuse 76 105 0.26 1 0.26 1
8 Green 106 135 0.26 1 0.26 1
9 Spring green 136 165 0.26 1 0.26 1
10 Cyan 166 195 0.26 1 0.26 1
11 Azure 196 225 0.26 1 0.26 1
12 Blue 226 255 0.26 1 0.26 1
13 Violet 256 285 0.26 1 0.26 1
14 Magenta 286 315 0.26 1 0.26 1
15 Rose 316 345 0.26 1 0.26 1

is introduced to update the colour selection. The following sections provide details of this
method.

4.1. The Colour Filter

After the ROI is established, the HSV colour space of both the ROI and the entire image are
analysed using the proposed colour filter. HSV is selected over RGB because HSV performs
better in identifying objects under different lighting conditions such as in shadow, shade,
and highlights. This allows the filter to have fewer segments than in RGB [33, 34]. Also, RGB
colour space tends to merge neighbouring objects with different colour together and produce
blurred results, while since HSV colour space separates out the intensity from the colour
information, the results it produced tend to distinguish neighbouring objects with different
colour by sharpening the boundaries and retaining the colour information of each pixel [35].

The proposed colour filter is designed to cover the entire HSV colour space. The
number of segments of the HSV space can be defined by the user with consideration of
hardware limits such as the resolution of the camera and the processing speed required for
the algorithm. In this paper, 15 colour filter segments are chosen with their HSV component
properties determined empirically, see Table 1.

To apply the colour filtering method, every pixel is checked against the H (hue), S
(saturation), and V (value) values for a specific colour filter segment and is regarded as
belong to the segment if all H, S, and V values of the pixel fall into the segment range. A
uniqueness measure, U, is introduced, shown in (4.1), to measure the ratio of number of
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filtered pixels that belong to the foreground (ROI), over the filtered pixels that belong to the
background (outside the ROI) in that colour segment;

Ui =
Fi

Bi
, (4.1)

where Ui is the uniqueness level of ith colour segment, and Fi and Bi are the number of
foreground and background pixels existed in the ith colour segment.

The colour segment with the highest uniqueness value U is picked and applied to the
HSV space of the same image. The HSV space is then filtered according to HSV range values
of that colour segment (the 15 segments are listed in Table 1).

This filtering process will result in a binary image that has only the pixels with the
colour segment of the highest U in the original image to be white while all other pixels to be
black. Then, by using object tracking and behaviour analysis, same as in Sections 3.3 and 3.4,
the properties required for tracking can be obtained. The tracking process can then be carried
out by sending commands to the mobile robot to follow the foreground object.

4.2. Adaptive Colour Filtering (ACF)

An adaptive filtering method is introduced to allow the “picked” colour segment to be reas-
signed when the saliency of the tracked colour is no longer prominent or when the target
object changed colour appearance possibly due to changing lighting conditions.

To invoke the application of the ACF, one of the following three conditions has to be
met.

(1) When a sudden increase of pixels that share the same colour as the tracked target
object is detected and exceeds a certain threshold as

Bi

Bi−1
> T1, (4.2)

where Bi is the total number of the detected pixels presented in the ith image frame, T1 is a
control threshold, and the value used is T1 = 2. This threshold value is chosen as it is expected
that a 100% increase in the pixel number that share the same colour as the identified colour
would make the chosen colour no longer unique or salient. This threshold value, T1, was
chosen by running the experiments under different conditions in different environments. It
was found that by making the T1 smaller it would increase use of ACF therefore increase the
computational load. However, if T1 is set too large, then the wrong tracking will occur. It was
found that by setting the current value of 2 a balanced outcome could be achieved.

(2)When the blob is too large and has covered a significant part of the image, as deter-
mined by

(xmax − xmin)
(
ymax − ymin

)

XdYd
> T2, (4.3)

where xmin, xmax, ymin, and ymax are the minimum andmaximum x and y values of the ROI of
the tracked target object, Xd and Yd are the width and height of the input frame determined
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by the camera resolution, T2 is a threshold, and the value used is T2 = 0.5. This threshold
value is chosen as it is expected that when the blob covers a significant part of the image, a
reanalysis is needed as the chosen colour may no longer be unique or salient. This threshold
selection is similar to the selection of T1; that is, a larger T2 will result in a potential wrong
tracking while a smaller T2 will result in unnecessary invoking of the ACF. We found that
the T2 can be chosen in the range from 0.45 to 0.55 without tracking errors, therefore a round
value of 0.5 was chosen.

(3) When the speed of the blob between frames exceeds a certain threshold (sudden
jump) as

√√√√ (Xi −Xi−1)2 + (Yi − Yi−1)2

X2
d
+ Y 2

d

> T3, (4.4)

where Xi and Yi are the x and y coordinates of the centroid of the blob in the ith frame, Xd

and Yd are the same as in (4.3), T3 is a threshold, and the value used is T3 = 0.2. This thre-
shold number should vary depend on the moving velocity of the robot—as the robot in the
experiment was moving in relative slow speed (∼0.1metre/s), and the frame rate is around
15 frames per second—this 20%movement limit of the image size is chosen. If the robot speed
is increased then the value of T3 should be increased proportionally. However, if the frame
rate increases, this threshold should be decreased proportionally.

Once the ACF is invoked, the ROI is redefined according to the size of the moving
object from the previous image frame. To accommodate the change in speed and position
of the target object between the current and the previous image frame, the ROI’s width and
height for the moving object are evenly increased by N if it covers less than half of the total
area of the frame, otherwise its width and height are evenly decrease by the same percentage,
N. The value used isN = 50%. The image is then reanalysed with the new ROI to find a new
colour segment to apply. The threshold values used are based on the robot speed and frame
rate and are obtained empirically.

4.3. Reducing Unneccessary Adaptation

During tracking, the colour features of the entire image are constantly updated. The largest
blob that contained the selected colour feature is deemed to be the moving object. However,
due to possible changes in the surrounding environment, there may be large objects in the
background that has similar colour to the tracked object. To avoid the unnecessary use of the
ACF (particularly the wrongly use of condition 3, (4.4), in Section 4.2), a method of “chop-
ping” background into smaller regions has been introduced.

During the “chopping” process, a number of division lines with black pixels are
introduced to cut background objects into smaller pieces. This will cut possible background
objects that have similar colour to the moving object into smaller white blobs. This process is
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intended to reduce the size of the blobs in the selected colour segments outside the ROI. The
division lines are either horizontal or vertical, and the locations of these lines are

Xk,left =
2xmin − xmax

k
,

Xk,right = Xd − Xd − 2xmax + xmin

k
,

Yk,upper =
2ymin − ymax

k
,

Yk,lower = Yd −
Yd − 2ymax + ymin

k
,

(4.5)

where xmin, xmax, ymin, ymax, Xd, and Yd are the same as in (4.3), while Xk,left, Xk,right are the
locations of the left and right vertical “chopping” lines of the kth cut (k = 1, . . . , K), Yk,upper,
Yk,lower are the upper and lower “chopping” lines of the kth cut. The K value is used to
determine the number of “cuts” to the larger objects outside the ROI; in this paper K = 8.

As division lines (black pixels) cut through objects that share the same colour (white
pixels) outside the ROI, this results in the segmentation of potential background objects in
same colours (noises) into smaller sizes and avoids the possibility of unnecessarily invoking
the ACF process. Since the cutting is more concentrated as it is further away from the ROI,
this decreases the impact of potential noises when they are further away to the centroid of
the tracked object.

To avoid “chopping” the tracked object, the ROI needs to be redefined for analysis so
that the change in speed and position of the target object between the current and the previous
image frame can be accommodated for the cutting process. The ROI’s width and height for
the moving object are evenly increased or decreased by a certain percentage (similar to that
mentioned in Section 4.2).

5. Experimental Results

A Pioneer 3 mobile robot is used to demonstrate the effectiveness of the proposed real-time
adaptive colour feature identification and tracking method. A laptop with a 2.53GHz duo
Pentium 4 processor and a low cost Universal Serial Bus (USB)web camera with a maximum
of 30 fps and 240 × 320 resolution are used to control the robot platform. The experiment
is performed in the robotics laboratory that can be regarded as a crowded and noisy envi-
ronment with objects of different shapes and colours presented, shown in Figure 3(a). The
Pioneer 3 mobile robot is shown in Figure 3(b).

The robot is programmed using Microsoft Visual Studio C++ with Open CV, and the
control of the robot is performed using the ARIA library. Although the Pioneer 3 mobile
robot has many sensors, only the vision sensor provided by the web camera is used in this
experiment. The robot is used to follow a randomly moving human object. The control con-
cept of following the target object (human) is based on the area and centroid coordinates of
the detected blob, and the commands and their trigger conditions are listed in Table 2. Note
that the origin of the image x-y plane lies at the top left corner of the image frame as set
by the camera. The movement speed of the robot and the threshold values form the trigger
conditions are obtained empirically to accommodate experimental needs.
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Table 2: List of commands and their trigger conditions used by the pioneer 3 mobile robot.

Commands Trigger conditions
Drive forward at 100mm/sec Area falls below 4% of the entire screen
Drive backward at 100mm/sec Area reaches above 20% of the entire screen
Turn left 4◦ Centroid lies between 21% and 40% of the maximum width
Turn left 12◦ Centroid lies below 20% of the maximum width
Turn right 4◦ Centroid lies between 60% and 79% of the maximum width
Turn right 12◦ Centroid lies above 80% of the maximum width

(a) The robotics laboratory (b) The Pioneer 3 mobile robot

Figure 3: The robotics laboratory and the Pioneer 3 mobile robot.

Since the focus of this research is on the adaptive colour feature identification, during
experiments it is assumed that the tracked person is not to walk in narrow aisles. Therefore,
the robot has no obstacle avoidance method implemented. The video frames are recorded
during the operation using the USB web camera attached to the laptop computer with a rate
of 10 fps during the adaptive colour filtering stage and a rate of 15 fps during the moving
object tracking stage with the selected colour segment. Two different cases are considered
in the experiments: simple colour (Figure 4(a)) and complex colour (Figure 4(b)) situations.
In the simple colour case, the colour saliency of the target remains strong throughout the
tracking, represented by the azure jumper shown in Figure 4(a). While in the complex colour
case, the colour saliency of the target changes as colour of background interferes with the
colour of the target continually, represented by the red jumper and black pants shown in
Figure 4(b).

Key video frames of the tracking process for both cases are shown in Figures 5–8, in
which the simple colour case is shown in Figures 5 and 6, while the complex colour case
is shown in Figures 7 and 8. In these figures, cross represents the centroid position of the
moving object, lines linked to the centroid show the paths of the moving target, the lengths
of these lines indicate the moving speed of the target, the colour rendered area indicates the
ROI of the moving object, and division lines for the “chopping” process are presented by the
bounding boxes.

In the simple colour situation, the initial setting of the environment is shown in
Figure 5(a), the background generation using IABMM is completed, and the robot is sta-
tionary. As a person walks into the scene, shown in Figure 5(b), object tracking using
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(a) Simple colour situation (azure) (b) Complex colour situation (red and black)

Figure 4: Two different cases used in the experiments.

(a) Initial setting (b) Background subtraction

(c) Selecting and tracking the colour filter segment
azure

(d) Following the target

Figure 5: Key video frames of moving object tracking in the simple colour situation part 1.

the background subtraction starts to track the person. By using the ROI identified from the
background subtraction, the image is filtered with each of the 15 colour filter segments, and
“azure” has the highest uniqueness value U. Therefore, it is chosen to be the most suitable
colour feature for tracking shown in Figure 5(c). This is because the azure jumper of the
person is the most salient colour feature. The robot then tracks and follows the target person
as he moves randomly around in the laboratory, shown in Figures 5(d), 6(a), and 6(b). It
can be seen that the robot is adjusting the distance between itself and the tracked person,
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(a) Continue following the target (b) Turning with target

(c) Start moving backward (d) Stop moving backward

Figure 6: Key video frames of moving object tracking in the simple colour situation part 2.

shown in Figures 6(c) and 6(d). During the tracking process, there is no reanalysis using the
colour adaptation method introduced in Section 4. This is because the level of interference is
relatively low in the azure colour segment as the colour saliency of the target remains high
throughout the experiment.

In the complex colour situation, the initial setting of the environment is shown in
Figure 7(a). As a person walks into the scene, by using the ROI identified from the back-
ground subtraction, the image is filtered and “red” is chosen to be the most suitable colour
feature for tracking, as the red jumper of the person is the most salient colour feature in
Figure 7(b). The robot then tracks and follows the target person as he moves around in the
laboratory. As the robot follows the subject and drives into a background that shares the same
colour, shown in Figure 7(c), a sudden jump in number of pixels sharing the same colour
is detected, and the robot starts to reanalyse due to the adaptation method of the adaptive
colour filter. This result is shown in Figure 7(d). The colour filter is updated and “black”
is chosen to be the most salient colour segment for tracking. Thus, the black pants of the
subject are tracked, shown in Figure 8(a). When the target person moves further down the
laboratory, background interference occurs due to the television and its shelf that share the
same colour, shown in Figure 8(b). Thus, another jump in number of pixels sharing the same
colour occurred, shown in Figure 8(c). Due to the adaptation method introduced in (4.4), the
robot starts to reanalyse. The colour filter is updated and “red” is once again chosen to be the
most suitable colour feature for tracking, shown in Figure 8(d).
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(a) Initial setting (b) Selecting and tracking the colour filter segment
red

(c) Following the target (d) Red interference detected

Figure 7: Key video frames of moving object tracking in the complex colour situation part 1.

These two cases (simple colour and complex colour cases) demonstrate that the pro-
posed method can robustly and adaptively identify a salient colour in a moving object to
track. It also shows, in the second case, that the proposed thresholds can adequately copewith
the changing environment and keep tracking the correct object. In comparison with existing
colour-based tracking methods, the advantage of the proposed method is its capability in
identifying the most salient colour feature of the moving object with a moving camera
mounted on a mobile robot. This method has the ability to adapt when the identified colour
lost its saliency due to changing environment. However, although not common, there are
situations where colour saliency is hard to identify, this can be the results of background
and foreground objects sharing one uniform colour, such as a person wearing black clothing
walking in a dark room. A possible approach to solve this is by introducing a secondary
feature such as shape or corner.

6. Conclusions

In this research, a new adaptive colour feature identification method for real-time moving
object tracking is presented. This adaptive colour tracking method is achieved by automati-
cally determining a unique colour of the target object by comparing to the background and
updating it when required. A method of determining the region of interest of the moving
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(a) Updating colour filter segment to black (b) Continue following the target

(c) Black interference detected (d) Updating colour filter segment to red

Figure 8: Key video frames of moving object tracking in the complex colour situation part 2.

target is also introduced for the adaptive colour filter to extract objects of unique colour.
Experimental results show that the methods developed are reliable of motion detection and
moving object tracking in a busy/crowded indoor environment.
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