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We deal with finite-buffer queueing systems fed by a Markovian point process. This class includes
the queues of type M/G/1/N, MX/G/1/N, PH/G/1/N, MMPP/G/1/N, MAP/G/1/N, and
BMAP/G/1/N and is commonly used in the performance evaluation of network traffic buffering
processes. Typically, such queueing systems are studied in the stationary regime using matrix-
analytic methods connected with M/G/1-type Markov processes. Herein, another method for
finding transient and stationary characteristics of these queues is presented. The approach is based
on finding a closed-form formula for the Laplace transform of the time-dependent performance
measure of interest. The method can be used for finding all basic characteristics like queue size
distribution, workload distribution, loss ratio, time to buffer overflow, and so forth. To demonstrate
this, several examples for different combinations of arrival processes and characteristics are
presented. In addition, the most complex results are illustrated via numerical calculations based
on an IP traffic parameterization.

1. Introduction

Since the beginning of the 1990s, when the strong auto-correlation of the Internet traffic
was discovered, a variety of processes have been developed or adapted for proper
teletraffic modeling. For instance, fractional Brownian motion [1], chaotic maps [2], FARIMA
[3], and multifractal wavelets [4] have been applied in wide range of tasks connected
with performance evaluation of buffering processes, traffic predictability, congestion and
admission control, buffer sizing, and so forth.

However, none of the aforementioned processes suits as well for the teletraffic
modeling as the famous class N of Markovian point processes [5] or one of its well-known
reparameterizations or subclasses (MMPP, MAP, BMAP, etc.). First of all, this is connected
with the fact that N processes are analytically tractable. They are also easy to simulate, and a
variety of parameter fitting procedures have been developed for them [6-12].
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The only disadvantage of Markovian models used for teletraffic modeling is that
they are not truly self-similar or long-range dependent. However, for practical purposes, it
is typically enough to mimic the self-similarity over a few time scales. This can be easily
accomplished using Markovian processes and, as shown in [9], the resulting model can
be reliable in terms of its marginal distribution, autocovariance function, and queueing
behaviour.

One of the main reasons for developing traffic models is finding their queueing
performance characteristics. In this paper, we deal with the finite-buffer queue whose arrival
process is given by a Markovian point process from the class N. So far such queueing
systems have been solved typically in their stationary regime using matrix-analytic methods
connected with M/G/1-type Markov chains [13-16] (this set of papers is not intended to be
exhaustive, the literature devoted to the subject is vast).

Herein, a different, unified method for solving these queueing systems is described. Its
main advantage is that it gives formulas for the characteristics of interest in a closed, easy-to-
use form. It is devoted to computing transient characteristics, but the steady-state measures
could also be obtained from the transient solutions. It can be used for all processes in the
class N (e.g., Poisson processes, batch Poisson processes, phase-type renewal processes,
MMPPs, MAPs, BMAPs) and for many queueing performance characteristics, including
queue size, virtual waiting time, loss ratio, time to buffer overflow, buffer overflow period.
To demonstrate this, three queueing systems with different combinations of arrival processes
and characteristics of interest are solved using the proposed method. In every next queueing
system, an arrival process of growing complexity is used. Namely, we will start with the
Poisson arrival process and the queue size distribution and finish with the MAP arrival
process and the workload distribution.

The remaining part of the paper is structured in the following way. In Section 2, a
description of the proposed method is presented. In Sections 3, 4, and 5, three detailed
examples of its applications are shown. In particular, in Section 3 a formula for the transient
queue size distribution in the M/G/1/N system is proven and illustrated via numerical
examples. In Section 4, a formula for the time to buffer overflow in the M*X/G/1/N queue is
presented. In Section 5, a formula for the workload distribution in the MAP/G/1/N model is
shown and illustrated via numerical example based on an IP traffic parameterization. Finally,
remarks concluding the paper are gathered in Section 6.

2. Method

The proposed method can be sketched in the following three-step scheme.

(I) In the beginning, we apply the total probability formula with respect to the first
departure time. This allows us to utilize the Markovian structure of the arrival
process and develop a system of integral equations for the characteristic of interest.

(II) Then, by using the Laplace transform technique, we reduce the problem to a system
of linear equations.

(III) In the next step the solution of the resulting system of equations is presented in a
closed-form formula using recurrent sequences.

By means of the resulting formula, we can compute the steady-state characteristic at once
using basic properties of the Laplace transform or we can compute the transient characteristic
applying an inversion algorithm.
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The third step in this scheme is based on the following lemma (for proof, see [17, page
201]).

Lemma 2.1. Assume that Ag, A1, Ay, ... is a sequence of m x m matrices such that Ay is nonsingular
and g1, g2, . . . 1s a sequence of column vectors of size m. Then every solution of the system of equations

n-1
> AciaXnk—Xn =g, n>1, (2.1)
k=1
has the form:
n
Xy = Ryc+ ZRn—kqfkr n>1, (22)

k=1

where c is a column vector that does not depend on n and the sequence Ry is defined to be

K
Ry =0, R = Ay, Ry = Ry <Rk - ZAi+1Rk—i>; k>1, (2.3)
i=0

and 0 denotes the m x m matrix of zeroes.

It is easy to check that if the system (2.1) is indexed from 0, namely

n
Z Ak1Xn-k = Xn = @n, 120, (2.4)
k=-1

then its every solution has the form

n
Xy = Rysic+ > Rukgpx, n>0. (2.5)
k=0

Now it is time to show how this method works in practice.

3. Poisson Arrivals and Queue Size Distribution

In the first example, we will find a formula for the transient queue length distribution in the
M/G/1/N model, that is, for the system with Poisson arrivals (with intensity 1), general type
of the service time distribution (given by distribution function F(t)), and finite capacity (the
total number of customers in the system, including service position, must not exceed N)).

To the best of our knowledge, a closed-form formula for the transient queue size in the
M/G/1/N system has not been reported in the English literature yet. A transient solution for
the infinite-buffer M/G/1 system can be found in [18, Section 1.7] and [19, Chapter 3].

The transient behavior of queueing systems depends on the initial buffer content.
Herein the initial buffer occupancy is not further specified and can be zero or nonzero. It is
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assumed that the time origin corresponds to a departure epoch. Thus, if the initial buffer
content is non-zero, then the service begins at the time origin. Otherwise, the service begins
at the first arrival time. The service time distribution can have any particular form, but for
practical reasons we restrict this study to the class of service time distributions with explicit
Laplace-Stieltjes transform.

Let P(-) denote probability, X(¢) the queue size process, and

$u(t) = P(X(t) = 1] X(0) = n). (3.1)

(I) We start from using the total probability formula with respect to the first departure
time. For 0 < n < N, we obtain

Fut) = Nk:j; st =10 gp
+ k;:: f Pt —u) %u( 9" + pult),
0 if l<mn, (32)
pu(t) = (1-F(©)) - % ifnsh<N,
‘k:;_n% if = N.

The first sum in (3.2) describes the situation where the first departure time u is before t and
there is no buffer overflow by the time 1, which means that the number of arrivals in (0, u]
must be less than N —n. The second sum describes the situation where the first departure time
u is before t and an overflow occurs by the time u. Finally, p,;(t) describes the case where the
first departure time u is after ¢.

Using the total probability formula with respect to the first arrival time for the initially
empty system (X(0) = 0), we have

t
da(t) = jo Pu(t —u) e ™ du + 5ge™, (3.3)

where 0;; is the Kronecker symbol, that is, 6;; = 1if i = j and 0 otherwise.
(II) In the second step, we apply the Laplace transform to both sides of (3.2) and (3.3).
Therefore, for the transform

Pu(s) = f e‘“gbnl(t)dt (3.4)
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we obtain
N-n-1

k=0 k n

Pui(s) = D ar(s)Purk-11(s) + i ak(s)Pn-11(s) +ru(s), 0<mn<N,
=N-—
A

fuls) = —puls) + L,

where

(A+s)t (A+s)t
ag(s) = «[o ﬁdlf(t) di(s) = fo —(M)(l F(t))dt,

k! k!
0 ifl <k,
di_x(s) if k<I<N,

Tki(8) =

(-f) f(s)) N_fldi(s) if1=N
i=0

f(s) = 4[0 e S'dF(t).

Substituting ¢, (s) = §n-ni(s), we get from (3.5), (3.6)

n+l
> k() pnks1(s) = @u(s) = gu(s), 0<n<N,
k=0
A Oor
NG = v S

with

$n(S) = anaa(s)po(s) = D) ak(s)pr(s) = TN-ni(5)-

k=n+1

(3.5)

(3.6)

(3.7)

(3.8)

(3.9)

(3.10)

(III) Now, the system (3.8) has exactly the same form as (2.4). Thus, its solution has

the same form as (2.5), namely,
(Pn(s) = Ry1(s)c(s) + ZRn—k(S)(Pk(S)/
k=0

where ¢(s) does not depend on n and R(s) is given in (2.3) for the sequence a(s).

(3.11)

Now we only need to find unknown c(s), ¢o(s), and ¢1(s). In order to find c(s), we
put n = 0 into (3.11) and get c(s) = ¢o(s)/Ri(s). Putting n = 0 into (3.8) and observing that
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S0 ak(s) = f(s) yield ¢1(s) = (po(s) — rni(s))/ f(s). Then, substituting these results into
(3.11) we have

¥n(s) = po(s)cu(s) + hu(s), (3.12)

Kk
hia(s) = > Ri-i(s) [TNI(S)< s )Za,(s)> - TN-i,l(S)] , (3.13)
i=0

k
ck(s) = Risa(s)ao(s) + > Rii(s)bi(s), (3.14)
i=0

bi(s) = aks1(s) + (s )Zﬂl(s) (3.15)

To calculate ¢ (s), wesetn = N and n = N-11n (3.12) and use the boundary condition
(3.9). This gives

(s) = Ahn-1,(8) = (s + V) hni(s) + B
Pl = T S Den (5) — Aeni (s)

(3.16)

Using (3.16) and (3.12) with n' = N — n, we obtain the final result.

Theorem 3.1. The transform of the queue size distribution in the M/G/1/N system has the form

Ahn-11(8) = (5 + A)hn,i(8) + bor

¢nl(s) = CN-n(8) (s+ M)en(s) — Aen-1(s)

+hNn-oni(s), 0<n<N, (3.17)

where hy(s) and ci(s) are given in (3.13) and (3.14), respectively.

Now we can obtain some numerical results.

3.1. Numerical Example

In this example, we will observe the transient queue size distributions and check how long it
takes to stabilize the initially overflowed queue.

We assume that the system capacity is 20 (i.e., N = 20), the arrival rateis 1 (i.e., A = 1),
and the service time is constant and equal to 0.9. Therefore, we have p = 0.9—the traffic
intensity is moderate. However, we assume that the system is initially full (i.e., X(0) = 20).

Using Theorem 3.1 and the Laplace transform inversion proposed in [20], we obtain
the results depicted in Figure1 and Table 1. In Figure 1 we can observe the queue size
distribution after 10, 20, 50, 100, and 200 seconds of the system work and in the steady
state (the thick curve). The distribution converges from shapes concentrated around 20 to
the steady-state distribution. Shapes close to the steady-state are achieved after about 200's of
the system work.

As we can see, for high values of ¢, the distribution of the queue size reaches its
maximum at [ = 1. To explain this, we note first that p < 1. This causes that for growing ¢
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Figure 1: Queue size distributions in the M/D/1/20 system at different moments in time.

Table 1: The mean queue size and the standard deviation in the M/D/1/20 system at different moments
in time.

Mean queue size Standard deviation
t=1 19.08 0.29
t=2 18.78 0.63
t=5 18.23 1.23
t=10 16.60 1.88
t=20 14.98 2.92
t=50 11.30 4.95
t =100 7.19 5.33
t =200 497 4.40
t =500 4.62 413
t=o0 4.62 413

the probability mass moves towards the level 0. However, the maximum is not at the level
0, which is connected with the fact that the level 0 is a reflecting barrier for the queue size
process. Roughly speaking, the level 1 can be reached either from the level 2 (job departure)
or from the level 0 (arrival of job to an empty system), but the level 0 can be reached from the
level 1 only (job departure). Therefore, the probability at I = 1 is higher than at [ = 0.

In Table 1 we can observe the convergence of the standard deviation to its steady-
state value. We may notice that the standard deviation does not change monotonically and
reaches a maximum for some t € (50,200). This can be explained in the following way. As
we start from a queue size of 20, for a small ¢ the probability mass is concentrated around
20. Moreover, as we also have N = 20, the queue cannot get longer than 20. Therefore, for
a small ¢, the distribution has only the left tail, and its variance is small. Now, for a large ¢,
as explained before, the probability mass is concentrated around 1, the distribution has only
the right tail and its variance is also relatively small. On the other hand, for moderate values
of t, the probability mass is distributed more uniformly between 0 and 20, which results in a
higher variance. Thus, at least one maximum is to be expected for moderate values of t.
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4. Batch Poisson Arrivals and Time to Buffer Overflow

In the second example, we will find a formula for the distribution of the time to buffer
overflow in the M*/G/1/N system. In this model, groups of customers arrive according
to the Poisson process with rate A. Sizes of consecutive groups are independent, identically
distributed with discrete distribution {po, p1,p>, ...}, where >.°) p; = 1. The partial rejection
scheme is assumed. This means that, in the case of insufficient remaining buffer capacity for
all the customers included in an arriving group, only a part of it is accepted and the rest
is lost. We assume again that the service time of one customer is distributed according to
distribution function F(t), which is not further specified.

We are interested in the distribution of the time to buffer overflow in this system,
namely, in the distribution of 7, where 7, is defined as follows:

T, =inf{t>0: X(t) = N | X(0) = n}, (4.1)

and X (t) denotes the number of customers in the system at time ¢+.
(I) Using the total probability formula with respect to the first departure epoch for
initially nonempty system, 0 < X(0) < N, we have

N n-1
P(1, > 1) = f P(Tpot > £ — u)mi (u)dE (u)

Nont (4.2)

+(1-F(t) > m(t), 0<n<N,
k=0

where my (t) denotes the probability that k customers arrive in interval (0, f].

The first term in (4.2) describes the situation where the first departure time u is before
t and there is no buffer overflow by the time u, which means that the number of arrivals
in (0, u] must not exceed N — n — 1. The second term describes the situation where the first
departure time is after t and there is no buffer overflow by the time t. Naturally, the situation
where an overflow occurs in interval (0, ] is not taken into account now, as in this case we
have P(7, > t) = 0.

If the system is initially empty, then conditioning on the first arrival epoch we get

N-1
P(ry>t) = Zpkj P(ri >t — u)de Mdu + e M. (4.3)
k=0 0

(I) The Laplace transform applied to (4.2) and (4.3) reduces the problem to

N-n-1
In(s) = Lnk-1 S)ak(5)+dN a(s), 0<n<N,
k=0
N1 . (4.4)
b = o k() +

k:
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with

I.(s) = f e S'P(t, > t)dt,

- (4.5)
ag(s) = I e Stmi(H)dF(t), dk(s) ZI e tm;(t)(1 - F(t))dt.
0
Substituting I,,(s) = un-,(s) we obtain
n-1
Z Up-k(S)aks1(S) — un(s) = u(s), 0<n<N, (4.6)
=1 A N-1 1
un(s) = mépkul\f—k(s) + st (4.7)

where ¢, (5) = ui(s)an(s) - gn(s).
(IIT) Now, applying Lemma 2.1 the general solution of the system (4.6) has the form

Uy (s) = c(s)Ry(s) + zn:(pk(s)Rn_k(s), n>0, (4.8)
k=1

where c(s) does not depend on n and Ri(s) is given in (2.3) for ai(s) defined in (4.5).
Putting n = 1 in (4.8), we can observe that c(s) = u;1(s)/Ri(s). Then, using condition
(4.7) together with (4.8), we have

_ on(s)
ui(s) = wN(s)'
4.9)
oN(s) = AZPN kzd (8)Rk-i(s) = de(s )RN-k(s) -
wN(s) = mzpl\l—kzai(s)Rk—i(s) - Zak(S)RN—k(S)- (4.10)
k= 0 pany
Finally, rewriting (4.8) as
() = 11(5) 3 0 (8) R () — 3 (5 Rok(s), (@11)
k=0 k=1

we arrive at the following theorem.
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Theorem 4.1. The transform of the time to buffer overflow in the M* /G/1/N system has the form

N (s)
wnN(s)

ln(s) =

N-n N-n ~
> ax(8)Rn-n-k(s) = D dk(s)Rn-n-k(s), 0<m<N, (4.12)
k=0 k=1

where vn (s) and wi (s) are given in (4.9) and (4.10), respectively.
To make this theorem useful, we have to be able to compute ai(s) and Jk(s).

Computing these coefficients is not very demanding and may be carried out, for instance,
using generating functions. It is easy to check that

a(z,s) = szak(s) =f(s+A1-p(z))), pz)= szpk,
k=0 k=0

z[1-f(s+1(1-p(2)))]
(1-2z)(s+A1-p(2)))

(4.13)

c?(z, s) = izkgk(s) =
k=1

A very effective algorithm for generating function inversion can be found in [20]. Namely, if
we have a generating function g(z) = 3., qxz*, then the original values of gx can be restored
as

k—
gk 1 <ao(k, Lr)+ (-D*ar(k,1,7) + 221(—1)jRe(a]-(k, 1 r))>, (4.14)

2klrk =
where

1-1
a]-(k, 1 T) _ Ze—yrin/lq(reyri(n+l]')/lk>, (4.15)
n=0

while I and r are used to control the roundoff error. (Typically, we use [ = 1, r = 107*/k.)

An alternative way of computing a (s) and d (s) is the uniformization technique [21].
Applying this technique to ax(s), we obtain

ax(s) = D 1j(s)Kk,, (4.16)
j=0
where
yi(s) = %j e 'STDHAF (1), (4.17)
/O

and Kj,j can be computed as follows:

Koo =1,
Kk,O = 01 k > 11
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Ko =0, j=>1,

k-1

Ky,j = ZKi,j—l Pk-i-
i=0

(4.18)
Similarly, for Ek (s), we get
dy(s) = Ei(Sj(s)Ki,,-, (4.19)
i=0 j=0
with
6i(s) = % J: etV (1 - F(t))dt. (4.20)

For the bibliography on other computational methods for 7, see [22].

4.1. Numerical Example

To demonstrate how (4.12) can be used in practice, let us assume that we have batch Poisson
arrivals parameterized as follows:

(4.21)

N =
<

(e8]

|
N —
=

N

|
Q| =
<

—

I

|

p1=

Therefore, the average batch size is equal to 4 and the total arrival rate is 2. We assume that
the service time is constant and equal to 2/5 (which gives p = 4/5) and the buffer size is 100.

Suppose we want to compute the average time to buffer overflow, starting from an
empty buffer, that is,

Er) = J‘ th(TO < t). (422)
0

It is easy to see that

E7y = lo (0) (423)
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The value of Ij(0) can be computed using the uniformization technique. From (4.17)
and (4.20), we obtain, respectively,

~ 6—2/5(2/5)7
= T,
F(] + 1,0) —F(j + 1,2/5)
/! '

7 (0)
(4.24)

6;(0) =

where I'(j, x) denotes the incomplete gamma function. Now, using (4.16) and (4.19) we can
compute a(0) and d (0). Finally, applying (4.12), we get

ETy = 82596.64. (4.25)

As we have a moderate traffic intensity and a quite big buffer, a large time to buffer overflow
was to be expected.

5. MAP Arrivals and Workload Distribution

In the third example, we will find a formula for the workload distribution in the
MAP/G/1/N model, that is, for the model with MAP arrivals, general type of the service
time distribution (given by distribution function F(t)), and finite capacity N.

The Markovian arrival process (MAP) is one of the most flexible arrival processes from
the class N of Markovian processes. It enables a very precise fitting to network trace files in
terms of not only the basic statistical parameters (mean, variance, higher moments) but also
the shape of the marginal distribution and autocorrelation function. (For the newest, excellent
parameter fitting procedures for MAP processes, see [11].)

The MAP is parametrized by two m x m matrices, Dy and D;, such that D; is
nonnegative, Dy has nonnegative off-diagonal elements, and negative diagonal elements and
D = Dy + D; # Dy is an irreducible infinitesimal generator. We will use J(t) to denote the state
of the underlying Markov chain, N(t) to denote the number of arrivals in (0, t], and P;;(n,t)
to denote the counting function, that is,

Pyj(n,t) =P(N(t) =n,J(t) = j | N(0) =0,](0) =1). (5.1)

We will also use intensities \; and probabilities p;(k, j), k = 0,1, defined as

N1 .
Xi = =(Do);i, pi(1,j) = I(Dl)ijr 1<ij<m,
i (5.2)

. 1 o o
pi(o’]>=x(D0)i7‘r 1<i,j<m, j#i.

By the workload V (t) we mean the length of time a job (packet) which arrives at time
t waits before entering service. This is one of the most important characteristics from the
practical point of view as it can be used to compute the queueing delay for packets or cells in
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network devices. The workload in a MAP queue has been studied so far either in the infinite-
buffer model [23] or in the steady state [24]. We assume herein that the workload of a blocked
cell is zero.

We will study the workload using its Laplace transform

[oe]

(oo}
wyi(s1,82) = j e*sztdtJ‘ ety i(x, t)dx,
0

0 (5.3)
Wy,i(x,t) =P(V(t) > x| X(0) =n,J(0) =1,
in the column vector form
Wy (s1,82) = (Wn1(51,82), -, Wam(51,82))" . (5.4)

As previously, X(t) denotes the number of customers in the system at time t+.
(I) As in the previous sections, we start from using the total probability formula with
respect to the first departure moment. For 0 < n < N, 1 <i < m, we obtain

m N-n-1 at
s, = 3 3 [ Do 0Py 1) )

t
J‘ TTJN_L]' (.‘X‘,t - M)Pi,i(k, u)dF(u) (55)

z
i

-1

D, ;(k,t) f (1 — FOmk=Dx (5 — gy 4 t)>dF(u),

where F(®* is the k-fold convolution of the distribution function F with itself.

The first double sum in (5.5) describes the case where the first departure time u is
before t and there is no buffer overflow by the time u. The second double sum describes the
case where the first departure time u is before t and an overflow occurs by the time u, which
means that the number of arrivals is equal to N — n or more. The third double sum describes
the case where the first departure time u is after t and there is no overflow by the time t. In
this case, we have P(V (t) > x) = 1 — F™kD*(x — y + t), where k is the number of arrivals in
(0,1].

If the system is initially empty, then for 1 < i < m we get

0

m 1 t
Wo,i(x, 1) = D> f Wi j(x,t —w)p;i(k, j)ie " du. (5.6)
j=1k=0
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(II) Applying transforms and matrix notation to (5.5) and (5.6) we obtain

N-n-1
wy(s1,52) = Ak (52)Wnak-1(51,52)
k=0
(5.7)
+ Z Ax(s2)wn-1(s1,52) + gn(s1,52), 0<n <N,
k=N-n
1
wo(s1,52) = D, Yi(s2)wi(s1,52), (5.8)
k=0
where
[ (< Aipi(k, j
Ak(s) = J e Pk, t)dF(t)] , Yi(s) = Aipi (k) ,
1Jo ij S+ )Li j
Buo) = |[ e ik~ Foyat]
1J o ij
_ ! (5.9)
Ck(s1,82) = f e‘SZtHJ(k, t)dtf e " d, F(x + t)] ,
[Jo 0 ij
1 NE& = n+k—1 T
Gu(s152) = = 37 [Delsa) - 7 s)Cus )] -1, 1= (1, 1)
k=0
Replacing v, (s1, 52) = wn-n(s1, 52) and (5.7) gives
n+1
ZAk(Sz)Vn—kﬂ(Sl,Sz) —vu(s1,82) =¥u(s1,s2), 0<m<N,
=0 (5.10)

W, (s1,52) = Aps1($2)v0(s1,82) = >, Ar(s2)v1(51,52) = GN-n(51, 52)-
k=n+1

(IIT) We can see now that (5.10) has the same form as (2.4). Therefore, its solution is
given in (2.5). Proceeding in the same way as in the previous sections, we arrive at the final
result.

Theorem 5.1. The transform of the workload distribution in the MAP/G/1/N system has the form

N-n

W (s1,52) = D, RN-n-k($2)hi(s1,52)
k=0

N-n
+ <Z RN-n-k(52)Bi(s2) + RNn+1(52)>M}\}(Sz)MN(Sl,Sz), 0<n<N,
k=1
(5.11)
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with

ha(s1,82) = Ans1(s2) (ZO(52)>_1‘1N(51/52) — qnN-n(51,52),

Ax(s) = iAi(S)/ Bi(s) = Ag+1(s) —an(s)(Zo(S))il,
i=k
N+1

MNn(s) = D Rn-k+1(5)Bi-1(s) + Ry (s)
k=0

N
- 2
k=N-

(5.12)

k+1
YN-k(8) [ZRk—i+1(5)Bi—1 (s) + Rk+1(5)],

1 i=0

N Kk N
un(s1,82) = D, Ynok(s2) D Rii(s2)hi(s1,82) = D Rn-k(s2) Pk (51, 52).
K=N-1 -0 k=0

Note that matrices Ax, Dx, and Cx can be computed effectively by means of the
uniformization technique [21]. Using the elementary properties of the Laplace transform
we can easily obtain the average workload in steady state—simply by calculating
limgi g, 0+ S2wn (51, 52). Putting s; = 0+ into w,(s1, s2) and inverting the result with respect
to s, only, we can compute the transient average workload. Finally, using a two-dimensional
inversion algorithm, we may obtain the shape of the workload distribution for an arbitrary .

It is easy to check that the number of floating-point operations needed to compute
(5.11) (time complexity) grows as O(m>N?). This estimate is a consequence of the form of
(5.11) and (2.3) and the fact that matrix multiplication and inversion are of O(m?) order.
Thus, the approach proposed herein reduces the numerical complexity when comparing it to
the brute-force solution of the system (5.7), which is of O(m>N?) order.

5.1. Numerical Example for MAP Arrivals

For numerical purposes, we are going to utilize a parameterization of the MAP based on a
recorded IP traffic sample. To accomplish that, the AMP-1138809025-1.tsh trace file, recorded
at the AMP aggregation point run by the Passive Measurement and Analysis Project, has been
used. Using an implementation of the EM algorithm [7] written for Mathematica environment,
the following MAP parameterization was obtained:

-11188.00 145.53 845.35 816.76
17327  -4786.97 364.04 202.79

Do=1 7086 73955 -1195843 23694 |’
19144 79187 10575 -11481.10
(5.13)
246730 2907.27 1055.81 2949.98
Dy |122992 60992 117833 102870

227349 2442.68 3166.51 2369.40]°
1932.71 1522.55 3761.29 3175.49



16 Mathematical Problems in Engineering

—_
N

=
(==}

Transient workload (ms)
o

0 0.1 0.2 0.3 0.4 0.5
Time (s)

Figure 2: Mean workload versus time for the initial buffer occupancy of 0%, 25%, 50%, 75%, and 100%,
counting from the bottom. p = 0.95, J(0) = 1, N = 100 pkts.

The average rate of the fitted MAP is

A =u-D;-1=7608.46pkts/s, (5.14)

where o = (0.18537,0.40467,0.20238, 0.20758) is the stationary distribution for the underlying
Markov chain J(-)and 1= (1,...,1)".

It is assumed that the service time is constant and equal to d. Manipulating d we can
easily obtain different traffic intensities p = Ad.

In Figure 2, the mean workload as a function of time, EV(t), for the initial buffer
occupancy of 0%, 25%, 50%, 75%, and 100% is depicted. The traffic intensity was set for
p = 0.95, the initial phase for J(0) = 1, and the buffer size for 100 packets.

As we can see, no matter what the initial buffer occupancy was, the steady-state value
(1.549 ms) was reached after about 0.5s, which is equivalent to about 3800 packet arrivals.

In Figure 3, the stationary mean workload, lim;_, ,EV (t), as a function of the buffer
size, is shown for four traffic intensities, namely, 0.75, 0.90, 0.95, and 0.99. In each case, the
curve becomes flat starting from some threshold value of the buffer size. For p = 0.75 this
border buffer size is about 20, for p = 0.90 about 50, for p = 0.95 about 100, and for p = 0.99
about 500.

There is an obvious explanation of this behaviour of the workload—for large buffers
the finite-buffer system is practically equivalent to the infinite-buffer one; thus, the constant
workload observed for large buffers is equal to the infinite-buffer value. However, this
behaviour is of some practical importance, especially when the border buffer size is known.
Decreasing the buffer size below this border value, we can shorten the queueing delay of
the system. The cost paid for this is a higher loss ratio, but it can be beneficial in some
applications. In order to evaluate the tradeoff precisely, we have to know the loss ratio, which
also can be computed using the method presented in this paper.

6. Conclusions

We presented a unified method for solving queues with Markovian arrivals. The most
important features of this approach are the following

(i) it can be applied for finding both steady-state and transient characteristics;
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Figure 3: Stationary mean workload versus the buffer size for different traffic intensities. (a): p = 0.75. (b):
p=0.90. (c): p=0.95. (d): p =0.99.

(ii) it produces results in a closed, easy-to-use form;
(iii) reduced numerical complexity comparing to the brute-force solution;

(iv) it is suitable for computing many performance measures of finite-buffer queues,
including queue size, workload, loss ratio, time to buffer overflow, buffer overflow
period.

The main disadvantage of the method is that it cannot be used directly in solving
infinite-buffer queues. This is connected with the necessity to invert the order of the system
of equations (for instance, the substitution ¢,(s) = ¢n-»(s) in (3.5)), which cannot be carried
out in the infinite-buffer model.
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