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Abstract

In this note, we prove that every prime of the form 4m + 1 is the sum of the squares of two
positive integers in a unique way. Our proof is based on elementary combinatorial properties
of continued fractions. It uses an idea by Henry J. S. Smith ([3], [5], and [6]) most recently
described in [4] (which provides a new proof of uniqueness and reprints Smith’s paper in the
original Latin). Smith’s proof makes heavy use of nontrivial properties of determinants. Our
purely combinatorial proof is self-contained and elementary.

For n ≥ 1 and positive integers a0, . . . , an, let [a0, . . . , an] denote the finite continued
fraction

a0 +
1

a1 + 1

a2 + 1
. . . + 1

an

, (1)

which simplifies to a unique rational number r/s > 1 in lowest terms. Conversely, for every
rational number r/s > 1, there is a unique continued fraction [a0, . . . , an] = r/s where
a0 ≥ 1, . . . an−1 ≥ 1, and an ≥ 2. (It happens that r/s has one other continued fraction
representation, namely [a0, . . . , an−1, an − 1, 1], but we will not use this.)

Continued fractions have a simple combinatorial interpretation, which we describe here.
For positive numbers a0, . . . , an, define the continuant K(a0, . . . , an) to be the number of
ways to tile a strip of length n with dominoes (of length two) and stackable squares (of length
one). For 1 ≤ i ≤ n, if cell i is covered by a square, then the number of squares that may be
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stacked on the ith cell is at most ai; if cell i is covered by a domino, then nothing is stacked
on top of that domino.

For example, K(3, 7, 15) = 333 since a strip of length three can be tiled as “domino-
square” in 15 ways (by choosing how many squares to stack on the third cell) , as “square-
domino” in 3 ways (by choosing how many squares to stack on the first cell), or as “square-
square-square” in 3 × 7 × 15 = 315 ways (by choosing how many squares to stack on each
cell). Thus for nonnegative integers a and b,

K(a) = a, K(a, b) = ab + 1. (2)

For example, K(7, 15) = 106. For the empty set, we define K( ) = 1. For n ≥ 2,

K(a0, . . . , an) = anK(a0, . . . , an−1) + K(a0, . . . , an−2), (3)

since the first term counts tilings that end with a stack of squares and the second term counts
those that end with a domino. More generally, observe that for n ≥ 1 and 0 ≤ ! ≤ n − 1,

K(a0, . . . , an) = K(a0, . . . , a!)K(a!+1, . . . , an) + K(a0, . . . , a!−1)K(a!+2, . . . , an). (4)

The first summand counts tilings that do not have a domino covering cells ! and !+1, while
the second summand counts those that do.

Finally, we observe that for any nonnegative a0, . . . , an,

K(an, . . . , a0) = K(a0, . . . , an) (5)

since any length n tiling that satisfies the conditions on the right (at most ai squares stacked
on cell i) can be reversed to satisfy the tiling conditions on the left (at most an−i squares
stacked on cell i), and vice versa.

Using the initial conditions and recurrence in equations (2) and (3), it follows that

[a0, . . . , an] =
K(a0, . . . , an)

K(a1, . . . , an)
, (6)

in lowest terms. (See [1], [2] for more details.) That is, if the continued fraction [a0, . . . , an] =
pn

qn
, in lowest terms, then pn = K(a0, . . . , an) and qn = K(a1, . . . , an). Thus, for example,

the continued fraction [3, 7, 15] = K(3, 7, 15)/K(7, 15) = 333/106.

Now suppose that p = 4m + 1 is prime. We shall consider the continued fraction expan-
sions of the numbers p/1, p/2, . . . , p/(2m). For each j between 1 and 2m, we have p/j > 2
and is in lowest terms. Thus p/j = [a0, . . . , an] where a0 ≥ 2 and an ≥ 2. By equations (6)
and (5),

p = K(a0, . . . , an) = K(an, . . . , a0).

Thus [an, . . . , a0] also has numerator p, and since an ≥ 2, [an, . . . , a0] = p/i for some i
between 1 and 2m. Thus each fraction p/j can be paired up with its “reversed” fraction p/i.
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Now p/1 = [p] is palindromic; it is its own reversal. Thus since 2m is even, there must be at
least one other fraction p/j∗ that is palindromic. That is, for some j∗ between 2 and 2m,

[a0, . . . , an∗ ] = p/j∗ = [an∗ , . . . , a0].

For example, when p = 5, 5/1 = [5] and 5/2 = [2, 2] are both palindromic. When p = 13,
13/1 = [13], 13/2 = [6, 2], 13/3 = [4, 3], 13/4 = [3, 4], 13/5 = [2, 1, 1, 2], 13/6 = [2, 6]; so
13/1 and 13/5 are palindromic.

We claim that n∗ must be even. For suppose, to the contrary, that n∗ = 2! + 1, for some
! ≥ 0. Then p/j∗ = [a0, . . . , a!, a!+1, a!, . . . , a0]. Thus by applying equations (6), (4), and
(5), we have

p = K(a0, . . . , a!, a!+1, a!, . . . , a0)

= K(a0, . . . , a!)K(a!+1, . . . , a0) + K(a0, . . . , a!−1)K(a!, . . . , a0)

= K(a0, . . . , a!)[(K(a0, . . . , a!+1) + K(a0, . . . , a!−1)].

But then p is composite (both factors are at least two, since a0 ≥ 2), which is a contradiction.

Thus n∗ = 2! for some ! ≥ 1. Consequently, p/j∗ = [a0, . . . , al, al, . . . , a0], and

p = K(a0, . . . , a!, a!, . . . , a0)

= K(a0, . . . , a!)K(a!, . . . , a0) + K(a0, . . . , a!−1)K(a!−1, . . . , a0)

= (K(a0, . . . , a!))
2 + (K(a0, . . . , a!−1))

2

is the sum of two squares, as desired.

For example, when p = 13, the palindromic 13/5 leads to

13 = K(2, 1, 1, 2) = K(2, 1)K(1, 2) + K(2)K(2) = 32 + 22.

For a larger example, when p = 1069, the palindromic 1069/249 = [4, 3, 2, 2, 3, 4] leads to

1069 = K(4, 3, 2, 2, 3, 4) = (K(4, 3, 2))2 + (K(4, 3))2 = 302 + 132.

Following the strategy in [4], we combinatorially prove uniqueness of the sum of squares
using one more elementary fact about continued fractions: If [a0, . . . , an] = pn/qn in lowest
terms, then for n ≥ 2,

pn

qn
− pn−1

qn−1
=

(−1)n

qnqn−1
.

Equivalently, pnqn−1 − pn−1qn = (−1)n, or by equation (6), for n ≥ 2,

K(a0, . . . , an)K(a1, . . . , an−1) − K(a0, . . . , an−1)K(a1, . . . , an) = (−1)n. (7)

For a direct combinatorial proof of equation (7), see [1] or [2].
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Now suppose that p = r2 + s2 and p = u2 + v2 for positive integers r > s and u > v.
Since p is prime, gcd(r, s) = 1 = gcd(u, v). Thus r/s and u/v are fractions in lowest terms,
and there exist unique positive integers r0, . . . , rt and u0, . . . , uw such that r/s = [r0, . . . , rt]
and u/v = [u0, . . . , uw], where rt ≥ 2 and uw ≥ 2.

Hence, by equation (6),
r

s
=

K(r0, . . . , rt)

K(r1, . . . , rt)

in lowest terms. Now by equations (4) and (5),

p = r2+s2 = K(rt, . . . , r0)K(r0, . . . , rt)+K(rt, . . . , r1)K(r1, . . . , rt) = K(rt, . . . , r0, r0, . . . , rt).

Now let x = K(rt, . . . , r0, r0, . . . , rt−1). By equation (3),

p = K(rt, . . . , r0, r0, . . . , rt) = xrt + K(rt, . . . , r0, r0, . . . , rt−2) ≥ 2x + 1.

Thus 2 ≤ x ≤ (p − 1)/2. Also, by equation (7),

K(rt, . . . , r0, r0, . . . , rt)K(rt−1, . . . , r0, r0, . . . , rt−1)
−K(rt, . . . , r0, r0, . . . , rt−1)K(rt−1, . . . , r0, r0, . . . , rt)

equals (−1)2t = 1. Hence, pK(rt−1, . . . , r0, r0, . . . , rt−1) − x2 = 1, and therefore x satisfies
x2 ≡ −1 (mod p).

By the same argument, we also have u/v = K(u0 . . . , uw)/K(u1 . . . , uw) in lowest terms,
p = K[uw, . . . , u0, u0, . . . , uw], and y = K(uw, . . . , u0, u0, . . . , uw−1) satisfies 2 ≤ y ≤ (p −
1)/2 and y2 ≡ −1 (mod p).

Thus x2 ≡ y2 (mod p), and so p divides x2 − y2 = (x + y)(x − y). Since p is prime it
follows that x ≡ y or x ≡ −y (mod p). But since x and y are both between 2 and (p− 1)/2,
we must have x = y. But then, by equation (6), the continued fraction

[rt, . . . , r0, r0, . . . , rt] =
K(rt, . . . , r0, r0, . . . rt)

K(rt−1, . . . , r0, r0, . . . rt)
=

p

x
=

p

y

=
K(uw, . . . , u0, u0, . . . uw)

K(uw−1, . . . , u0, u0, . . . uw)
= [uw, . . . , u0, u0, . . . , uw],

and by the uniqueness of finite continued fraction representations (with rt ≥ 2 and uw ≥ 2),
we must have t = w and ri = ui for all 1 ≤ i ≤ t. Consequently,

r

s
= [r0, . . . , rt] = [u0, . . . , uw] =

u

v

in lowest terms. Thus r = u and s = v as desired.

In summary, every prime number p = 4m+1 is the unique sum of two squares as follows.
Let x be the unique solution to x2 ≡ −1 (mod p), where 2 ≤ x ≤ 2m. [By Wilson’s
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Theorem, x will be the smallest positive integer congruent to ±(2m)! (mod p). We note
that if a is any quadratic nonresidue of p, then x can be efficiently calculated. From Euler’s
criterion, a(p−1)/2 ≡ −1 (mod p). Thus we can set x equal to the smallest positive integer
congruent to ±a(p−1)/4 (mod p).] Then p/x has palindromic continued fraction representation
[rt, . . . , r0, r0, . . . , rt], and [r0, . . . , rt] = r/s, where r2 + s2 = p.
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