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Abstract

We show that for almost all choices of parameters, the elliptic subset sum pseudorandom
number generator produces a sequence of uniformly distributed pseudorandom numbers.
The result is useful for both cryptographic and Quasi Monte Carlo applications and relies
on bounds of exponential sums.

1. Introduction

Let p ≥ 1 be a prime. Let E be an elliptic curve over IFp, given by an affine Weierstrass
equation of the form

y2 + (a1x + a3)y = x3 + a2x
2 + a4x + a6;

see [1, 10]. Assume now that p ≥ 5, and so the Weierstrass equation simplifies to

Y 2 = X3 + aX + b, a, b ∈ IFp

where we also request that 4a3 + 27b2 #= 0.

It is known (see [1, 10]) that the set E(IFp) of IFp-rational points of E forms an Abelian
group under an appropriate composition rule (which we denote by ⊕) and with the point
at infinity O as the neutral element. We also recall the Hasse bound

|#E(IFp)− p− 1| ≤ 2p1/2,

where #E(IFp) is the number of IFp-rational points, including the point at infinity. How-
ever, in this paper, we will only concentrate on E(IFp), the set of IFp rational points on
E. Further, for a point P ∈ E(IFp), with P #= O, we write x(P ) and y(P ) for its affine
coordinates.

Next, we proceed to describe the elliptic subset sum generator. Let (u(n)) be a linear
recurrence sequence defined over IF2. For a prime integer p, the elliptic subset sum
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generator of pseudorandom numbers, is defined as follows. Given an r-dimensional vector
Z = (Z1, . . . , Zr) ∈ (E(IFp))r of points one can consider the sequence

VZ(n) =
r∑

i=1

u(n + i− 1)Zi, n = 1, . . . , N ≤ τ ≤ p

of elements of E(IFp), where the sequence u(n) has period τ .

Alternatively, when this generator is defined over a residue ring modulo m, the subset sum
generator is also known as the knapsack generator. It was originally introduced in [9], and
studied in [7], see also [6, Section 6.3.2], and [8, Section 3.7.9]. More recently, a bound on
the multidimensional distribution of the subset sum generator of pseudorandom numbers
has been given in [2].

A natural analogue of [2] is to study the distribution of x(VZ(n)). Here, using some
previous results of functions on elliptic curves, we show for the one-dimensional case,
that for almost all choices of points Z = (Z1, . . . , Zr) ∈ (E(IFp))r, the vector (x(VZ(n)))
is uniformly and independently distributed. In fact we use the classical number-theoretic
notion of discrepancy to give a quantitative form of this property. It can also be reformu-
lated in terms of the ε-bias of the most significant bits of the elements of the generating
sequences, which is more common in cryptographic literature.

Our method is based on some simple bounds on exponential sums and the famous Erdös-
Turán inequality (see Lemma 2 below) which relates the deviation from uniformity of
distribution, that is, discrepancy, and the corresponding exponential sums.

2. Preliminaries

Here we present several necessary technical tools.

We say that the linear recurrence sequence u(n) of elements of IF2 is of order r ≥ 1 with
characteristic polynomial

g(T ) = T r + cr−1T
r−1 + . . . + c1T0 + c0 ∈ IF2[T ]

if
u(n + r) + cr−1u(n + r − 1) + . . . + c1u(n + 1) + c0u(n) = 0, n = 1, 2, . . . ,

and it does not satisfy any shorter linear recurrence relation, see [5], Chapter 8.

It is easy to see that the set of all sequences with the same characteristic polynomial g
form a linear space L(g) over IF2.

We also need the following property of sequences from L(g) with irreducible g which is
essentially [5], Theorem 8.28.

Lemma 1. If g ∈ IF2[T ] is irreducible over IF2 then all nonzero sequences from L(g) are
purely periodic with the same period.
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In this paper, we will assume that the period is of length τ .

For a real z and an integer q we use the notation

e(z) = exp(2πiz) and eq(z) = exp(2πiz/q).

We need the identity (see Exercise 11.a in Chapter 3 of [11])

M−1∑

η=0

eM(ηλ) =

{
0, if λ #≡ 0 (mod M),
M, if λ ≡ 0 (mod M).

(1)

We also make use of the inequality

l−1∑

η=0

∣∣∣∣∣

M∑

λ=1

el(ηλ)

∣∣∣∣∣ = O(l log l), (2)

which holds for any integers l and M, 1 ≤ M ≤ l, (see [11], Chapter 3, Exercise 11c).

For a sequence of N points
Γ = (γx)

N
x=1

in the unit interval, we denote its discrepancy by DΓ. That is,

DΓ = sup
B⊆[0,1)

∣∣∣∣
TΓ(B)

N
− |B|

∣∣∣∣ ,

where TΓ(B) is the number of points of the sequence Γ in the interval

B = [α,β) ⊆ [0, 1)

and the supremum is taken over all such intervals.

As we have mentioned, one of our basic tools to study the uniformity of distribution is
the Erdös-Turán inequality, which we present in a slightly weaker form than that given
by Theorem 1.21 of [3].

Lemma 2. For any integer L > 1 and any sequence Γ of N points, the bound

DΓ = O

(
1

L
+

1

N

∑

0<a<L

1

a

∣∣∣∣∣

N∑

n=1

e(aγn)

∣∣∣∣∣

)

on the discrepancy DΓ holds, where the sum is taken over all a ∈ IFp with 0 < a < L.

3. Main Result

We denote by DZ(N) the discrepancy of the points
(

x(VZ(n))

p

)
, n = 1, . . . , N.
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Theorem 3. Let (u(n)) be a linear recurrence sequence of order r ≤ p1/2 which is purely
periodic with period τ and suppose that its characteristic polynomial is irreducible over
IF2. Then, for any δ > 0 and 1 ≤ N ≤ τ , and for all but at most O(δpr) vectors of
ZZ ∈ (E(IFp))r, the bound

DZ(N) = O
(
δ−1N−1/2 log p log2 τ

)

holds if p ≥ N2, and
DZ(N) = O

(
δ−1p−1/4 log p log2 τ

)

otherwise.

Proof. Let L = p. Then by Lemma 2, we have

DZ(N) = O

(
1

p
+

1

N

∑

0<a<p

1

a

∣∣∣∣∣

N∑

n=1

ep(ax(VZ(n)))

∣∣∣∣∣

)
.

Let Nµ = min(2µ, τ), µ ≥ 0 is the set of positive integers. Define k by the inequality
Nk−1 < N ≤ Nk, that is, k = )log2 N*. Then from (1) we derive

N∑

n=1

ep(ax(VZ(n)))

=
1

Nk

Nk∑

n=1

N∑

λ=1

Nk∑

η=0

ep(ax(VZ(n)))eNk
(η(n− λ)) .

Hence,

DZ(N) = O

(
1

p
+

1

NNk
∆Z(k)

)
(3)

where

∆Z(k) =
∑

0<a<p

1

a

Nk∑

η=0

∣∣∣∣∣

N∑

λ=1

eNk
(−ηλ)

∣∣∣∣∣
∣∣∣∣∣

Nk∑

n=1

ep(ax(VZ(n)))eNk
(ηn)

∣∣∣∣∣ .

Applying the Cauchy inequality we derive



∑

Z∈(E(IFp))r

∣∣∣∣∣

Nk∑

n=1

ep(ax(VZ(n)))eNk
(ηn)

∣∣∣∣∣




2

≤ (p1/2 + 1)2r
∑

Z∈(E(IFp))r

∣∣∣∣∣

Nk∑

n=1

ep(ax(VZ(n)))eNk
(ηn)

∣∣∣∣∣

2

= O



pr
Nk∑

n,l=1

eNk
(η(n− l))

∑

Z∈(E(IFp))r

ep(a(x(VZ(n))− x(VZ(l))))



 .
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Using our upper bound for r, we then note that
∑

Z∈(E(IFp))r

ep(a(x(VZ(n))− x(VZ(l)))) ≤ (p1/2 + 1)2r = O(pr) (4)

when n = l.

For n #= l, then (u(n), . . . , u(n + r − 1)) #= (u(l), . . . , u(l + r − 1)). To see this, suppose
the converse is true and equality holds. Then, since u(α) is of order r, we also have
u(n + r) = u(l + r), and thus by induction for any k ≥ 0, we have u(n + k) = u(l + k).
But then, |n− l| is a period, which is impossible by our assumption on n and l.

This means there is some h with u(n+h−1) #= u(l+h−1) (mod 2), where 0 ≤ h ≤ r−1.
Thus, there is point Zh ∈ E(IFp) which appears in x(VZ(n)) but not in x(VZ(l)) (that is
u(n+h− 1) = 1 and u(l +h− 1) = 0 or viceversa. We choose the former (the other case
can be similarly estimated).

Let Z(h) = (Z1, . . . , Zh−1, Zh+1, . . . , Zr) ∈ (E(IFp))r−1.

Thus,
∑

Z∈(E(IFp))r

ep(a(x(VZ(n))− x(VZ(l))))

=
∑

Z(h)∈(E(IFp))r−1

∑

Zh∈E(IFp)

ep(a(x(Qn(Z(h)) + Zh)− x(Ql(Z
(h))))),

where Qn(Z(h)) and Ql(Z(h)) are some expressions which depend on Z(h), but not on Zh.
Now, by Corollary 1 of [4],

∣∣∣∣∣∣

∑

Zh∈E(IFp)

ep(a(x(Qn(Z(h)) + Zh)− x(Ql(Z
(h)))))

∣∣∣∣∣∣

=

∣∣∣∣∣∣

∑

Zh∈E(IFp)

ep(a(x(Qn(Z(h)) + Zh)))

∣∣∣∣∣∣
= O(p1/2) (5)

Therefore ∑

Z∈(E(IFp))r

ep(a(x(VZ(n))− x(VZ(l)))) = O(pr−1/2),

when n #= l.

Now, since ∣∣∣∣∣

Nk∑

n,l=1,n=l

eNk
(η(n− l))

∣∣∣∣∣ = Nk,

and ∣∣∣∣∣

Nk∑

n,l=1,n$=l

eNk
(η(n− l))

∣∣∣∣∣ ≤ N2
k ,
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we have by (4) and (5)

∑

Z∈(E(IFp))r

∣∣∣∣∣

Nk∑

n=1

ep(ax(VZ(n)))eNk
(ηn)

∣∣∣∣∣

= O
(
Nkp

r−1/4 + N1/2
k pr

)
.

Hence, using (2), we obtain,

∑

Z∈(E(IFp))r

∆Z(k) =
∑

0<a<p

1

a

Nk∑

η=0

∣∣∣∣∣

N∑

λ=1

eNk
(−ηλ)

∣∣∣∣∣

∑

Z∈(E(IFp))r

∣∣∣∣∣

Nk∑

n=1

ep (ax(VZ(n))) eNk
(ηn)

∣∣∣∣∣

= O

(
pr

(
N1/2

k + Nkp
−1/4

) ∑

0<a<p

1

a

Nk∑

η=0

∣∣∣∣∣

N∑

λ=1

eNk
(−ηλ)

∣∣∣∣∣

)

= O

(
pr

(
N3/2

k + N2
kp−1/4

)
k

∑

0<a<p

1

a

)

= O
(
pr

(
N3/2

k + N2
kp−1/4

)
log τ log p

)
,

because k = O(log τ).

This implies that for any k the number of vectors Z ∈ (E(IFp))r with

∆Z(k) ≥ δ−1
(
N3/2

k + N2
kp−1/4

)
log p log2 τ (6)

is at most O(δpr log−1 τ). Therefore, we have that the number of vectors Z ∈ (E(IFp))r

satisfying (6) for at least one k = 1, . . . , )log τ* is at most O(δpr). For other Z ∈
(E(IFp))r, from (3), we obtain

DZ(N)

= O

(
1

p
+

1

NNk
∆Z(k)

)
= O

(
δ−1N−1

(
N1/2

k + Nkp
−1/4

)
log p log2 τ

)
.

Taking into account the inequality N−1N1/2
k ≤ 2N−1/2, we obtain the desired result. +,

4. Remarks

We remark that this technique can not unfortunately be employed to establish a similar
result for the multidimensional case. In this instance, we can not make use of Corollary 1
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of [4]. As such, it would be interesting if, indeed, a similar result could be established
for dimensions greater than one. Also, we note that although in the proof of the main
theorem we could have replaced Nk by N , this would have resulted in a weaker result
as the statement would apply to a fixed N . That is, for every N , the exception set of
“unsuitable” Z, which would satisfy (6), depends on N . In particular, our result means
that after removing a small exceptional “bad” set of vectors, the bound holds uniformly
for all N . We do not see how to obtain such a result without introducing the numbers
Nk and thus more complicated exponential sums. Finally, we conclude by saying that
instead of employing powers of 2 we could have used any other real number greater than
1, such as 1+10−100 or 10100. However, if we want to fit everything, then Nk should grow
a little slower than a geometric progression, as it saves working with double logarithms.
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