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Abstract
For a fixed prime p = 1 (mod 4), we define the corresponding quartic residue graph
and determine the number of triangles contained in such a graph. Our computation
requires us to compute the number of pairs of consecutive quartic residues modulo
p via the evaluation of certain quartic Jacobi sums.

1. Introduction

Although Raymond Paley’s life passed by quickly, his impact resonated across mul-
tiple mathematical disciplines such as complex analysis, combinatorics, number
theory, and harmonic analysis [2, 8, 9, 10]. Perhaps one of Paley’s most notable
contributions occurred when he brought the fields of combinatorics and number
theory even closer together. One such mathematical achievement came about in
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1933, when Paley [8] used the quadratic residues of the field with prime order p = 3
(mod 4) to construct Hadamard matrices of order p + 1. While Paley passed away
that same year, his results spurred a great deal of interest.

One person that took notice of Paley’s achievements was Horst Sachs [12]. Sachs
defined the appropriately named Paley graphs with vertices given by elements of
F,, where p is a prime power congruent to 1 mod 4, and an edge ab exists in
the graph if and only if a — b is a quadratic residue. The reasoning behind Sachs
requirement for p = 1 mod 4 instead of p = 3 mod 4 becomes clear after recalling
the first supplementary law to the law of quadratic reciprocity stating

<—?1> _ (c1)e-Dr2,

from which we find that —1 is a quadratic residue if and only if p = 1 mod 4. This
allows us to notice the importance of p = 1 mod 4 in Sachs construction since ab
being an edge gives both a — b and b — a are quadratic residues of p. From the
study of Paley graphs came a larger class of self-complementary graphs allowing
for convenient lower bounds in Ramsey theory. Paley graphs also have a natural
counterpart, Paley digraphs, which call upon the experience of their originator Paley
by considering a digraph with vertices given by F,,, where p = 3 mod 4, and an arc
from a to b is formed if b — a is a quadratic residue of p [4]. The construction of
tournaments became an immediate consequence of the Paley digraphs, which led to
many mathematicians looking for more ties between quadratic residues and graphs.

Bommireddy Maheswari and Madhavi Lavaku have been the most recent addition
to the long list of mathematicians looking for such ties. In a recent paper [7],
the aforementioned authors considered quadratic residue graphs, which strongly
resemble the ideas behind Paley graphs and digraphs. Quadratic residue graphs
are defined as having vertices that coincide with elements of I, where p is an odd
prime and the vertices a and b are adjacent if and only if either a — b or b — a is
a quadratic residue of p. This leads to the quadratic residue graph, which we shall
denote by Ga(p), coinciding with a Paley graph when p = 1 mod 4 and a complete
graph when p = 3 mod 4 (which also happens to be the underlying graph of a
Paley digraph). The beauty behind Maheswari and Lavaku’s article is the ability
to make a connection between the pairs of consecutive quadratic residues in F,, and
the number of triangles in Ga(p) when p =1 (mod 4).

We wish to expand upon Maheswari and Lavaku’s results on quadratic residue
graphs by considering the quartic analogues of their work. However, before we
proceed, we must introduce some notation and recall some of the facts surrounding
quadratic and quartic residuacity. It is well-known that for an odd prime p the
multiplicative group IF; is cyclic. Thus, F has a unique subgroup of order pT_l
consisting of the quadratic residues modulo p (i.e., the squares in ‘). We shall
denote this subgroup by IF;Q. Similarly, if we assume that p = 1 (mod 4), there

exists a unique subgroup of order % consisting of the quartic residues (i.e., the
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fourth powers in IF)\), which we denote by IF;“. Since every fourth power is a square,
it follows that IE";4 C IF;Q.

Thus, if p is an odd prime, then the vertex set of Ga(p) is V(G2(p)) = F, and
the edge set is given by

E(Ge(p))={ab|la—-0be€ F;z orb—ac¢ IF;2}.

An immediate consequence of the definition of Ga(p) is that when p =1 (mod 4),
the graph Ga(p) has exactly @ edges. A natural extension from this class
of quadratic residue graphs is the quartic residue graph. If we assume that p =
1 (mod 4), then the quartic residue graph G4(p) is defined to have vertex set

V(G4(p)) = F, and edge set
E(Gy4(p)) ={abla—-0be IF;4 orb—ae€ ]F;‘l}.

These quartic residue graphs provide us with an example of an infinite class of
circulant graphs. Analogous to the quadratic case, we see that G4(p) is isomorphic
to Ga(p) if and only if p = 5 (mod 8). In the case where p = 1 (mod 8), G4(p)
creates a new class of graphs with @ edges (for example, Figure 1 provides the

graph G4(17)). Such graphs shall be the focal point of this article.

— 7

e
]
R

Figure 1: The quartic residue graph for the prime 17.

P

In Section 2, we will extend the work of Maheswari and Lavaku [7] to compute the
number of triangles in G4(p) when p = 1 (mod 4). We find that if p =1 (mod 8),
then the number of triangles depends upon the number of pairs of consecutive
quartic residues of p, which we denote by Ny(p). In Sections 3, 4, and 5, our focus
will turn to an explicit evaluation of Ny(p), relying on an explicit evaluation of a
certain quartic Jacobi sum. The final section provides a few examples demonstrating
the utility of our results.
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2. Counting Triangles

Prior to providing an explicit enumeration of triangles in quartic residue graphs,
we summarize Maheswari and Lavaku’s results [7] for resolving the corresponding
problem for quadratic residue graphs. For an odd prime p, let T(G3(p)) denote the
number of triangles in the quadratic residue graph Ga(p). Then

17(151)]\]2 (p) ifp=1 (mOd 4)
T(Ga(p)) =
plo=De=2) ifp =3 (mod 4),

where No(p) denotes the number of pairs of consecutive quadratic residues of p.
This result does not provide a closed-form for the number of triangles when p = 1
(mod 4) since it depends on Ny(p). However, one can find a closed-form for Ny(p)
in Section 10.1 of Andrews’ book [1], where it is proved that for any odd prime p,

Ny(p) = ~(p— 4 — (—1)P=1/2),

Ry

Thus, when p =1 (mod 4), we have

T(Ga(p)) = —zp(p—1)(p —5).

1
48

Now assume p =1 (mod 4) and let T(G4(p)) denote the number of triangles in
G4(p). We noted in Section 1 that p =5 (mod 8) leads to G4(p) = G2(p) and the
problem of counting triangles is reduced to the result just described. The case p =1
(mod 8) is addressed by the following theorem.

Theorem 1. If p = 1 (mod 8) is a prime, then the number of triangles in the
quartic residue graph G4(p) is given by

16 = 22 ),

where Ny(p) denotes the number of pairs of consecutive quartic residues of p.

Proof. We refer to a triangle in G4(p) as a fundamental triangle if it has 0 and 1
included in its vertices. Then the set of fundamental triangles is given by

Ay :={(0,1,b) | b,b —1 € F)*}.

It follows that a 3-tuple (0,1,b) is a fundamental triangle if and only if b— 1 and b
are a pair of consecutive quartic residues. Thus,

|A1] = Na(p).
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Now for each a € IF;“, we define the set of triangles
Ay :={(0,a,b) [ b,b—acF *}.
Let f: Ay — A, be the map given by
£(0,1,6) — (0, a, ab).
To see that f is one-to-one, suppose that
£(0,1,b1) = £(0,1,b), for by, by € F*.

Then (0,a,aby) = (0,a,aby), which gives ab; = abs. Since IF;4 is a group, a has
a multiplicative inverse, implying b; = by. We also note that f is onto since an
arbitrary triangle (0, a,b) € A, satisfies

£(0,1,a7'b) = (0, a,b).

Again, we are using the fact that IF;‘1 is a multiplicative group to justify the existence
of a=! and the fact that a='b € F*. Thus, we have shown that

|Aq] = |A1] = Na(p)

for all a € IE";“. If we wish to count all of the triangles that have 0 as a vertex, we
consider the union
U A

acFx*

which is not disjoint. In fact, (0, a,b) and (0, b, a) represent the same triangle, from
which we conclude that each triangle is counted twice in this union. Hence,

LJ ZXa ::Zlé;;E]V4(p)'

a€F§4

Now recall that G4(p) is a regular graph. Thus, every one of the p vertices has the
same number of triangles containing that vertex. After accounting for all of the
vertices in G4(p), we notice that each triangle has been counted three times. Thus,

plp—1)

T(Ga(p) = "7

Na(p)

gives the total number of triangles when p =1 (mod 8). O

An immediate consequence of Theorem 5 worth noting is what occurs when p # 1
(mod 3). We see that if p = 2 (mod 3) (still assuming that p = 1 (mod 8)), then
N4(p) is necessarily divisible by 3 (otherwise, T'(G4(p)) would not be an integer).
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3. Pairs of Consecutive Quartic Residues

In this section, we begin with the calculation of Ny(p) following the ideas behind
Andrews’ approach in Section 10.1 of [1]. Since our focus has shifted to quartic
residues, we must define the quartic residue symbol. Like the Legendre symbol,

which we denote by (;), the quartic residue symbol will tell us when a nonzero
element in Z/pZ is a fourth power. However, unlike the Legendre symbol (which
only takes on the values +1), the quartic residue symbol takes on values in the
fourth roots of unity. As a result, the majority of our work must be done within
the ring of Gaussian Integers Z[i]. The reader is referred to Sections 9.7 and 9.8
in Ireland and Rosen’s book [5] for a more thorough introduction to the quartic
residue symbol.

Unless otherwise stated, we assume that p = 1 (mod 4) is a prime. In this case,
p splits in Z[i] as p = 77 = (a + bi)(a — bi) for some a,b € Z. Since Z[i] is a unique
factorization domain, this description is unique up to associates and we may single
out a particular associate by requiring that 7 be primary (i.e., 7 =1 (mod 2+ 2i)).
However, this designation of prime will not be necessary until Section 4. In order
to enumerate the consecutive quartic residues in (Z/pZ)*, our work shall begin in
Z[i] and be completed in Z via the isomorphism

Z}i) /7 Zli]) = ZpZ.

This isomorphism is made explicit by noting that 0,1,...,p — 1 are incongruent
modulo 7 and may be used as the distinct coset representatives in Z[i]/7Z[i]. Similar
to Z/pZ, we will often just use 0,1,...,p — 1 when referring to the left cosets of
Z[i)/7Z[i] containing these elements.

For the prime 7 € Z[i] (subject to the above constraints) and an element « € Z[i]
relatively prime to 7, the quartic residue symbol is defined by

(E)4 =P~ V/4 (mod 7).

™

It defines a group homomorphism

(;)4 (Z[) /7 Zli]) — {1, i}

s

and may be extended to all of Z[i]/7Z][i] by setting (%)4 = 0 whenever « is not
relatively prime to m. In order to further familiarize ourselves with the quartic
residue symbol we list the following well-known properties below (cf., [5]) which
will be used throughout the remainder of this paper.

Properties of the Quartic Residue Symbol. Let p = 1 (mod 4) be a prime
that factors as p = n7 in Z[i] and let a € Z be relatively prime to p. If a €
Z[i] is relatively prime to p, then the quartic residue symbol satisfies the following
properties:
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1. (2), =1 if and only if 2* = a (mod =) is solvable;

2 (201 = (5):

3.1 (2) =1, then (2), = %1,

417 (2) = =1, then (2), = +i;

5. (2), : (Z[i)/nZ[i])* — {&1,£i} is a L2 -to-one mapping;

6. (—_1)4 = (=1)e=1/4,

We begin our evaluation of Ny(p) by considering the expression

o= (0 () (00 () (0 (2),) 0 ()

which takes on the value 0 unless n — 1 and n are both quartic residues of p, in
which case it takes on the value 16. An immediate consequence of this observation
gives

p—1
Nilp) = 15 3 epl).

Expanding c,(n) results in sixteen different sums, many of which are straight-
forward to evaluate. The first sum is the simplest:

di=p-2 (1)

Next, we note that the quartic residue symbol (and some of its powers) are
nontrivial characters on (Z[i]/7Z[i])* and are subject to the orthogonality relations
for characters (see Section 21.1 of [11]). In particular, whenever x : G — C* is a
nontrivial character of a finite group G, we have

S x(n) =o. 2)

neG

Applying (2) to the quartic residue symbol yields

pz_:l (nﬁ 1)4 - (71)4 - B

n=2

and

> (), (1), g

n=2
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A similar computation also gives

pi (n; 1)3 — (1)p-D/ (5)

n=2 4

and

SESEE() o

4

The remaining sums all involve characters of both n — 1 and n. For 1 <4 < 3

and 1 < j < 3, define
Pl —1\" snnd
Sl' i = (7) .
N Z( m )4 T4
n=2

In the special cases where i+ j = 4, the sums can be evaluated in the following way:

Pl fn—1\' snna-i oo\
SiA_i_nZQ( ™ )4(77)4 <7T>4

As n runs through the interval 2 < n < p — 1, so does n~! so that the sum can be
written as

p—1 1_ni
Si,4izz< - >

n=2 4
i p—1 i
B —1) % (n— 1)
( ™ 4,;::2 L
Hence, we obtain the sums
51,3 = Sz’g = 5371 =—1. (7)

At this point, we have computed 10 of the 16 sums in the expansion of Ny(p). The
six remaining sums are S11, S1,2, 52,1, 52,3, 53,2, and S3 3. Instead of evaluating
each of these sums individually, we concern ourselves with the evaluation of the sum

S = 51,1 + 51’2 + 52,1 + 52,3 + 53,2 + 53,3.

The following theorem reduces the problem of evaluating S to just the evaluation
of (the real part of) Sy ;.
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Theorem 2. Assuming that p =1 (mod 4) and S; ; and S are defined as above,
we have
S = (2 + (—1)(p_1)/4)2R€(5171),

where Re(z) denotes the real part of the complex number z.

Proof. Since the quartic residue symbol is a character of a finite group, we note
that (;);1 = (%), from which it follows that

51,1 = 53,3, 51,2 = 53,27 and 52,1 = 52,3~

Applying the technique that we used to evaluate S; 4—; to S1,1 gives
p—1 —1\ 4
n—1 n n
-2 (), 6.(5)
= T Ja\mla\ T ),
> (), (%),
- ™ a4\ T Jy
(-1 pif n—1 (n)2
A\ P T ) \T/4

- (_1)(17*1)/45172_

Similarly, we also have S5 3 = (—1)(”’1)/453,2. Upon expanding the sum 57 2, we

(),
(o) (o () (2)

= (_1)(17—1)/452’1.

Similarly, we also have S3 o = (—1)(17_1)/452,3. This yields

S =2+ (—1)PV/*) (S 1 + Ss.3)
= (24 (=1)P=V/*)2Re(S) 1),

which completes the proof of Theorem 2. O

Theorem 2 reduces the evaluation of Ny(p) to the problem of determining the
real part of S7;. We will accomplish this task by identifying S;,; with a quartic
Jacobi Sum. This computation is the focus of the next section, as it requires us to
develop the relevant theory of Gauss and Jacobi Sums.
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4. Quartic Gauss and Jacobi Sums

In order to make our notations more consistent with standard treatments on Gauss
and Jacobi sums, we will denote the quartic residue symbol modulo 7 by x4, and
note that this character defines a Dirichlet character modulo p of order 4 in a natural
way. Likewise, we will denote the Legendre symbol modulo p by x2 so that x5 = xa.
We find that

p—1
S = (DY " xa(n)xa(l = n).
n=2

This new sum is an example of a Jacobi sum and although the method employed
to evaluate it is well-known (cf., Sections 8.3 and 9.9 of [5]), we include it here for
completeness.

In general, suppose that x : F — C* is a nontrivial (and necessarily primitive)
character of order r and define the Gauss sum of x by

p—1

G =Y x(n)",

n=1

where ¢ is the primitive pt" root of unity e2™*/?. For any m € Fx

Gauss sum is defined by

, the m*" variant

p—1
Gm(X) = Z x(n)¢™".
n=1
By definition, note that G,,(x) € Z[(p, ¢r)-
The connection between G,,(x) and G(x) is made explicit by
p—1

Gm(X) = Z X(n)cmn

n=1

(letting n' = mn)
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From this, we may compute the product

3
L

G(x)G(x) = (m)G(x)¢™

,
S
L1
=

1

x(n)¢m ¢

1

bS]

P

[
(]

3
&

3

-1

p—1
=> x(n)y_¢om

1 m=1

bS]

3
Il

Since the inner sum is given by

-1 .
pz co-vm _ [P ifn=1
— 0 ifn#1,

we obtain L
G(x)G(x) = x(L)p =p. (8)

It is important to note that this relation holds for any nontrivial character of F; as
we will apply it to both the Legendre and quartic residue symbols.

Now suppose that x, : F — C* are any two nontrivial characters. Then the
Jacobi sum J(x,v) is defined to be

T000) = 3 (- n),

which is an element of Z[(,.]| where 7 is the least common multiple of the orders of x
and 1. We note that some authors define Gauss and Jacobi sums to be the negatives
of our definitions (eg., see Section 4.6 of [6]) as this minor modification simplifies
the statement of the Davenport-Hasse Theorem on lifted Gauss sums [3]. Since
we are only working over IF,, and not over its finite extensions, this modification is
omitted from our definitions. The particular Jacobi sum that we need to evaluate
in order to complete the evaluation of S 1 is J(x4, x4), and this is the content of
the following theorem (cf., Propositions 9.9.3 and 9.9.4 of [5]).

Theorem 3. Let p =1 (mod 4) be a prime. If 7 is the primary prime above p in
Z[i] that is associated with x4, then

J(xa,x4) = —xa(=1)m.
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Proof. As x4 takes on its values in Z[i], it is clear that J (x4, x4) = a + bi, for some
a,b € Z. Consider the expression

Glxa)?= Y. xalmxa(n)¢™™

1<m<p-1
1<n<p-—-1

E xa(m)xa(r —m)¢" (substituting » = m + n)
1<m<p-—1
0<r<p-—1

p—1
=Y xamxa-m)+ > xa(m)yalr —m)'
m=1 1<m<p—-1
1<r<p-1

The first sum becomes

Y xa(=Dxa(m)? = xa(=1) Y xa(m) =

m=1

by the orthogonality relation (2). In the second sum, we make the substitution
t = mr~! (which is only possible since r € F)):

Sttt —m) = > xaxar)alrxa(l = ¢
2<t<p—1 2<t<p—1
1<r<p—1 1<r<p-1

= (i X2(7“)CT> (i xa(t)xa(l — t))

=2
= G(x2)J (x4, X4)-

So we have shown that J (x4, x4) = Cé;((’;‘;;. Then

__ (etwotw)’
o) Oanxa) = =g

by (8). Thus, J(x4, x4) € Z[i] is equal to one of the associates of the primary prime
7 in Z[i]. In order to determine which one, write

p—1
J (X4, x4) Zm Jxa(l—1)

(P 1)/2 41 p—1
Z Xa(t)xa(l —1) + xa ( 5 ) + ) xalt)xa(l-1)
(

t=(p+3)/2
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It can be checked directly that x4(t) =1 (mod 1+474) since x4(t) € {£1, £i} for any
t € F. From this observation, it follows that

(r—1)/2
p—3 .
2 t 1-t)=2(— | =p—-3=-2 d2+2
ORADIIRY (552) =p-3=-2 (moa2+2),
since —4 = (24 2i)(—1+14) and p— 1 is divisible by 4. Using the fact that (p+1)/2
and 2 are inverses modulo p along with elementary properties of the Legendre and
quartic residue symbols, we deduce that x4 (pT"H)2 = x4(2)? = xa(—1). Thus,
Finally, we see that

—xa(=1)J (x4, x4) = 2xa(—1) =1 (mod 2+ 24)
=1 (mod 2+ 29)

since x4(—1) = (=1)®=D/* = +£1. So, —x4(—1)J (x4, x4) is the primary prime
above p in Z[i] and noting that y4(—1) = =1 results in the statement of Theorem
3. O

Now that we have evaluated J(x4, x4), we are in a position to compile all of our
results to give an explicit evaluation of Ny(p), and subsequently, T(G4(p)). The
next section brings together all of our work.

5. Main Results

The evaluation of J(x4, x4) in Section 4 has provided us with the ability to evaluate
S11. So, we may combine (1), (3), (4), (5), (6), (7), Theorem 2, and Theorem 3 to
obtain the following.

Theorem 4. Let p =1 (mod 4) be a prime. If 1 = a+bi is a primary prime above
p in Z[i], then the number of pairs of consecutive quartic residues modulo p is given
by
1
Nip) = 7 (p —9—da—2(1+ a)(_1><p—1)/4) .

Applying Theorem 4 to the enumeration of triangles in quartic residue graphs,
we deduce our final theorem:
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Theorem 5. Let p =1 (mod 4) be a prime. If 1 = a+bi is a primary prime above
p in Z[i], then the number of triangles in the quartic residue graph G4(p) is given
by
p—(p_l)g;;n_ﬁa) ifp=1 (mod 8)
T(G4(p)) =
7”(”_28@_5) ifp=5 (mod 8).

6. Examples

When applying Theorems 4 or 5 to specific values of p = 1 (mod 4), it is often
simpler to identify a primary prime 7 above p in Z[i] by using the fact (see Lemma
6, Section 9.7 of [5]) that m = a + bi is primary if any only if

a=1 (mod4) and b=0 (mod 4)

or

a=3 (mod4) and b=2 (mod 4).

Figure 2: The quartic residue graph G4(73), demonstrating the difficulty in counting
triangles.
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Example 6. Consider the prime p = 73. When determining the quartic residues
by hand, we find the pairs of consecutive quartic residues to be 1 and 2, 8 and 9,
36 and 37, 64 and 65, along with 71 and 72. In this case, 73 = 32 + 82 which means
that @ = £3. The associates of 3 + 8¢ are 3 + 8i, —3 — 8i, —8 + 3i, and 8 — 3i. The
primary prime in this list is —3 — 8¢ (since —3 =1 (mod 4) and —8 =0 (mod 4)).
Thus, we take a = —3 and apply Theorem 4 to obtain

1

Ny(73) = 16

(73—9—-2(1) = (=3)(4 +2(1))) =5,
which agrees with our expected number.

In order to further illustrate the importance of our calculation, we observe Fig-
ure 2 and notice the difficulty in determining the number of triangles. With the
assistance of Theorem 5, we find there should exist w = 1095 triangles in

Ga(73).

While the previous example may shed some light on the importance of counting
the consecutive pairs of quartic residues, our ideas become more prevalent when
considering the simpler graph G4(41).

A0 BTN TN
'-‘;-:?,‘\‘;!4}", )«t/"%\‘k
ST PSR
ZINVEE T8 S I‘N" ‘M\ 7

40 Al /‘\\45?4“‘0‘ % w..\\\ R DA
SRR - S T = N R
SRR 7 SRR = SR R
22 4 AN W o 5
] AL 8 =g : /]

Figure 3: The quartic residue graph G4(41).
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Example 7. We begin by drawing our attention to Figure 3, which shows the graph
of G4(41). Although this graph is relatively small, counting the number of triangles
in such a graph is still a daunting task. However, we notice that 41 = 52 +42, which
gives us a primary prime of 5 + 4i. Therefore a = 5 and our number of consecutive
pairs of quartic residues becomes

1
Na(41) = 75 (41 =9 —2(1) — (5)(4 + 2(1))) = 0.
This immediately tells us that no triangles exist in G4(41), which is not obvious
from our initial observations of the graph.

In this paper, we have merely extended the results of Maheswari and Lavaku [7]
to the quartic setting. However, the real significance of this work is the underlying
relationship between quadratic and quartic residues and the number of triangles in
the relevant graphs. We have appealed to classical methods in number theory to
answer a graph-theoretic question. Perhaps it will be possible to take the opposite
approach and utilize quadratic and quartic residue graphs to gain some insight into
classical problems in number theory.
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