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Abstract A classification is given of finite graphs that are vertex primitive and 2-
arc regular. The classification involves various new constructions of interesting 2-arc
transitive graphs.
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1. Introduction

Let ' be a finite undirected simple graph, and let G < Autl". The graph I' is called
G-vertex primitive if G acts primitively on the vertex set VI'. An s-arc is a sequence
(g, ..., ag)of s + 1 vertices such that, forall 1 <i <s,a;_ is adjacent to «;, and for
all1 <i <s,a;-1 # a;y1. A graph T is said to be (G, s)-arc transitive it G < Autl’
is transitive on the set of 7-arcs for each t < 5. A (G, s)-arc transitive graph I is called
(G, s)-arc regular if G acts regularly on the set of s-arcs of I, that is, no non-identity
element of G fixes an s-arc. The purpose of this paper is to classify graphs which are
vertex primitive and 2-arc regular.

The study of s-arc transitive graphs was initiated by a celebrated result of Tutte
[19] in 1949 when he proved that there exists no 6-arc transitive cubic graph. Since
then, this class of graphs has received lots of attention. For example, Weiss in [21]
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proved that there exists no 8-arc transitive graphs of valency at least 3; Praeger in [16]
started a general analysis of automorphism groups of 2-arc transitive graphs. Refer to
[2, 6, 8, 16] for more references.

Theorem 1.1. Let I' be a graph of valency d such that a group G < Autl" is vertex

primitive and 2-arc regular. Then one of the following holds:
(1) T is a complete graph K 411, and G is a sharply 3-transitive permutation group

of degree d + 1;

(2) G =7Z5:H, where H is a sharply 2-transitive group of odd degree;

(3) Gisalmostsimple, G <1 A := Autl', and exactly one row of Table 1 appears, where
o is a vertex, and n(A) is the number of non-isomorphic G-vertex primitive 2-arc
transitive graphs with full automorphism group equal to A.

Remark on Theorem 1.1. Although for the four groups G = Fiy, M, 2D4(3).2 or
2 F4(8).3, the precise number of corresponding graphs is not determined, the existence
for all groups is known. This solves the existence problem for several primitive per-
mutation groups that have a sharply 2-transitive subconstituent, which was unsettled
in [20]. In particular, it excludes part (3) of the Main Theorem of [20] regarding the
Baby Monster simple group and the Monster simple group.

Remark on Table 1. In the 9th row for G = S, k is the number of prime divisors of
p — 1. The entries under the “ref.” column refer to the lemmas where more detailed
information about the graphs is given.

One of the main motivations for studying 2-arc regular graphs is that they are closely
related to polygonal graphs, defined as follows: A graph I is called a near-polygonal
graph if there exists a number m and a collection C of cycles of length m in I" such
that each 2-arc of I' is contained in exactly one cycle in C. If m is the girth g(I")
of I' then the graph is called polygonal. Polygonal graphs are intriguing and hard
to construct, refer to [14, 15] for references. By Corollary 1.2 of [10], a connected
2-arc regular graph I is near-polygonal provided that for an arc (¢, B) there exists an
involution g € G such that (¢, 8)® = (8, o), leading to the constructions of several
families of new polygonal graphs in [10]. A relation between 2-arc regular graphs and
near-polygonal graphs was also found by Zhou [22]. We believe that with the 2-arc
regular graphs constructed in this paper, more polygonal graphs can be produced.

This paper is organised as follows: Section 2 collects the notation and some pre-
liminary results; in particular, it contains a reduction for proving Theorem 1.1 to the
almost simple group case. In Section 3, all the candidates for the groups G are given
(in Table 2), and a series of technical lemmas are established. Finally, in Section 4, a
proof of Theorem 1.1 is presented.

2. Preliminaries

The notation used in this paper is standard (see, for example, [1] and [4]). For two
groups K and H, K.H is an arbitrary extension of K by H, while K:H stands for
a split one. Moreover, the notation K o H stands for the central product of the two
groups. Sometimes, using the notation of the Atlas [1], by p* with p prime we mean
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Table 1 The almost simple case

G Gy d A = Autll n(A) Conditions ref.
]1 7:6 7 J] 1
11:10 11 Ji 1
5.2 19:18 19 5.2 1
ON2 31:30 31 ON.2 3 4.1
Js 29:28 29 Js 1
Fiyy 29:28 29 Fiy lor3
M 41:40 41 M >1
As S3 3 Ss 1
Ag.2 (= M) 5:4 5 Aut(Ag) 1
2k=1 _q* p = 3(mod4) 4.2
Sy (p>5) ZpiZp p S, 2k —1* p = 5(mod 8)
p is prime PARRIE b p = 1(mod8)
Sz(8) 5:4 5 5z(8) 1
5z(8).3 7:6 7 5z(8).3 1 4.1
3D4(2).3 13:12 13 3D4(2).3 lor3
2F4(2) 13:12 13 2F4(2) 1
2F4(8).3 37:36 37 2F4(8).3 >1 4.1
L3(4) 32:0s 9 L3(4).D12 1
Sa(4).4 17:16 17 Sa(4).4 1 43
Us(4).4 13:12 13 Us(4).4 1
La(q) PGL>(q) 1 &=+l
q is prime, Ay 4 La(q) (g—¢)/12 q = ¢ (mod4) [91
g = %3 (mod 8), PGL;(q) 1 &=+l
= 41 (mod 10) L(q) (g—e—2)/6 q # e(mod4)
Us(2") 32:03 9 Us(2").83 @-'—1/r 4.4

r > 3 is prime

L3(q) L3(q) 1 g =3(mod4)

q is prime, 32:03 9 L3(q) 2 g = 1(mod4) 4.5
g =4,7(mod9) L3(q).S3 1

Us(q) Us(g).2 1 q =3(mod4)

q is prime, 32:03 9 Us(q).2 2 g = 1(mod4) 4.6
g =2,5(mod9) Us(q).6 1
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an elementary abelian group of order p“, by [n] for an integer n we mean an arbitrary
group of order n, and simply by n denote a cyclic group of order n.

Let I be a graph of valency d, and let G < Autl" be vertex primitive and 2-arc
regular on I". Then for a vertex «, G, acts sharply 2-transitively on I'(«). Hence I
is an orbital graph of G acting on VI', and I" corresponds to a sharply 2-transitive
subconstituent. By a result of the third author [20], we have the following lemma:

Lemma 2.1. Using the notation defined above, one of the following holds:
(1) G acts 2-transitively on VT', and T is a complete graph,

(i) G is affine, that is, Z;‘, < G <1 AGL(n, p), where p is a prime;

(iii) G is an almost simple group.

Next we treat parts (i) and (ii).
Lemma 2.2. If T is a complete graph or G is of affine type, then Theorem 1.1 holds.

Proof: Suppose first that I' is a complete graph. Since G is transitive on the set of
2-arcs of I, it follows that G is transitive on the set of all triples of vertices of VT .
Hence G is 3-transitive on VI'. Further, since G is regular on the set of 2-arcs of I,
it follows that G is regular on the set of triples of vertices of VI', so G is sharply
3-transitive on VI, as in part (1) of Theorem 1.1.

Assume next that G is affine, that is, Z; <1 G < AGL(n, p), where p is a prime.
Then G = N:H,where N = Z’[’,, and H = G, isirreducible on N. Since G is regular
on the set of 2-arcs, G, is a sharply 2-transitive permutation group on I'(«). Because
N is regular on VI, vertices of I' may be identified with elements of N. Further, let
« be the vertex corresponding to the identity of N. Then the subset S := I'(«) is such
that two vertices x, y are adjacent if and only if y)c_1 € S. In this identification, H
acts on VI = N by conjugation. Since H is 2-transitive on S, it follows that p = 2
and N is an elementary abelian 2-group, as in part (2) of Theorem 1.1. O

This reduces the proof of Theorem 1.1 to the case where G is an almost simple
group. To investigate this case, we need more notation.

For a group G and a core free subgroup H < G, G has a faithful transitive per-
mutation representation on the set of right cosets [G : H] := {Hx | x € G} by right
multiplication. A coset graph

I' = Cos(G, H, HgH), where g € G with g> € H

is defined as the graph with vertex set [G : H] such that Hx is adjacent to Hy if and
only if yx~! € HgH, denoted by Cos(G, H, HgH).

It follows from the definition that if (H, g) = G then I" is connected. Label the
vertices corresponding to H and H g to be «, 8, respectively. Then the vertex stabilis-
ers G, = H and Gg = H¥, and the arc stabiliser Gy = G, N Gg = H N HS. It is
easily shown that T" is (G, 2)-arc transitive if and only if G, is 2-transitive on the
neighborhood I'(«). The following simple lemma then follows, refer to [2].

Lemma 2.3. A coset graphI" = Cos(G, H, HgH) is (G, 2)-arc transitive if and only
if H acts 2-transitively on the set of cosets [H : H N H¥].
@ Springer
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Table 2 The candidates for G

G H=K:L d Remark
i 11:10 11
7:6 7
J3.2 19:18 19
ON2 31:30 31
A 29:28 29
Fiy 29:28 29
M 41:40 41
Mo 5:4 5
Sy Zp:Zpy P p is prime
Sz(8) 5:4
57(8).3 7:6 7
3D4(2).3 13:12 13
2F4(2) 13:12 13
2F4(8).3 37:36 37
2G1(27).3 19:18 19
L3(4) 32:0s 32
S4(4).4 17:16 17
Us(4).4 13:12 13
Us3(2") 32:03 9 r > 3 is prime
L3(q) 32:0s 9 q = 4,7 (mod9) is prime
Us(q) 32:0s 9 (5 <)g =2,5 (mod9) is prime

3. Some technical lemmas

Let G be an almost simple group that acts on a graph I" vertex primitively and 2-arc
regularly. We give a series of lemmas regarding the group G and its action. The first
lemma lists the candidates of G and G, where « is a vertex.

Lemma 3.1. Let I" be a non-complete graph of valency d. Assume that G < Autl” acts
on VI primitively and on the set of 2-arcs regularly. Assume further that G is almost
simple. Then one of the following holds:

(i) d =3, G = As, and U is the Peterson graph;

(i) d =4, G = PSL(2, p) with p prime such that p = +3 (mod8), and 5 # p #*
+1 (mod 10); in this case there are exactly [(p + €)/12] non-isomorphic graphs,
where ¢ = %1 such that 3 divides p £ ¢;

(iii) d = 5, and (G, H, d) is one of the entries listed in Table 2; furthermore, for each
G in the list, the choice of H (up to G-conjugacy) is unique, where H = G, is
the vertex stabiliser.

Proof: If d < 4, this case is classified in [9] from which we have parts (i) and (ii).

@ Springer
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Assume nextd > 5. Since G is regular on the 2-arcs of I', the stabiliser H is faithful
and sharply 2-transitive on I'(«). By the result of [20], we have one of the following:

(i) G = M or BM, and H is a maximal 2-local subgroup of G,
(i) G = Us(8).6 or S4(8).S3, and H = 19:18 or (D14 x D14).2.53, respectively;
(iii) or G is a group in Table 2.

In case (i), we must have H = Z;:L for some integer t > 3. We claim that Zé is a
Sylow 2-subgroup of G. If this is not the case then there is a Sylow 2-subgroup P
such that Z} < P.Clearly, Z} < Np(Z}). Set T := (Np(Z}), H). Then H is a proper
normal subgroup of 7. Note that G is simple. Thus T < G, which contradicts the fact
that H is a maximal subgroup of G. On the other hand, by [1] we know that a Sylow
2-subgroup of G is not elementary abelian, which implies that G is neither M nor BM.

If G = Us(8).6, then H = K:L = 19:18. Computation shows that [Ng(L)| = 54.
It follows that there is no 2-element g satisfying Lemma 2.3, and hence no graph
occurs in this case.

If G = S4(8).S3, then H = K:L = (D4 x Dy14).2.5; and K = 72. It is clear that
there exists an involution in L which commutes with one of the two direct factors of
K. However, this contradicts the fact that L is regular on K. Hence no graph occurs
in this case. So (G, H, d) is one of the triples given in Table 2. O

The next lemma regards all 2-elements g that, together with (G, H) given in Table 2,
give rise to required graphs.

Lemma 3.2. Let (G, H) be one of the pairs in Table 2. Assume that the set
I(G, L) = {x € Ng(L)\L | x is a 2-element, and x> € L}

is not empty. Then Cos(G, H, HgH) is G-vertex primitive and 2-arc regular if and
onlyif g € I(G, L).

Proof: Let g € I(G, L), and I = Cos(G, H, HgH). Since Ny(L) =L and g ¢ L,
we have g ¢ H. Thus (H, g) = G since H is a maximal subgroup of G, and further,
since H is sharply 2-transitive on [H : L], T" is (G, 2)-arc regular. Conversely, if
I' = Cos(G, H, HgH) is G-vertex primitive and 2-arc regular, then it follows from
Lemma 2.3 that g € I(G, L). Il

The next lemma is crucial for determining the full automorphism group Autl".

G Gy=H F Fy VT IT()|
Ag.2 5:4 Sewr2  Sswr2 36 5
S7 7:6 Ag Ly(8):3 120 7
S, Zp:Zp o Sp+1 La(p):2 (p—2)! p
Li(4) 3208 Us(3) 3o, 280 9
Sz(8)3 76 Ags Se3 2080 7
Sz2(8).3 76 Spa(8) 0; (8 2080 7
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Lemma 3.3. Let (G, H, L) be atriple given in Table 2, and let T" = Cos(G, H, HgH)
for some g € I(G, L), where 1(G, L) is as defined in Lemma 3.2. Then G is normal
in Autl’, and Autl’ < Aut(G). Moreover, if Gy < Autl’ and G| = G, then G| = G.

Proof: Let A = Autl’, and let T = soc(G), the socle of G. Then T <G < A <
Sym(VT). Suppose that G and A have different socles. It follows that there exist
groups F and F such that G < F; < F < Sym(VT), soc(G) = soc(F}) # soc(F),
and F; maximal in F. Noticing that G is almost simple and primitive on VT, all the
possibilities for Fy, F are listed in [11, Tables 2—6]. It then follows that one of the
entries in the following table holds, where « is a vertex:

Notice that, since G < F < Autl", the overgroup F' has a 2-transitive subconstituent
FI'@® of degree |T'()|. It is then easily shown that only in row 4, F, could have a
transitive permutation representation of degree |I'(«)|. In this case, F, = 3f4:254
and F! = [3°]. Now (FI)'® < F,/”’ = 28, which is not possible. Thus in all the
cases, we get a contradiction, so S0OC(A) = soc(G). Checking the groups listed in Table
2, it is easily shown that G < Aut(T'), so Aut(T) = Aut(G). O

The following lemma deals with the isomorphism problem for our graphs.

Lemma 3.4. Suppose that (G, H, L) is a triple given in Table 2. Then, forany g, g’ €
I(G, L), Cos(G, H, HgH) = Cos(G, H, Hg'H) ifand only if g° € g'L for some o €
Nty (H) N Naug) (L)

Proof: Forg, g’ € I(G, L), if there exists 0 € Nayy)(H) N Nay)(L) such that g €
g'L, then Cos(G, H, HgH) = Cos(G, H, Hg° H) = Cos(G, H, Hg'H).

Conversely, let g,¢g' €I(G,L) be such that Cos(G,H,HgH)=
Cos(G, H, Hg'H). Then HNH¢=L=HNHS. Let I'=Cos(G, H, HgH),
I'"=Cos(G,H,Hg'H), A =Autl’ and B = Autl’. Then A= B, G < AN B, and
G, A and B are primitive permutation groups on [G : H]. Let ¢ be an isomor-
phism from I' to I'" such that H? = H. Then ¢ is a permutation of [G : H], and
A=¢Bp~! > 9Gp~! = G. By Lemma 3.3, Gy~ = G, that is, ¢ normalises G.
Since G is primitive, the centraliser Csymvry(G) =1, so ¢ may be viewed as an
automorphism of G.

Label the vertices H, Hg of T" as «, B, respectively, and label the vertex Hg’
as B'. Since I' is G-arc transitive, we may assume that «? = «, and 8¢ = 8/, that
is, H = H and (Hg)? = Hg'. Also (p’lGﬂcp = Gy, that is, ¢ 'H8p = H¢. So
LY = (H N Hg)fﬂ =HnN Hg, = L. Hence (/NS NAut(G)(H) N NAut(G)(L)-

Further, since ¢ fixes the vertex «, ¢ maps the neighborhood I'(«) to the neighbor-
hood I'"(«), Thus Hg*H = (HgH)¥ = Hg'H,so g € Hg'H, thatis, g¥ = h1g'h,
for some elements iy, h, € H. Let 0 = ph; € Autl’ < Aut(G) (h; acts on G by con-
jugation) and write & = hoh;. Then o € Npyw)(H) and

ga :g<ph| :g/h7

so g~ 'g% = h € H. Further, it is easily shown that

L°=(HNH®" =H°N(g 'Hg’ =HNH® =L.
@Springer
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So o € Naw)(L) and g% € Ng(L). Since g’ € Ng(L), we have g 'g% e Ng(L),
and as g’lg(r =h € H, we obtain h = g’lg" € HNNg(L)=Nyx(L)=1L, so
g =gheglL.

O

Finally, we prove a lemma for determining the number of non-isomorphic vertex
primitive 2-arc regular graphs. By Lemma 3.4, we need only to consider those graphs
generated by the elements of /(G, L). Let

K =Ny (H) N Nawy(L), . ={g=gL|ge€l(G,L)}.

For any « € K and any g € I(G, L), the image g* € I(G, L). Thus K has a natural
action on the set ¥ defined as

g’ =g° forceKandge X.

Notice that, by the definition of /(G, L), each element g € X is an involution of
Ng(L)/L. Furthermore, we have the following lemma to count our graphs.

Lemma 3.5. Let (G, H, L) be one of the entries in Table 2. Let n be the number of
non-isomorphic graphs corresponding to the triple (G, H, L). Then

(1) n equals the number of K -orbits in ¥;
(2) ifin addition G = Aut(G), then n equals the number of involutions in Ng(L)/L.

Proof: Let g, g' € I(G,L). If Cos(G, H, HgH) = Cos(G, H, Hg'H), then by
Lemma 3.4, there is a o € K such that g° = g’h for some h € L. So g° = g° =
g'h = g'. Conversely, if g and g’ belong to the same K -orbit, that is, g” = g’ for some
o € K, then g° € g’L. Thus by Lemma 3.4, Cos(G, H, HgH) = Cos(G, H, Hg'H).
Therefore, part (1) is true. If G = Aut(G), then as H is maximal in G, we have K =
Ng(H)NNg(L) = HNNg(L) =Npg(L) = L. Thus n = |X|, equal to the number
of involutions in Ng(L)/L. O

4. Proof of Theorem 1.1

As before, let I' be a non-complete graph of valency at least 5, and assume that
G < Autl is an almost simple group such that G is primitive on VI and regular on
the set of 2-arcs of I'. By Lemmas 3.1 and 3.2, we may assume that G is one of the
groups listed in Table 2, I' = Cos(G, H, HgH) where H = K:L is the corresponding
maximal subgroupof Gand g € I(G, L).Let A = Autl", and let n(A) be the number of
non-isomorphic graphs with automorphism group A. Note that Ng (L) is a subgroup of
some maximal subgroup of G containing L. We shall process our proof of Theorem 1.1
by analysing the candidates listed in Table 2 one by one.

Lemma 4.1. If soc(G) is a sporadic simple group or an exceptional simple group of
Lie type, then Theorem 1.1 holds.

@ Springer



J Algebr Comb (2007) 25:125-140 133

Proof: For G = J;, we have H = 7:6 or 11:10, and L = Z4 or Zj, respectively.
By [1], all cyclic subgroups of order |L| are conjugate, and so L is conjugate to a
subgroup of D¢ x Dy < G. It follows that Ng(L) = D; x Z; and Ng(L)/L = Z,,
where i = 6 or 10. By Lemma 3.3, we have G < A < Aut(J,) = J;, 80 A = J;. Then
by Lemma 3.5 (2), there is exactly one graph arising in each case, with valency 7 or
11, respectively.

For G = J5.2, we have H = 19:18 and L = Z;3. By [1], all cyclic subgroups of
order 18 are conjugate. Since G contains only one conjugacy class of maximal sub-
groups L,(17) x Z, which contain an element of order 18, there exists a subgroup
M = L,(17) x Z, of G such that Ng(L) < M, which implies that Ng(L) = Ny,(L).
Note that M has only one conjugacy class of maximal subgroups D;g x Z, contain-
ing elements of order 18. Similarly we deduce that Ng(L) is contained in a max-
imal subgroup of M isomorphic to Dig x Z;. It follows that Ng(L) = D3 X Z;
and Ng(L)/L = Z,. By Lemma 3.5(2), there exists exactly one graph occur-
ring in this case. By Lemma 3.3, we have G < A < Aut(J3) = J3.2, 50 A =G =
J3.2.

For G = ON .2, we have H = 31:30, and L = Z3,. By [1], all cyclic subgroups of
order 30 are conjugate. Since Z, X Dg X Djgcontains acyclic subgroup of order 30 we
may assume L < Z X Dg x Djg = Ng(L) < Z, x J; < G.HenceNg(L)/L = Z%.
By Lemma 3.3, we have A = G, and by Lemma 3.5 (2), there are exactly 3 graphs in
this case, that is, n(A) = 3.

For G = J4, we have H = 29:28, and L = Zyg. It follows from the information
given in [1] that all cyclic subgroups of order 28 are conjugate. Since the subgroup
23%12 (85 x L3(2)) contains a cyclic subgroup of order 28, we may assume that L <
23+12 (85 x L3(2)) < G. Now Cg(L) = L, and if a is an element of G of order 7,
then a is not conjugate to a~!. Thus, Ng(L) = Dg x (Z7:Z3), and soNg(L)/L = Z.
By Lemma 3.5 (2), there exists exactly one graph occurring. Then by Lemma 3.3, the
automorphism group A = G = Jy.

For G = Fiyy, we get H = 29:28,and L = Zyg. Let x be an element of L of order
28. Then x = x;x, such that o(x;) =4 and o(x;) = 7. By [1], |Cg(x2)| = 35280
or 2058. Since 4 does not divide 2058, we have |Cg(x;)| = 35280, so a Sylow 2-
subgroup S of Cg(x7) is of order 16. Hence Ng((x1)) > (x1). Let g € Ng({x1))\ {x1).
Then xf € (x;) and x§ = X3, S0 x8 € (x). Hence by Lemma 3.2, there exists at least
one graph. By Lemma 3.3, A = Fiy4. Again by [1], C5(x) = (x) = L. Thus the
number of involutions of Ng(L)/L is not greater than the number of involutions of
Aut(L) = Z, x Zg. Thus there are one or three graphs in this case, that is, n(A) = 1
or 3.

For the Monster simple group G = M, we have H = 41:40, and H = Z4. By
Lemma 3.3, if there exists a graph I in this case, the full automorphism group A = M.
By [1], we conclude that |Cg(Z40)/Z4o| = 10, 8 or 2. Thus there exists at least one
graph, that is, n(A) > 1.

For the Suzuki group G = Sz(8), we get H = 5:4,and L = Z,. Let x be an element
of L of order 4. By [1], x is not conjugate to its inverse and Ng(L) = Cg(L) has size
16. Let Q be a Sylow 2-subgroup of G containing L = (x). By Lemma 1 of [18],
we have that Z(Q) = Z%. Thus N (L) contains a subgroup 73, and so Ng(L) is not
isomorphic to Zf. Itfollows that Ng(L) = Cg(L) = Z4 x Z%. Now F' = Naywy(H) N
Nuw)(L) = Z4 x Zs3. Further, Z3 = Out(G) fixes x%andis semiregular on the set of
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the other 6 involutions of Ng(L). Since Cos(G, H, HgH) = Cos(G, H, ngzH), it
follows from Lemma 3.5 that exactly one graph occurs in this case, so that n(A) = 1.
By Lemma 3.3, it is easily shown that A = G = Sz(8).

For G = Sz(8).3, the subgroups H = 7:6 and L = Z. By the information given
in [1], we obtain Ng(L)/L = Z,. Thus by Lemma 3.5, there is exactly one graph in
this case. Since G = Aut(G), we have Autl’ = G by Lemma 3.3.

For the case G = 3D4(2).3, the subgroups H = 13:12 and L = Z;,. Let x be an
element of L of order 12. Then x = x;x, such that o(x;) = 4 and o(x,) = 3. By [1],
we get |Cg(x2)| = 12096 or 216. Thus a Sylow 2-subgroup S of Cg(xy) is of order
8, and so Ns({x1)) > (x1). Let g € Ng({x1))\ {(x1). Then x{ € (x;), and x§ = x5. So
x¢ = x{x§ € (x) = L,and L¢ = L. Since Aut(G) = G, by Lemma 3.3, if there exists
a graph for this case, the automorphism group A = G. Againby [1], C5(L) = L. Thus
the number of involutions of Ng(L)/L is not greater than the number of involutions
of Aut(G) = Z, x Z,. By Lemma 3.5 (2), exactly 1 or 3 graphs occur in the case, that
is, n(A) = 1 or 3.

For G = 2F4(2), wehave H = 13:12,and L = Z,,. It follows from the information
given in the Atlas [1] that all cyclic subgroups of G of order 12 are conjugate, and
so L < L,(25).2. Further analysis gives Ng(L) = Dy4, and so |[Ng(L)/L| = 2. By
Lemma 3.5 (2), there exists exactly one graph for this case. Since Aut(G) = G, we
have A = G by Lemma 3.3.

For G = 2F,4(8).3, we have H = 37:36 and L = Zss. If " exists, its valency is 37,
and since Aut(G) = G, we have A = G by Lemma 3.3. Let o be an automorphism
of T := 2F4(8) induced by a field automorphism of order 3. Then G = 2F4(8).(c).
Write L = (xp) and x¢o = x;x; such that o(x;) = 9 and o(x;) = 4. Let x = x?. Then
x € T is of order 3. By [17] (or see the first four lines of [12, 1.2]), all elements of T
of order 3 are conjugate. By Proposition 1.2 and its corollary of [12], we have

(x) x U3(8).2 = Cr(x) < Cg(x) = ({x) x Us(8).2).(0).

Now L < Cg(x) < ({x) x Us(8).2).{0). Since C5(L) < Cg(x), we obtain
x; € L < Cg(L) < Cg(x) = ({x) x Us(8).2).{0).

Let S be a Sylow 2-subgroup of Us(8).2 containing x,. Then by the Atlas [1], S =
23+6:2 and §* = S. Let

C = Cs(x2), N =Ns((x2)).

Since C* centralises x5' = x,, we have C*' = C. Further, foru € N, C*"' = C and
hence N*' = N. Let 2 = Ng({x2))\ (x2). Assume first that x, € U3(8). Using GAP,
computation shows that |C| = 2° and |N| = 27. Then |Q| = 27 — 4 = 124, not di-
visible by 3. Since x; normalises both (x,) and N, we have that x; fixes 2 set-
wise (by conjugation) and centralises at least one element of 2. Choose g to be
such an element such that g2 € L. Then g normalises L, and g € I(G, L). Assume
now that x, € U3(8).2\Us(8). Using GAP, computation shows that |C| = 27 = 128
and |N| = 2% = 256. Since x; normalises C and |C\ (x,)| = 124. Arguing as in the
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previous case, we get a 2-element g € C\ (x2) C €2, which lies in /(G, L). Thus by
Lemma 3.2, there exists a graph I'.

Finally, for the Ree group G = 2G,(27).3, we have H = 19:18 and L = Z;3. From
the information given in the Atlas [1], it is easily shown that there is no 2-element
satisfying Lemma 2.3. So no graph occurs for this case. O

Lemma 4.2. If the socle of G is A, for some n > 5, then Theorem 1.1 holds.

Proof: For G = Ag.2 = My, we have H = 5:4 and L = Z,4. It follows from [1] that
Ng(L) = Qg,andso I(G, L) € Qg\L.Onthe other hand, since H = Ng(H) = KL,
we conclude that (Qg\L) N Ng(H) = @. Thus I(G, L) = Qg\L. Since |Qg : L| = 2,
wehavethat Lx = Lyforanyx,y € Qs\L = I(G, L).Hence |X| = l,andson(A) =
1. By [1], NAut(G)(H) = H x Z,, so Autl" = Aut(G).

If G=S, then H=2,Z,_,. It is easy to show that Cc(Z,_1) = Z,_; and
Aut(Z,_1) < S,. Hence Ng(Z,—1)/Z,—1 = Aut(Z,_1), and by Lemma 3.5 (2), n(A)
equals the number of involutions of Ng(Z,_1)/Z,—1 = Aut(Z,_;). Let

p—1=pi'py...p}, where py =2 and p; are distinct odd primes for i > 2.

Then Aut(Z,_1) = Aut(Z) x Aut(Z 'z) X - X Aut(Z ’k) A Sylow 2-subgroup T of
Aut(Z,_)isisomorphic to Aut(Z ) x szz X o0 X Zzsk,where pi = 1(mod 2°%). Note
that 7 is normal in Aut(Z,_;) and Aut(qu) =1,Z, or Z, x Z,,-» depending on
ry = 1,2 or > 3. All involutions of Ng(Z,_1)/Z -1 arein T. Thus n(A) = 2k=1 1,
2k — 1 or 2! — 1. Since Aut(G) = G, we have Autl’ = G. O

Lemma 4.3. If G = L3(4), S4(4).4, or U3(4).4, then Theorem 1.1 holds.

Proof: For G = L3(4), we have H = 3%:Qg and L = Qg. Using GAP, computation
shows that G has a unique self-paired 2-transitive subconstituent of length 9. Thus
n(A) = 1. By the information givenin [1], Nawg)(H) = H.Djz,andso Autl’ = G.D;,.

For G = S4(4).4, we have H = 17:16 and L = Zs. Using GAP, computation
shows that G has a unique self-paired 2-transitive subconstituent of length 17. Thus
n(A) = 1. Since G = Aut(G), by Lemma 3.3, Autl” = G.

Finally, for G = U;3(4).4, we have H = 13:12 and L = Z,. Let x be an element of
L of order 12, and x = xx; such that o(x;) = 3 and o(x;) = 4. By [1], Cc(L) = L
Thus Ng(L)/L < Aut(L) = Z4. So [INg(L)/L| = 1,2 or 4. Again by [1] we know
that all cyclic subgroups of G of order 12 are conjugate in G and that there is a
maximal subgroup 5%:(4 x S3). So we may assume that L < 4 x S3, which implies
that [INg(L)/L| # 1.If|[Ng(L)/L| = 4, then the order of a Sylow 2-subgroup of N (L)
is 16. Let T be a Sylow 2-subgroup of N (L). It follows that L < T'. Moreover there
are two distinct two elements x, y € Ng(L)\L such that T = (x;, x, y). Since (x;) is
a characteristic subgroup of L, (x;)* = (x1)” = (x1). On the other hand from [1] we
know that the order of a Sylow 2-subgroup of C¢({x;)) is 4 and hence (xz) is the Sylow
2-subgroup of Cg((x;)), which implies that x{ = xly =X, ~!. Thus xl = x; and
hencexy~! € Co((xi)NT = (xp) < L.Thus T = (L, x) and x? ¢ L (for otherwise
|T| # 16). However xfz = x; and hence x?> € Co((x;)NT = (x,) < L, which is a
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contradiction. Thus |Ng(L)/L| =2 and n(A) = 1 as expected. Since G = Aut(G),
Autl” = G. g

Lemmad.4. Let G = U3;(2") and H = Z%:Qg, where r > 3 is a prime. Then Autl’ =
Us(2").S3, and the number of non-isomorphic graphs equals (2'~' — 1)/r.

Proof: Now L = Qg. First we determine (G, L). It follows from [5, XI 13.9] that
the intersection of any two Sylow 2-subgroups is equal to the identity group. Thus
L is contained in a unique Sylow 2-subgroup S. If g € I(G, L), then (L,g) < S
and so 1(G, L) < S. By [5, VIII 7.10], S is a Suzuki 2-group with |S| = |Z(S)]3.
By [5, VIII 7.9], 8" = Z(S) consists of the identity and all involutions of S. It is clear
that Z(S) < Ng(L) and LZ(S)\L < I(G, L). Conversely, assume that g € I(G, L).
If g is an involution, then since g € S, g € Z(S) C LZ(S). If o(g) = 4, then g2 is
the unique involution of L. Suppose that L = (a, b) with o(a) = 4 = o(b). Assume
that g ¢ LZ(S). Since {a, b)¢ = (a, b) and S’ = Z(S), a® = g"'aga™'a = ea where
e =g laga™' € Z(S). Since g"'ag,a”' € L, we have e € L and so e = 1 or a’.
Thus a® = aora~'.If a® = a then (a, g) is an abelian group and contains the unique
involution a? = g2. By [4, III 8.2], (a, g) is cyclic and so g € (a) as exp(S) = 4,
a contradiction. Thus a8 = a~'. Similarly b = b~!. It follows that (a, b, g) con-
tains the unique involution a®> = b*> = g?. Again by [4, Il 8.2], (a, b, g) = Qg as
exp(S) =4, so g € (a, b), a contradiction. Thus we conclude that g € LZ(S) and
I(G, L) = LZ(S)\L. By Lemma 3.2, all 2-arc transitive graphs obtained from G
satisfying our requirement are determined by Z(S)\ {1, a}. Now we consider the ac-
tion of F' := Nay)(H) N Nauwg)(L) on Z(S). In the meaning of Aschbacher’s eight
subgroup collections (see [7, page 71, Table 3.5.B]), H = 3%: Qs is a member of Cs.
Hence H = U3(2). It is clear that U3(2) << PGU3(2) < PGU3(2"), which implies
that the diagonal automorphism of G normalizes H. Furthermore, the field automor-
phism of G induces an automorphism of order 2 on the ground field G F(2?) on which
H = U;(2)isdefined. Hence the field automorphism of G normalizes H . It follows that
Nute)(H) = Hi(Z3:Z,) = H:(S3 x Z,) = Z3:(L:«(S3 x Z,)). Thus F = L:(S3 x
Z,) = (L:S3) x Z,.Itisclear that N (Z(S)) > Ng(S). By [4,1110.12], N (S) is max-
imal in G, so NG(Z(S)) = Ng(S) = S:Z(p2r_)/3. Furthermore, it is not hard to verify
that Cg(Z(S)) = S:Zr41),3- Hence NG (Z(S))/C(Z(S)) = Z,-_;. Similarly one can
prove that NAut(G)(Z(S)) = S:(Zyr_1:Z5,) and CAut(G)(Z(S)) = S:(Zy41:Z3), which
implies that Nayc)(Z(S))/ Cauc)(Z(S)) = Zy_1:Z,. Thus the kernel of F acting on
Z(S) is equal to L:S3. So F fixes a? and acts semiregularly on the other involutions
of Z(S), namely, on Z(S)\{1, az}. Since Cos(G, H, HgH) = Cos(G, H, HgazH), it
follows that n(A) = (%)/V = (2"~! — 1)/r. Since S3 normalises H and fixes every
involution of Z(S), we have Autl’ = G.S;3. O

Lemma 4.5. Let G = L3(q), where g = 4,7(mod9) is a prime, and H = Z%:Qg.
Then

(G, 1), ifg =3 (mod4),,
(AutT", n) = :
(G,2)or (AU(G), 1), ifqg=1(mod4),

where n is the number of non-isomorphic corresponding graphs.
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Proof: All subgroups of L3(g) for odd ¢ were determined by Mitchell [13]. Let
L = Qg < H. It is to show that 16 divides |G| and so Ng(L) > L. By checking the
subgroups determined in [13], we get Ng(L) = Z;—1y/3.8s and [Z(4_1)3, S4] = 1. Let
M be a Hall 2’-subgroup and (x) a Sylow 2-subgroup of Z,_),». Since ¢ = 4, 7 (mod
9), 3 does not divide (¢ — €)/3. It follows that Ng(L) = M X ({a).S4). Furthermore,
(a).S4 = (a) o (L.{x,y)) = ({a) o L).(x, y),where(a) N L = Z»,0(x) =3,(x,y) =
S3 and L.(x, y) = 284. Itis not hard to write out all elements of (G, L):

{y.y ) if o(a) = 2,

I1(G,L) =
i{y, v, y"z, b, by, by*, by"z}L ifo(a) > 4

where b is an element of (a) of order 4. Again by [11], we have Nawe)(H) =
(3%:L).0 = 3%:(L.0), where O = Sy and L.O = 284, and Naw)(L) = Z4—1.54.(v)
such thatits centeris Z,_;, where v is a graph automorphism of G of order 2. Thus O <
Nauw)(L), no element of O centralizes L and O NG =1; Z,_; = M x (a) x (u),
where (4) = Z3 and (u,v) = S3. So F := Nawe)(H) N Naywe)(L) = L.O. Since
Aut(S4) = S4, v acts on Sy trivially. It follows that

Natoy(L) = (M x {(a) x (u)).(S4 x (v))
=M x ((u) x (({a) o L).{x, y))).{v)
=M x (u,v) x (({a) o L).{(x, y)).

Since S3 = O < Nay)(L), no element of O centralizes L, we have O = (ux!, vy')
where [ € L. We need to know the action of F = L.O on I(G, L). To do this, we need
only consider the action of o' = (ux, vy)on I(G, L). First suppose o(a) > 4. Then

yux — yx’ (yx)ux — y,\fz’ (yxz)“x =y,

Y=y )Y =y =y = =y, ()Y =y
b =b, b =b;

(by)™ =by*, (by"y™ =by", (by*)"" =by:

(by)vy — by, (be)vy — byx’ (byx2)vy — byxz'

It follows from Lemma 3.5 that n(A) = 3, that there are exactly three non-isomorphic
graphs, which are generated by y,b and by respectively. By Lemma 3.3, if
I' =Cos(G, H, HyH) or Cos(G, H, HbyH) then Autl’ = G, so n(G) =2; if I' =
Cos(G, H, HbH) then Autl’ = G.53 = Aut(G), so n(Aut(G)) = 1. If o(a) = 2, the
same argument leads to n(A) = 1 and A = Autl’ = G. Note that o(a) > 4 if and only
if 4 divides g — 1. This completes the proof of the lemma. 0
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Lemma 4.6. Let G = Us(q), where g = —4, —7(mod9) is a prime, and H = Z%IQg.
Then

(G.2, 1), ifq =3 (mod4),

(Autl’, n) = .
(G.2,2)or (G.6,1), ifg=1(mod4).

Proof: The techniques and organization of the proof are similar to that of Lemma 4.5.
All subgroups of Us(q) for odd ¢ were determined by Mitchell [13]. Let L = Qg <
H. Clearly, 16 divides |G|, so Ng(L) > L. By checking the subgroups determined
in [13], we get Ng(L) = Z(;—1),3.54 and [Z,_1);3, S4] = 1. Similar to the proof of
Lemma 4.5, Ng(L) = (M x (a)).(Z%:(x, y) =M x (({a) o L).{x, y)), where M is
a Hall 2'-subgroup of Z,_1y3, {a) is a Sylow 2-subgroup of Z(,_1)3, (a) N L = Z,,
o(x) =3, (x,y) =83 and L.(x, y) = 28,. It is not hard to write out all elements of
I(G, L):

(v, y*, ¥y} if o(a) =2,
IG, L)= 2 VL -
{y, y*, ¥, b, by, by*, by* }* if o(a) = 4

where b is an element of (a) of order 4. Again by [11], we have Nay6)(H) = (3%:L).0,
where O = Zgand L.O = 2A4 x Z,and Npy)(L) = Z4_1.54.(v) such that its cen-
teris Z,_1 x Zp and (v) = Z,. Thus O < Nay)(L), no element of order 3 of O cen-
tralizes Land O NG = 1;Z,_1 = M X {(a) x (u), where (u) = Z3 and (u, v) = Zg.
Since S4 is a complete group, the out-automorphism v of G of order 2 acts trivially
on Sy. It follows that

Nutoy(L) = (M x {a) x (u)).(S4 x (v))
M x ({u) x (({a) o L).{x, y))).(v)
= M x (u,v) x (({a) o L).(x, y}).

Now O = Zg is a subgroup of Nayg)(L). It follows that O = (ux', v) wherel € L.
‘We need to know the action of Nayc)(H) N Naw)(L) = L.O on I(G, L). Clearly we

need only consider the action of o' = (ux, v) on I(G, L). First suppose o(a) > 4.
Then

=yt o =y, () =
Y=y, )=y =yt () =0
b** =b, b* =b;
(by)™ = by*, (by )™ = by*, (by*)"" = by;
by)’ =by, (by")" =by*, (by")" =by".
It follows from Lemma 3.5 that n(A) = 3, that there are exactly three non-isomorphic

graphs, which are generated by y, b and by. By Lemma 3.3, if I' = Cos(G, H, HyH)
or Cos(G, H, HbyH) then Autl’ = G.2,son(G.2) = 2;ifI' = Cos(G, H, HbH) then
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Autl’ = G.Zg = Aut(G), so n(Aut(G)) = 1. If o(a) = 2, the same argument leads to
n(A) = 1 and Autl’ = G. Note that o(a) > 4 if and only if 4 divides ¢ — 1. The lemma
is now proved. g

Finally, we summarize the arguments for proving Theorem 1.1.

Proof of Theorem 1.1: Let I" be a graph, and assume that G < Autl" acts primitively
on the vertex set VI" and regularly on the set of 2-arcs of I'.

By Lemma 2.1, there are three cases that we need to deal with, that is, I" is a
complete graph, G is affine type, and G is almost simple. By Lemma 2.2, the first case
is as in Theorem 1.1 (1), and the second case is as in Theorem 1.1 (2). Thus we only
need to consider the case where G is an almost simple group.

By Lemma 3.1, if the valency of I" is at most 4, then Theorem 1.1 holds by the
result of [9]. Thus assume that the valency of I' is at least 5. Then all candidates for G
are listed in Table 2, see Lemma 3.1. So by Lemmas 4.1-4.6, for all the possibilities,
Theorem 1.1 holds. This completes the proof of Theorem 1.1.
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