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#### Abstract

An element $\mathbf{z} \in \mathbb{C} \mathbb{P}^{d-1}$ is called fiducial if $\{\mathbf{g z}: \mathbf{g} \in G\}$ is a set of lines with only one angle between each pair, where $G \cong \mathbb{Z}_{d} \times \mathbb{Z}_{d}$ is the one-dimensional finite Weyl-Heisenberg group modulo its centre. We give a new characterization of fiducial vectors. Using this characterization, we show that the existence of almost flat fiducial vectors implies the existence of certain cyclic difference sets. We also prove that the construction of fiducial vectors in prime dimensions 7 and 19 due to Appleby (J. Math. Phys. 46(5):052107, 2005) does not generalize to other prime dimensions (except for possibly a set with density zero). Finally, we use our new characterization to construct fiducial vectors in dimension 7 and 19 whose coordinates are real.
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## 1 Introduction

One of the most challenging problems in algebraic combinatorics is finding large sets of lines with few angles between the pairs. In particular, the problem of finding equiangular lines in real and complex spaces is still wide open. In this paper, we only work with lines which lie in complex space $\mathbb{C}^{d}$, unless stated otherwise. A line in $\mathbb{C}^{d}$ is an element in the complex projective space $\mathbb{C P}^{d-1}$, the space of one-dimensional complex vector subspaces of $\mathbb{C}^{d}$. Each element in $\mathbb{C} \mathbb{P}^{d-1}$ can be represented by a unit vector $\mathbf{u}$ in $\mathbb{C}^{d}$. Note that such a representation is not unique since $\lambda \mathbf{u}$ with $|\lambda|=1$ represents the same line. In the rest of the paper, we only work with the unit vectors

[^0]in $\mathbb{C}^{d}$ to represent a line. The cosine of the angle between the lines spanned by unit vectors $\mathbf{u}, \mathbf{v} \in \mathbb{C}^{d}$ is defined as $\left|\mathbf{u}^{*} \mathbf{v}\right|$, the absolute value of their inner product. A set of lines in $\mathbb{C}^{d}$ spanned by unit vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ is equiangular if there exists a constant $\alpha$ such that $\left|\mathbf{v}_{i}^{*} \mathbf{v}_{j}\right|=\alpha$ for every $1 \leq i<j \leq k$. It is not hard to show that if $X$ is a set of equiangular lines in $\mathbb{C}^{d}$ then $|X| \leq d^{2}$. If $|X|=d^{2}$ then $X$ is called a maximum set of equiangular lines. If such a maximum set exists then we must have $\alpha=1 / \sqrt{d+1}$. To the best of our knowledge, such maximum sets are presented in [2, 10-13, 17] for $2 \leq d \leq 10$ and $d \in\{12,19\}$. In addition, it is claimed in [7] (with reference to private communication with Markus Grassl) that such sets also exist for $d \in\{11,13,15\}$. Mostly, the proof that such given sets are equiangular is not published, as it may generally require pages of tedious algebra to give a complete proof. Nevertheless, the problem is still open for a general $d$ :

Problem 1.1 For any positive integer $d$, does there exist a set of $d^{2}$ equiangular lines in $\mathbb{C}^{d}$ ?

Throughout the paper, let $\left\{\mathbf{e}_{j}: j \in \mathbb{Z}_{d}\right\}$ be the standard basis for $\mathbb{C}^{d}$, and let $\omega$ be a $d$-th primitive root of unity in $\mathbb{C}$. The coordinates of a vector $\mathbf{z} \in \mathbb{C}^{d}$ are always indexed by $\mathbb{Z}_{d}$, the set of integers modulo $d$. When there is no confusion, we will write $\left(z_{j}\right)$ instead of $\left(z_{j}\right)_{j \in \mathbb{Z}_{d}}$ to represent $\mathbf{z}$. The conjugate of an element $x \in \mathbb{C}$ is denoted by $\bar{x}$ and $\mathbf{A}^{*}$ denotes the conjugate transpose of a complex valued matrix $\mathbf{A}$. The Pauli matrices for $\mathbb{Z}_{d}$ are defined by their action on the standard basis as follows:

$$
\begin{aligned}
& \mathbf{X}_{k}: \mathbf{e}_{j} \mapsto \mathbf{e}_{j+k}, \\
& \mathbf{Y}_{k}: \mathbf{e}_{j} \mapsto \omega^{j k} \mathbf{e}_{j},
\end{aligned}
$$

where $k \in \mathbb{Z}_{d}$. The group $\operatorname{GP}(d)=\left\langle\mathbf{X}_{j}, \mathbf{Y}_{k}: j, k \in \mathbb{Z}_{d}\right\rangle$ is usually called the generalized Pauli group or the one-dimensional finite Weyl-Heisenberg group. Define

$$
\mathcal{H}_{d}=\operatorname{GP}(d) / Z(\operatorname{GP}(d)),
$$

where $Z(G)$ denotes the centre of $G$. Observe that the quotient group $\mathcal{H}_{d}=$ $\left\{\mathbf{X}_{j} \mathbf{Y}_{k}\left\langle\omega \mathbf{I}_{d}\right\rangle: j, k \in \mathbb{Z}_{d}\right\}$ is isomorphic to $\mathbb{Z}_{d} \times \mathbb{Z}_{d}$, where $\mathbf{I}_{d}$ denotes the identity matrix of order $d$. All of the known constructions of maximum sets of equiangular lines have the form $\left\{\mathbf{X}_{j} \mathbf{Y}_{k} \mathbf{z}: j, k \in \mathbb{Z}_{d}\right\}$ for some $\mathbf{z} \in \mathbb{C}^{d}$ (except for the set of 64 lines in $\mathbb{C}^{8}$ constructed by Hoggar [12], in which the group $\mathbb{Z}_{2}^{3}$ is used instead of $\mathbb{Z}_{8}$ ).

Definition 1.2 A vector $\mathbf{z} \in \mathbb{C}^{d}$ is called fiducial if $\left\{\mathbf{g z}: \mathbf{g} \in \mathcal{H}_{d}\right\}$ is a set of equiangular lines.

It is widely believed that for every $d$ there exists a fiducial vector in $\mathbb{C}^{d}$ (for example see $[2,7,9,11,13,17])$. The set of $d^{2}$ equiangular lines in $\mathbb{C}^{d}$ has been discussed in different contexts. For example, in quantum information theory it is a symmetric informationally complete positive operator valued measure (SIC-POVM), which is composed of $d^{2}$ rank-one operators all of whose operator inner products are equal. In
the quantum information theory community, there has been notable interest to construct such SIC-POVMs in every dimension and most of the focus has been on SICPOVMs which are invariant under the Weyl-Heisenberg group (i.e. the SIC-POVMs that arise from fiducial vectors). Equiangular lines have several applications to quantum information such as quantum fingerprinting [15], quantum tomography [5] and quantum cryptographic protocols [8]. They also play a role in the Bayesian formulation of the quantum mechanics $[5,8]$ where they make nice standard quantum measurements. Equiangular lines have also been studied in the context of spherical codes and designs [6].

In Section 2 we will present a new characterization of fiducial vectors (Theorem 2.2) which plays an essential role in the rest of the paper. In Sections 3, 4, and 5, we study three types of fiducial vectors which are closely related: almost flat, argument Legendre, and real Legendre. Using the new characterization, we show that the existence of almost flat fiducial vectors implies the existence of certain cyclic difference sets. The fiducial vectors in dimensions 7 and 19 constructed by Appleby [2] are examples of the argument Legendre fiducial vectors. We prove that the construction of these vectors does not generalize to other prime dimensions (except for possibly a set with density zero). We also use our new characterization to construct fiducial vectors in dimension 7 and 19 whose coordinates are real. Finally, a concise fact regarding the non-existence of a general fiducial vector is discussed in Section 6.

A note about the proofs: To sustain the flow of the paper we have moved the proofs of some of the theorems to the Appendix.

## 2 The characterizing identities

One of the interesting properties of a set of equiangular lines of the form $\{\mathbf{g z}: \mathbf{g} \in G\}$ is that with certain assumptions on $G$, instead of checking the equality of $\binom{|G|}{2}$ inner products, one may only need to check $|G|$ of them:

Observation 2.1 Let $G$ be any set of matrices that is closed under matrix multiplication and the conjugate transpose operator. Assume $G$ contains the identity matrix $\mathbf{I}$ and let $\mathbf{z}$ be a vector. Then $\{\mathbf{g z}: \mathbf{g} \in G\}$ is a set of equiangular lines if and only if $\left|\mathbf{z}^{*} \mathbf{g z}\right|=c$ for every $\mathbf{g} \in G \backslash\{\mathbf{I}\}$ and $\left|\mathbf{z}^{*} \mathbf{z}\right|=1$. Here $c$ is the cosine of the common angle between the lines.

Note that $\mathcal{H}_{d}$, introduced above, is closed under matrix multiplication and the conjugate transpose operator and also contains the identity matrix.

For a given dimension $d$, by definition, fiducial vectors form the set of all roots of a system of multivariate polynomials in $z_{0}, \ldots, z_{d-1}, \bar{z}_{0}, \ldots, \bar{z}_{d-1}$ over the field $\mathbb{Q}(\omega)$. The following theorem shows that one may only consider $\mathbb{Q}$ instead of $\mathbb{Q}(\omega)$ and it gives a different characterization of fiducial vectors.

Theorem 2.2 A vector $\mathbf{z}=\left(z_{j}\right) \in \mathbb{C}^{d}$ is fiducial if and only iffor every $(s, t) \in \mathbb{Z}_{d} \times$ $\mathbb{Z}_{d}$ the following identities hold:

$$
f_{s, t}(\mathbf{z}):=\sum_{j \in \mathbb{Z}_{d}} z_{j} \bar{z}_{j+s} \bar{z}_{j+t} z_{j+s+t}= \begin{cases}0 & \text { for } s, t \neq 0 \\ \frac{1}{d+1} & \text { for } s \neq 0, t=0 \text { or } s=0, t \neq 0, \\ \frac{2}{d+1} & \text { for } s=t=0\end{cases}
$$

Proof For every $k \in \mathbb{Z}_{d}$ we have $\mathbf{X}_{s} \mathbf{Y}_{k} \mathbf{z}=\left(z_{j+s} \omega^{k(j+s)}\right)$. Thus $\mathbf{z}^{*} \mathbf{X}_{s} \mathbf{Y}_{k} \mathbf{z}=$ $\sum_{j \in \mathbb{Z}_{d}} \bar{z}_{j} z_{j+s} \omega^{k(j+s)}$. This implies that

$$
\begin{aligned}
\left|\mathbf{z}^{*} \mathbf{X}_{s} \mathbf{Y}_{k} \mathbf{z}\right|^{2} & =\left(\sum_{j \in \mathbb{Z}_{d}} z_{j} \bar{z}_{j+s} \omega^{-k(j+s)}\right)\left(\sum_{j^{\prime} \in \mathbb{Z}_{d}} \bar{z}_{j^{\prime}} z_{j^{\prime}+s} \omega^{k\left(j^{\prime}+s\right)}\right) \\
& =\sum_{j, j^{\prime} \in \mathbb{Z}_{d}} z_{j} \bar{z}_{j+s} \bar{z}_{j^{\prime}} z_{j^{\prime}+s} \omega^{k\left(j^{\prime}-j\right)} \\
& =\sum_{t \in \mathbb{Z}_{d}} \sum_{j \in \mathbb{Z}_{d}} z_{j} \bar{z}_{j+s} \bar{z}_{j+t} z_{j+t+s} \omega^{k t} \\
& =f_{s}\left(w^{k}\right)
\end{aligned}
$$

where $f_{s}(x)=\sum_{t=0}^{d-1} f_{s, t}(\mathbf{z}) x^{t}$. It follows that the vector $\mathbf{z}$ is fiducial if and only if

$$
f_{s}\left(\omega^{k}\right)= \begin{cases}1 & \text { for }(s, k)=(0,0)  \tag{1}\\ \frac{1}{d+1} & \text { for }(s, k) \neq(0,0)\end{cases}
$$

Let $\Omega_{d}=\left\{x \in \mathbb{C}: x^{d}=1\right\}$. For $s=0$, the above identity holds if and only if $f_{0}(x)-$ $1 /(d+1)$ vanishes on $\Omega_{d} \backslash\{1\}$ and $f_{0}(1)=1$, that is $\sum_{t \in \mathbb{Z}_{d}} f_{0, t}(\mathbf{z})=1$. For every $s \neq 0$, identity (1) holds if and only if $f_{s}(x)-1 /(d+1)$ vanishes on $\Omega_{d}$. Since $f_{s}(x)-1 /(d+1)$ is a polynomial of degree at most $d-1$, this is equivalent to the fact that $f_{s}(x)$ is identically equal to zero. That is $f_{s, t}(\mathbf{z})=0$ when $t \neq 0$, and $f_{s, 0}(\mathbf{z})=1 /(d+1)$. Since $f_{s, t}(\mathbf{z})=f_{t, s}(\mathbf{z})$, by combining the above cases, we get the desired result.

Remark. We have noted that the above theorem has also been discovered independently in [3], a few months after the original submission of this article.

Remark. For every $s, t \in \mathbb{Z}_{d}$, we have $f_{s, t}(\mathbf{z})=f_{t, s}(\mathbf{z})=\overline{f_{s,-t}(\mathbf{z})}$. Therefore the set $\mathbb{Z}_{d} \times \mathbb{Z}_{d}$ in Theorem 2.2 can be replaced with the set:

$$
\left\{(s, t) \in \mathbb{Z}_{d} \times \mathbb{Z}_{d}: 0 \leq s \leq t \leq\lfloor d / 2\rfloor\right\}
$$

As an immediate corollary, we get the following necessary conditions for a vector to be fiducial:

Corollary 2.3 Let $\mathbf{z}=\left(r_{j} e^{i \theta_{j}}\right)$, where $r_{j} \in \mathbb{R}$ and $\theta_{j} \in[0,2 \pi)$, be a fiducial vector in $\mathbb{C}^{d}$. Then the following identities hold:

$$
\sum_{j \in \mathbb{Z}_{d}} r_{j}^{2} r_{j+s}^{2}= \begin{cases}\frac{1}{d+1} & \text { for } s \in \mathbb{Z}_{d} \backslash\{0\}  \tag{2}\\ \frac{2}{d+1} & \text { for } s=0\end{cases}
$$

Remark Note that the set $\left\{\mathbf{X}_{0} \mathbf{Y}_{k} \mathbf{z}: k \in \mathbb{Z}_{d}\right\}$ is equiangular if and only if (2) holds, and also note that $\left\{\mathbf{X}_{0} \mathbf{Y}_{k}\left\langle\omega \mathbf{I}_{d}\right\rangle: k \in \mathbb{Z}_{d}\right\}$ is a subgroup of $\mathcal{H}_{d}$ isomorphic to $\mathbb{Z}_{d}$. Therefore, the equiangular condition test for this set is independent of the argument values of the coordinates of $\mathbf{z}$ and it is only dependent on their absolute values.

A note on equiangular vectors A set of vectors in $\mathbb{R}^{d}$ is called equiangular if the inner product between every two distinct vectors in the set is a constant. Note the difference between equiangular vectors and equiangular lines where we require the absolute value of the inner products to be a constant. Now, assume that $\mathbf{z}=\left(r_{j} e^{i \theta_{j}}\right)$, where $r_{j} \in \mathbb{R}$ and $\theta_{j} \in[0,2 \pi)$, is a fiducial vector in $\mathbb{C}^{d}$. Also, let $\mathbf{x}=\left(\sqrt{\frac{d+1}{2}} r_{j}^{2}\right)$. Then, using Corollary 2.3, one may observe that $S=\left\{\mathbf{x}, \mathbf{X}_{1} \mathbf{x}, \ldots, \mathbf{X}_{d-1} \mathbf{x}\right\}$ is a set of $d$ equiangular vectors on the unit sphere in $\mathbb{R}^{d}$ with common angle $60^{\circ}$. Note that the set $S$ is unique up to a unitary transformation $\mathbf{Q}$. This is because the matrix whose set of columns is $S$ can be decomposed to $\mathbf{Q R}$, where $\mathbf{Q}$ is a unitary and $\mathbf{R}$ is an upper triangular matrix.

In the following three sections, we will treat three types of fiducial vectors: almost flat, argument Legendre, and real Legendre. The argument Legendre fiducial vectors are almost flat and are discussed by Appleby [2] in specific dimensions. Since the real Legendre fiducial vectors have very similar properties to the argument Legendre ones and also all of the coordinates of such vectors have the same argument, we have also investigated this class of fiducial vectors.

## 3 Almost flat fiducial vectors

A vector in $\mathbb{C}^{d}$ is called flat if all its coordinates have the same absolute value. It is proved [9] that there are at most $d^{2}-d+1$ flat equiangular lines in $\mathbb{C}^{d}$ (and there are exactly $d^{2}-d+1$ such lines when $d-1$ is a prime power). In particular, no flat fiducial vectors exist (this can also be concluded easily from Corollary 2.3). To take it one step further, we say a vector is almost flat if it is flat except for one coordinate. Appleby [2] constructed fiducial vectors in dimensions 7 and 19 which are almost flat. Using an eigenvalue argument, Roy [14] proved that for almost flat fiducial vectors in $\mathbb{C}^{d}$, the absolute values of the coordinates are determined in terms of $d$. We provide an alternative proof of this fact here:

Theorem 3.1 Let $\mathbf{z}$ be a fiducial vector in $\mathbb{C}^{d}$ such that one coordinate of $\mathbf{z}$ has absolute value $b$, and all other coordinates have absolute value $a$. Then

$$
a^{2}=\frac{1 \mp 1 / \sqrt{d+1}}{d}, \quad b^{2}=\frac{1 \pm(d-1) / \sqrt{d+1}}{d}
$$

Proof Since $\mathbf{z}$ is a unit vector, we have $b^{2}+(d-1) a^{2}=1$. By letting $s=0$ in Corollary 2.3, we get $b^{4}+(d-1) a^{4}=2 /(d+1)$. Solving for $a^{2}$ and $b^{2}$, we get the stated values.

Remark. Note that $\left(a^{2}, b^{2}\right)=((1+1 / \sqrt{d+1}) / d,(1-(d-1) / \sqrt{d+1}) / d)$ is only possible for $d \leq 3$, since we must have $a^{2}, b^{2} \geq 0$.

In fact, we can prove a stronger result. Namely, the existence of a cyclic difference set in $\mathbb{Z}_{d}$ is a necessary condition for the existence of fiducial vectors in which the coordinates take exactly two distinct absolute values. Before stating the result, recall that a ( $d, k, \lambda$ )-cyclic difference set is a set $D=\left\{\alpha_{1}, \ldots, \alpha_{k}\right\} \subseteq \mathbb{Z}_{d}$ such that each element in $\mathbb{Z}_{d} \backslash\{0\}$ can be represented as a difference $\alpha_{i}-\alpha_{j}$ in exactly $\lambda$ different ways (see for example [4]). The proof of the following theorem is given in Appendix B.

Theorem 3.2 Let $a \neq b$ be real numbers and $k, d$ be integers such that $0<k \leq d / 2$. Let $\mathbf{z}=\left(z_{j}\right) \in \mathbb{C}^{d}$ be a fiducial vector such that $k$ coordinates of $\mathbf{z}$ have absolute value $b$, and all other coordinates have absolute value a. Let $D=\left\{j \in \mathbb{Z}_{d}:\left|z_{j}\right|=b\right\}$. Then

$$
a^{2}=\frac{1}{d}\left(1 \mp \sqrt{\frac{k(d-1)}{(d+1)(d-k)}}\right), \quad b^{2}=\frac{1}{d}\left(1 \pm \sqrt{\frac{(d-k)(d-1)}{k(d+1)}}\right)
$$

and $D$ forms $a(d, k, \lambda)$-cyclic difference set in $\mathbb{Z}_{d}$. In particular, $d-1$ must divide $k(k-1)$.

Remark. Note that $\left(a^{2}, b^{2}\right)=((1+\sqrt{k(d-1) /(d+1) /(d-k)}) / d$, $(1-$ $\sqrt{(d-k)(d-1) /(d+1) / k}) / d)$ is only possible for $d \leq 2 k+1$.

## 4 Argument Legendre fiducial vectors

Let $p$ denote a prime number. For every $j \in \mathbb{Z}_{p}$ let $\left(\frac{j}{p}\right)$ denote the Legendre symbol, that is $\left(\frac{j}{p}\right)$ is 0 (respectively 1 or -1 ) if $j=0$ (respectively if $j$ is a quadratic or a non-quadratic residue).

Definition 4.1 We say a fiducial vector $\mathbf{z}=\left(z_{j}\right) \in \mathbb{C}^{p}$ is argument Legendre (AL) if there exist $a, b, \theta \in \mathbb{R}$ such that

$$
z_{j}= \begin{cases}b & \text { if } j=0 \\ a e^{i\left(\frac{j}{p}\right) \theta} & \text { if } j \neq 0\end{cases}
$$

Note that AL fiducial vectors are almost flat. Thus, by Theorem 3.1 and its succeeding remark, if $p>3$ then we must have $a^{2}=(1-1 / \sqrt{p+1}) / p$ and $b^{2}=$ $(1+(p-1) / \sqrt{p+1}) / p$. In fact, if an AL fiducial vector exists, then the value of $\theta$ is also determined in terms of $p$ :

Proposition 4.2 Let $p>3$ such that $p \equiv 3(\bmod 4)$. If $\mathbf{z} \in \mathbb{C}^{p}$ is an $A L$ fiducial vector with parameters $(a, b, \theta)$ then

$$
\theta=\left\{\begin{array}{lll}
\cos ^{-1}(1 / \sqrt{2+\sqrt{p+1}}) & \text { for } p \equiv 3 & (\bmod 8)  \tag{3}\\
\cos ^{-1}\left(-\sqrt{\frac{2+\sqrt{p+1}}{p+1}}\right) & \text { for } p \equiv 7 & (\bmod 8)
\end{array}\right.
$$

The proof of this proposition is rather long and technical and is given in the Appendix. By using Theorem 2.2 it is easy to check that the vector $\left(\sqrt{2 / 3}, e^{i \pi / 3} / \sqrt{6}\right.$, $e^{-i \pi / 3} / \sqrt{6}$ ) is an AL fiducial vector in $\mathbb{C}^{3}$. The construction of AL fiducial vectors in $\mathbb{C}^{7}$ and $\mathbb{C}^{19}$ is given by Appleby in [2]. However, a proof that the given vectors are in fact fiducial is not given in his work. One may interpret that the proofs are basic but require some extensive tedious algebra. We will give a short proof that Appleby's vectors [2] are fiducial:

Theorem 4.3 AL fiducial vectors exist for $p=7$ and $p=19$.
Proof Let $f_{s, t}(\mathbf{z})$ be as defined in Theorem 2.2. Recall from Theorem 2.2 (and the remark following it) that an AL fiducial vector $\mathbf{z} \in \mathbb{C}^{p}$ with parameters $a, b$, and $c=\cos \theta$ exists if and only if the system of equations

$$
\begin{array}{r}
f_{0,0}(\mathbf{z})-2 /(p+1)=f_{0, r}(\mathbf{z})-1 /(p+1)=f_{s, t}(\mathbf{z})=0 \\
\text { where } 0<r \leq\lfloor p / 2\rfloor \text { and } 0<s \leq t \leq\lfloor p / 2\rfloor \tag{4}
\end{array}
$$

has a solution. If $p=7$, we may easily verify that

$$
\begin{aligned}
& f_{0,0}(\mathbf{z})=6 a^{4}+b^{4} \\
& f_{0,1}(\mathbf{z})=f_{0,2}(\mathbf{z})=f_{0,3}(\mathbf{z})=5 a^{4}+2 a^{2} b^{2} \\
& f_{1,1}(\mathbf{z})=f_{2,2}(\mathbf{z})=f_{3,3}(\mathbf{z})=4 a^{4} c^{2}\left(4 c^{2}-3\right)+a^{2} b^{2}+2 a^{3} b c, \\
& f_{1,2}(\mathbf{z})=f_{1,3}(\mathbf{z})=f_{2,3}(\mathbf{z})=4 a^{4} c^{2}-a^{4}+4 a^{3} b c\left(2 c^{2}-1\right)
\end{aligned}
$$

It is therefore straightforward to check that the system (4) has a solution for $p=7$ when

$$
a=\sqrt{\frac{4-\sqrt{2}}{28}}, \quad b=\sqrt{\frac{2+3 \sqrt{2}}{14}}, \quad c=\cos \theta=-\frac{\sqrt{\sqrt{2}+1}}{2} .
$$

(the values of $a, b$, and $\theta$ are taken from Theorem 3.1 and Proposition 4.2.)
Analogously for $p=19$, we have

$$
\begin{aligned}
f_{0,0}(\mathbf{z}) & =18 a^{4}+b^{4}, \\
f_{0, r}(\mathbf{z}) & =17 a^{4}+2 a^{2} b^{2}, \\
f_{r, r}(\mathbf{z}) & =16 a^{4} c^{2}\left(2 c^{2}-1\right)+a^{2} b^{2}+2 a^{3} b c\left(4 c^{2}-3\right), \\
f_{r, 2 r}(\mathbf{z})=f_{r, 7 r}(\mathbf{z}) & =a^{4}\left(16 c^{4}-4 c^{2}+3\right)+4 a^{3} b c\left(2 c^{2}-1\right), \\
f_{r, 3 r}(\mathbf{z})=f_{r, 4 r}(\mathbf{z}) & =4 a^{4} c^{2}-a^{4}+4 a^{3} b c\left(2 c^{2}-1\right),
\end{aligned}
$$

for all $r \in \mathbb{Z}_{19}$ such that $1 \leq r \leq 9$. A straightforward evaluation at

$$
a=\sqrt{\frac{10-\sqrt{5}}{190}}, \quad b=\sqrt{\frac{5+9 \sqrt{5}}{95}}, \quad c=\cos \theta=\sqrt{\frac{\sqrt{5}-1}{8}},
$$

shows that the system (4) has a solution for $p=19$.

Using Maple, Roy [14] confirms (numerically) that there are no other AL fiducial vectors for $p \leq 400$. We conjecture that AL fiducial vectors only exist for $p \in\{3,7,19\}$. Except for a set of primes with density zero, we are able to confirm this conjecture:

Theorem 4.4 There exists a set of primes $\mathcal{P}$ with zero density (in the set of all primes that are equal to 3 modulo 4 ) such that for all $p \notin \mathcal{P}$ there exists no $A L$ fiducial vector in $\mathbb{C}^{p}$.

In fact, in the proof of Theorem 4.4, we will see that $\mathcal{P}$ is the set of primes $p>7$ such that $a(p)=-3$ and $p \equiv 11$ or $19(\bmod 24)$, where $a(p)$ denotes the trace of the Frobenius endomorphism of the elliptic curve $y^{2}=x(x+1)(x+2)(x+3)$ :

$$
a(p)=-\sum_{x \in \mathbb{Z}_{p}}\left(\frac{x(x+1)(x+2)(x+3)}{p}\right)
$$

The fact that the set $\mathcal{P}$ has density zero follows from Theorem 20 in [16].

## 5 Real fiducial vectors

We say a fiducial vector $\mathbf{z}$ of dimension $d$ is real if $\mathbf{z} \in \mathbb{R}^{d}$.

Example 5.1 By Theorem 2.2, a vector $\mathbf{z}=(a, b, c) \in \mathbb{R}^{3} \subset \mathbb{C}^{3}$ is fiducial if and only if $a^{4}+b^{4}+c^{4}-1 / 2=a^{2} b^{2}+b^{2} c^{2}+c^{2} a^{2}-1 / 4=a b c(a+b+c)=0$. It is easy to see that $(0,1 / \sqrt{2}, 1 / \sqrt{2})$ is a solution to this system and is thus a real fiducial vector.

It seems that real fiducial vectors rarely exist as the assumption $\mathbf{z} \in \mathbb{R}^{d}$ is rather strong. On the other hand, searching for such fiducial vectors should be easier since one needs to deal with less parameters. In fact, the number of unknown real parameters in a real fiducial vector in $\mathbb{C}^{d}$ is only $d$ compared to the number of unknown real parameters in a general fiducial vector in $\mathbb{C}^{d}$ which is $2 d-1$ (we may always assume $z_{0} \in \mathbb{R}$ ). Despite this fact, we are able to find real fiducial vectors in dimension 7 and 19 where the coordinates only take 3 distinct values.

It would be quite interesting to know whether real fiducial vectors in dimensions other than 3, 7, and 19 exist. In this section, we will discuss a special type of real fiducial vectors (called real Legendre) which have similar characteristics to the argument Legendre fiducial vectors.

### 5.1 Real Legendre fiducial vectors

Let $p$ be a prime number. We call a fiducial vector $\mathbf{z}=\left(z_{j}\right) \in \mathbb{C}^{p}$ real Legendre ( $R L$ ) if there exist $a, b, c \in \mathbb{R}$ such that

$$
z_{j}= \begin{cases}a & \text { if } j=0 \\ b & \text { if }\left(\frac{j}{p}\right)=1 \\ c & \text { if }\left(\frac{j}{p}\right)=-1\end{cases}
$$

In the next two theorems, we will show that real Legendre fiducial vectors exist for $p \in\{7,19\}$.

Theorem 5.2 Let $\{ \pm a\}$ be the set of real roots of $56 x^{4}+8 x^{2}-1$ and let $\{ \pm b, \pm c\}$ be the set of real roots of $3136 x^{8}-2240 x^{6}+568 x^{4}-56 x^{2}+1$ with $a<0<b, c$. Then the $R L$ vector $\mathbf{z}=(a, b, b, c, b, c, c) \in \mathbb{R}^{7}$ is a fiducial vector in $\mathbb{C}^{7}$.

Proof By Theorem 2.2, the vector $\mathbf{z} \in \mathbb{R}^{7}$ is fiducial if and only if ( $a, b, c$ ) is a solution to the following system

$$
\begin{aligned}
f_{0,0}(\mathbf{z}) & =a^{4}+3\left(b^{4}+c^{4}\right)=1 / 4 \\
f_{0,1}(\mathbf{z})=f_{0,2}(\mathbf{z})=f_{0,3}(\mathbf{z}) & =a^{2}\left(b^{2}+c^{2}\right)+b^{4}+c^{4}+3 b^{2} c^{2}=1 / 8 \\
f_{1,1}(\mathbf{z})=f_{2,2}(\mathbf{z})=f_{3,3}(\mathbf{z}) & =\left(2 a(b+c)+b^{2}+c^{2}+b c\right) b c=0 \\
f_{1,2}(\mathbf{z})=f_{1,3}(\mathbf{z})=f_{2,3}(\mathbf{z}) & =a^{2} b c+a\left(b^{3}+c^{3}\right)+b c(b+c)^{2}=0
\end{aligned}
$$

Let $I=\left\langle f_{0,0}(\mathbf{z})-1 / 4, f_{0,1}(\mathbf{z})-1 / 8, f_{1,1}(\mathbf{z}), f_{1,2}(\mathbf{z})\right\rangle$. Using a computer algebra system, such as MAPLE, we may find the Gröbner basis $G_{c}$ of $I$ with respect to the pure lexicographic monomial order induced by $a>b>c$. We observe that $G_{c}=$ $\{h(c), b-f(c), a-g(c)\}$, where

$$
\begin{aligned}
& h(x)=3136 x^{8}-2240 x^{6}+568 x^{4}-56 x^{2}+1 \\
& f(x)=-8 / 23 x\left(784 x^{6}-707 x^{4}+184 x^{2}-14\right) \\
& g(x)=-1 / 23 x\left(9408 x^{6}-3976 x^{4}+276 x^{2}+39\right)
\end{aligned}
$$

Hence $h(c) \in I$ and we must have $h(c)=0$. Similarly, we get $h(b)=0$ and $56 a^{4}+$ $8 a^{2}-1=0$. Now, since $h(0)=1>0$ and $h(1 / 4)<0$, we may assume $c \in(0,1 / 4)$. On the interval $(0,1 / 4)$, we have $f(x)>0$ and $g(x)<0$. Therefore $b=f(c)>0$ and $a=g(c)<0$.

Remark. Since every fiducial vector has unit length, we have added the polynomial $a^{2}+3 b^{2}+3 c^{2}-1$ to the set of generators of $I$ to reduce the degree of the polynomials in the Gröbner bases.

Theorem 5.3 Let $\{ \pm a\}$ be the set of real roots of $76 x^{4}+10 x^{2}-5$ and let $\{ \pm b, \pm c\}$ be the set of real roots of $144400 x^{8}-34200 x^{6}+3640 x^{4}-160 x^{2}+1$ with $b<0<$ $a, c$. Then the $R L$ vector in $\mathbb{C}^{19}$ with parameters $(a, b, c)$ is a fiducial vector.

Proof The given RL vector $\mathbf{z} \in \mathbb{R}^{19}$ is fiducial if and only if ( $a, b, c$ ) is a solution to the following system:

$$
\begin{aligned}
& f_{0,0}(\mathbf{z})=a^{4}+9\left(b^{4}+c^{4}\right)=1 / 10 \\
& f_{0,1}(\mathbf{z})=a^{2}\left(b^{2}+c^{2}\right)+4\left(b^{4}+c^{4}\right)+9 b^{2} c^{2}=1 / 20 \\
& f_{1,1}(\mathbf{z})=a b c(a+b+c)+2(b+c)^{2}\left(b^{2}+c^{2}\right)=0 \\
& f_{1,2}(\mathbf{z})=2 a b c(b+c)+b^{4}+3 b^{3} c+7 b^{2} c^{2}+3 b c^{3}+c^{4}=0, \\
& f_{1,3}(\mathbf{z})=a(b+c)\left(b^{2}+c^{2}\right)+5 b c\left(b^{2}+b c+c^{2}\right)=0
\end{aligned}
$$

The rest of the proof is similar to the proof of Theorem 5.2.
Remark. As in dimension 7, adding the polynomial $a^{2}+9 b^{2}+9 c^{2}-1$ to the set of generators of $I$ would reduce the degree of the polynomials in the Gröbner bases.

The following result is an analogous version of Theorem 4.4 for RL vectors:
Theorem 5.4 There exists a set of primes $\mathcal{P}$ with zero density (in the set of all primes that are equal to 3 modulo 4) such that for all $p \notin \mathcal{P}$ there exists no $R L$ fiducial vector in $\mathbb{C}^{p}$.

Since the proof of the above theorem is similar to that of Theorem 4.4 and only involves some basic algebra, we have omitted the proof. However, in the proof of the Theorems 4.4 and 5.4 , one can see that the exact same set $\mathcal{P}$ satisfies the conditions of these two theorems. This strongly suggests that one may find a one to one correspondence between the set of AL fiducial vectors and the set of RL fiducial vectors. If such a transformation is found then the proof of one of the mentioned theorems can be skipped. Now let us look at a crucial group for which a fiducial vector is invariant. We will discuss briefly why such a transformation (if any) cannot be in this group.

Let $\mathrm{C}(d)$ denote the Clifford group, the group of all unitary operations $\mathbf{U}$ which normalize the generalized Pauli group $\operatorname{GP}(d)$, i.e. $\mathbf{U G P}(d) \mathbf{U}^{*}=\operatorname{GP}(d)$. Let $\mathbf{J}$ be the mapping that maps $\left(z_{j}\right) \in \mathbb{C}^{d}$ to $\left(\overline{z_{j}}\right)$. The extended Clifford group is the group consisting of $\mathrm{C}(d)$ and all elements of the form $\mathbf{J U}$, where $\mathbf{U} \in \mathrm{C}(d)$. This group is denoted by $\mathrm{EC}(d)$. The relevance of the (extended) Clifford group to the set of equiangular lines arising from $\operatorname{GP}(d)$ has been discussed by several authors (for example see $[2,10])$. Note that if $\mathbf{z}$ is a fiducial vector and $\mathbf{U} \in \mathrm{EC}(d)$ then $\mathbf{U z}$ is also a fiducial vector. Therefore $\mathrm{EC}(d)$ lies in the automorphism group of the set of fiducial vectors in $\mathbb{C}^{d}$. Appleby [2] proves that for odd $d$ the group $\mathrm{EC}(d)$ modulo its centre $\mathrm{I}(d)$ is isomorphic to the group $\left.\operatorname{ESL}\left(2, \mathbb{Z}_{d}\right)\right\}\left(\mathbb{Z}_{d} \times \mathbb{Z}_{d}\right)$, where $\operatorname{ESL}\left(2, \mathbb{Z}_{d}\right)$ denotes the group of all $2 \times 2$ matrices over $\mathbb{Z}_{d}$ with determinant equal to $\pm 1$ and $z$ denotes the wreath product. On page 17 in [2], Appleby also describes a method to find the stability group of a given fiducial vector $\mathbf{z} \in \mathbb{C}^{d}$, the set of all $\mathbf{U} \in \mathrm{EC}(d) / \mathrm{I}(d)$ for which $\mathbf{z}$ is eigenvector. Applying the same method, it turns out that the stability group of the RL fiducial vector in dimension 7 (from Theorem 5.2) is isomorphic to the order 3 subgroup generated by

$$
\left[\left(\begin{array}{cc}
-3 & 0 \\
0 & 2
\end{array}\right),\binom{-3}{0}\right]
$$

But the stability group of the AL fiducial vector in dimension 7 (from Theorem 4.3) is isomorphic to the order 6 subgroup (see [2]) generated by

$$
\left[\left(\begin{array}{cc}
-2 & 0 \\
0 & -3
\end{array}\right),\binom{0}{0}\right]
$$

and therefore the two AL and RL fiducial vectors in dimension 7 do not belong to the same orbit under the action of the extended Clifford group. Therefore, the transformation discussed in the previous paragraph cannot be found in $\mathrm{EC}(d)$. Similar argument shows that the two AL and RL fiducial vectors in dimension 19 do not belong to the same orbit under the action of the extended Clifford group. In fact, the stability group of the RL fiducial vector in dimension 19 (from Theorem 5.3) is isomorphic to the order 9 subgroup generated by

$$
\left[\left(\begin{array}{cc}
9 & 0 \\
0 & -2
\end{array}\right),\binom{11}{0}\right]
$$

whereas the stability group of the AL fiducial vector in dimension 19 (from Theorem 4.3) is isomorphic to the order 18 subgroup (see [2]) generated by

$$
\left[\left(\begin{array}{cc}
-9 & 0 \\
0 & -2
\end{array}\right),\binom{0}{0}\right]
$$

## 6 Periodic fiducial vectors

We say that a sequence $\left(a_{j}\right)_{j \in \mathbb{Z}_{d}}$ is periodic if there exists $p \in \mathbb{Z}_{d} \backslash\{0\}$ such that $a_{j+p}=a_{j}$ for every $j \in \mathbb{Z}_{d}$. The smallest such $p$ is called the period of the sequence.

Proposition 6.1 There exists no fiducial vector in $\mathbb{C}^{d}$ such that the absolute values of its coordinates form a periodic sequence.

Proof Towards a contradiction assume that such a fiducial vector, namely $\mathbf{z}=\left(z_{j}\right)$, exists. Let $p$ be the period of the sequence $\left(\left|z_{j}\right|^{2}\right)_{j \in \mathbb{Z}_{d}}$ and let $d=p k$ for some integer $k>1$. For $j=0 \ldots p-1$, let $R_{j}=\left|z_{j}\right|^{2}$. It follows from Corollary 2.3 that

$$
\sum_{j=0}^{p-1} R_{j} R_{j+s}= \begin{cases}\frac{1}{k(p k+1)} & \text { for } 1 \leq s \leq p-1 \\ \frac{2}{k(p k+1)} & \text { for } s=0\end{cases}
$$

We also know that $\sum_{j=0}^{p-1} R_{j}=1 / k$. By substituting the above values in the identity $\left(\sum_{j} R_{j}\right)^{2}=\sum_{j} R_{j}^{2}+\sum_{i \neq j} R_{i} R_{j}$, we get

$$
\frac{1}{k^{2}}=\frac{2}{k(p k+1)}+(p-1) \cdot \frac{1}{k(p k+1)} .
$$

Simplifying the above equation, we get $k=1$, which is a contradiction.
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## Appendix

Here we present the technical, yet interesting, details that were skipped throughout the paper. In Section A we provide some necessary tools and state some properties of the Legendre symbol which will be used in the proof of theorems presented in Section B.

## A Properties of the Legendre symbol

For every $j \in \mathbb{Z}_{p}$ recall that $\left(\frac{j}{p}\right)$ denotes the Legendre symbol. The basic properties of the Legendre symbol can be found in almost any introductory number theory textbook (for example see [1]). Also recall that $a(p)$ denotes the trace of the Frobenius endomorphism of the elliptic curve $y^{2}=x(x+1)(x+2)(x+3)$ :

$$
a(p)=-\sum_{j \in \mathbb{Z}_{p}}\left(\frac{j(j+1)(j+2)(j+3)}{p}\right)
$$

The following lemma is quite straightforward, but we include it for the sake of completeness:

Lemma A. 1 For every prime $p$ such that $p \equiv 3(\bmod 4)$, we have
(i) $\sum_{j \in \mathbb{Z}_{p}}\left(\frac{j}{p}\right)=0$,
(ii) $\sum_{j \in \mathbb{Z}_{p}}\left(\frac{j(j+\epsilon)}{p}\right)=-1$ for every fixed $\epsilon \in \mathbb{Z}_{p} \backslash\{0\}$,
(iii) $\sum_{j \in \mathbb{Z}_{p}}\left(\frac{(j-\epsilon) j(j+\epsilon)}{p}\right)=0$ for every fixed $\epsilon \in \mathbb{Z}_{p}$.

Proof Since $p \equiv 3(\bmod 4)$ we have $\left(\frac{-x}{p}\right)=-\left(\frac{x}{p}\right)$. This immediately implies (i) and (iii). Since the Legendre symbol is multiplicative we get $\sum_{j \in \mathbb{Z}_{p}}\left(\frac{j(j+\epsilon)}{p}\right)=$ $\sum_{j \in \mathbb{Z}_{p} \backslash\{0\}}\left(\frac{1+\epsilon j^{-1}}{p}\right)=-\left(\frac{1}{p}\right)=-1$ by (i).

In the next three lemmas, we count the number of fixed points of certain maps on $\mathbb{Z}_{p}$ that involve the Legendre symbol $\left(\frac{j}{p}\right)$. The lemmas are very similar, but none of them quite implies another one and therefore we have included them all. However, since the proofs are similar, we have only presented one of the proofs. The key idea in all of them is to count the number of elements of the set $\left\{j \in \mathbb{Z}_{p}\right.$ : $\left.\left(\left(\frac{j}{p}\right),\left(\frac{j+1}{p}\right), \ldots,\left(\frac{j+t-1}{p}\right)\right)=C\right\}$ for every given constant $C \in\{-1,1\}^{t}$. We will do this for $t=2, t=3$, and $t=4$, respectively, in the next three lemmas.

Lemma A. 2 For every prime $p$ such that $p \equiv 3(\bmod 4)$, and $j \in \mathbb{Z}_{p}$, let

$$
\kappa(j)=\left(\frac{j}{p}\right)-\left(\frac{j+1}{p}\right) .
$$

Also let $K(c)=|\{j: \kappa(j)=c\}|$. Then

$$
K(0)=\frac{1}{2}(p-3), \quad K(2)=\frac{1}{4}(p+1), \quad K(-2)=\frac{1}{4}(p-3) .
$$

Proof For every $\alpha=\left(\alpha_{0}, \alpha_{1}\right) \in\{-1,1\} \times\{-1,1\}$, let

$$
k_{p}(\alpha)=\frac{1}{4} \sum_{j \in \mathbb{Z}_{p} \backslash\{0,-1\}}\left(\alpha_{0}\left(\frac{j}{p}\right)+1\right)\left(\alpha_{1}\left(\frac{j+1}{p}\right)+1\right) .
$$

By applying Lemma A.1, we get

$$
\begin{align*}
4 k_{p}(\alpha) & =\left(p-\alpha_{0} \alpha_{1}\right)-\left(\alpha_{1}\left(\frac{1}{p}\right)+1\right)-\left(\alpha_{0}\left(\frac{-1}{p}\right)+1\right) \\
& =p-2-\alpha_{0} \alpha_{1}+\alpha_{0}-\alpha_{1} \tag{5}
\end{align*}
$$

On the other hand, for every $\delta \in\{-1,1\}$ and $x \neq 0$, the value of the expression $(1 / 2)\left(\delta\left(\frac{x}{p}\right)+1\right)$ is equal to 1 if $\left(\frac{x}{p}\right)=\delta$ and 0 otherwise. Therefore $k_{p}(\alpha)=$ $\left|\left\{j \in \mathbb{Z}_{p}:\left(\frac{j}{p}\right)=\alpha_{0},\left(\frac{j+1}{p}\right)=\alpha_{1}\right\}\right|$. Hence $K(0)=k_{p}(1,1)+k_{p}(-1,-1), K(2)=$ $k_{p}(1,-1)$, and $K(-2)=k_{p}(-1,1)$. The result follows immediately using (5).

Lemma A. 3 For every prime $p$ such that $p \equiv 3(\bmod 4)$, and $j \in \mathbb{Z}_{p}$, let

$$
\mu(j)=2\left(\frac{j}{p}\right)-\left(\frac{j-1}{p}\right)-\left(\frac{j+1}{p}\right) .
$$

Also let $M(c)=|\{j: \mu(j)=c\}|$. Then

$$
\begin{gathered}
M(0)= \begin{cases}\frac{1}{4}(p-3) & \text { for } p \equiv 3 \\
(\bmod 8), \\
\frac{1}{4}(p-7) & \text { for } p \equiv 7 \\
(\bmod 8),\end{cases} \\
M(2)=M(-2)=\frac{1}{4}(p-3), \\
M(4)=M(-4)=\left\{\begin{array}{ll}
\frac{1}{8}(p-3) & \text { for } p \equiv 3 \\
(\bmod 8), \\
\frac{1}{8}(p+1) & \text { for } p \equiv 7
\end{array}(\bmod 8) .\right.
\end{gathered}
$$

Remark. Note that the equality $k_{p}\left(\alpha_{0}, \alpha_{1}\right)=m_{p}\left(1, \alpha_{0}, \alpha_{1}\right)+m_{p}\left(-1, \alpha_{0}, \alpha_{1}\right)$ does not necessarily hold, where
$m_{p}\left(\beta, \alpha_{0}, \alpha_{1}\right)=\frac{1}{8} \sum_{j \in \mathbb{Z}_{p} \backslash\{0, \pm 1\}}\left(\beta\left(\frac{j-1}{p}\right)+1\right)\left(\alpha_{0}\left(\frac{j}{p}\right)+1\right)\left(\alpha_{1}\left(\frac{j+1}{p}\right)+1\right)$.
This is why Lemma A. 2 can not be implied from Lemma A.3.

Lemma A. 4 For every prime $p$ such that $p \equiv 3(\bmod 4)$, and $j \in \mathbb{Z}_{p}$, let

$$
v(j)=\left(\frac{j+3}{p}\right)-\left(\frac{j+2}{p}\right)-\left(\frac{j+1}{p}\right)+\left(\frac{j}{p}\right) .
$$

Also let $N(c)=|\{j: v(j)=c\}|$. Then

$$
\begin{aligned}
N(0) & =\frac{1}{8}\left(3 p-10-3 a(p)-2\left(\left(\frac{2}{p}\right)+1\right)\left(\left(\frac{3}{p}\right)+1\right)\right), \\
N(2)=N(-2) & =\frac{1}{4}(p-4+a(p)), \\
N(4)=N(-4) & =\frac{1}{16}\left(p-6-a(p)+2\left(\left(\frac{2}{p}\right)+1\right)\left(\left(\frac{3}{p}\right)+1\right)\right),
\end{aligned}
$$

where

$$
a(p)=-\sum_{j \in \mathbb{Z}_{p}}\left(\frac{j(j+1)(j+2)(j+3)}{p}\right)
$$

## B The proofs

Proof of Theorem 3.2 By letting $s=0$ in Corollary 2.3 and the fact that $\mathbf{z}$ is a unit vector, it follows that

$$
k b^{2}+(d-k) a^{2}=1, \quad k b^{4}+(d-k) a^{4}=2 /(d+1)
$$

It is easy to see that if $k=0$ then no $a$ and $b$ exist. Thus $k \geq 1$ and $d \geq 2$. Solving for $a^{2}$ and $b^{2}$, we get

$$
a^{2}=\frac{1}{d}\left(1 \mp \sqrt{\frac{k(d-1)}{(d+1)(d-k)}}\right), \quad b^{2}=\frac{1}{d}\left(1 \pm \sqrt{\frac{(d-k)(d-1)}{k(d+1)}}\right) .
$$

Hence

$$
\begin{equation*}
\left(a^{2}-b^{2}\right)^{2}=\frac{d-1}{d^{2}(d+1)}\left(\frac{k}{d-k}+\frac{d-k}{k}+2\right)=\frac{d-1}{(d+1)(d-k) k} . \tag{6}
\end{equation*}
$$

Let $N_{s}(x, y)=\left|\left\{i \in \mathbb{Z}_{d}:\left|z_{i}\right|=x,\left|z_{i+s}\right|=y\right\}\right|$. Since there are $k$ coordinates that have absolute value $b$ and $d-k$ coordinates that have absolute value $a$, we have

$$
\begin{align*}
& N_{s}(b, b)+N_{s}(b, a)=k=N_{s}(b, b)+N_{s}(a, b) .  \tag{7}\\
& N_{s}(a, a)+N_{s}(a, b)=d-k=N_{s}(a, a)+N_{s}(b, a) . \tag{8}
\end{align*}
$$

On the other hand, by Corollary 2.3 we have

$$
N_{s}(a, a) a^{4}+N_{s}(b, b) b^{4}+\left(N_{s}(a, b)+N_{s}(b, a)\right) a^{2} b^{2}=\frac{1}{d+1}
$$

for every $s \in \mathbb{Z}_{d} \backslash\{0\}$. Thus, by using identities (7) and (8), this can be rewritten as $\left(N_{s}(b, b)-k\right)\left(a^{2}-b^{2}\right)^{2}=-1 /(d+1)$. Substituting identity (6) implies that

$$
N_{s}(b, b)=k-\frac{(d-k) k}{d-1}=\frac{k(k-1)}{d-1}:=\lambda
$$

is independent of $s$. By definition of $D$ and $N_{s}(b, b)$, this means that every $s \in \mathbb{Z}_{d} \backslash$ $\{0\}$ can be represented as a difference of two distinct elements of $D$ in exactly $\lambda$ different ways.

Proof of Proposition 4.2 Let $c=\cos \theta, \delta=\sqrt{p+1}$, and $\psi=\sqrt{\delta+2}$. By Theorem 3.1, we have $a=1 / \sqrt{\delta(\delta+1)}$ and $b=\psi / \sqrt{\delta(\delta+1)}$. By definition, we must have $\left|\sum_{j \in \mathbb{Z}_{p}} z_{j} \bar{z}_{j+1}\right|^{2}=1 /(p+1)$. Using Lemma A. 2 and Lemma A.3, we may rewrite this as

$$
\left(2 b c+(p-1) a c^{2}-a\right)^{2}+4\left(1-c^{2}\right)(b-a c)^{2}=1 / a^{2}(p+1)
$$

By making the above substitutions for $a, b, p$, and $\delta$ and factoring out the non-zero terms, the previous expression can be written as

$$
\begin{equation*}
(\psi c-1)\left(\left(\psi^{2}-2\right) c+\psi\right)\left(\left(\psi^{2}-2\right)\left(\psi^{2}-4\right) c^{2}+2 \psi c+\psi^{2}-6\right)=0 \tag{9}
\end{equation*}
$$

Let $f_{s, t}(\mathbf{z})$ be as defined in Theorem 2.2. Using Lemma A. 3 and Lemma A.4, we get
$f_{1,-1}(\mathbf{z})=\left\{\begin{array}{lll}a^{4}(p-3) c^{2}\left(2 c^{2}-1\right)+2 a^{3} b\left(4 c^{3}-3 c\right)+a^{2} b^{2} & \text { for } p \equiv 3 & (\bmod 8) \\ a^{4} c^{2}\left(p\left(2 c^{2}-1\right)+2 c^{2}-5\right)+2 a^{3} b c+a^{2} b^{2} & \text { for } p \equiv 7 & (\bmod 8)\end{array}\right.$
Note that $f_{1,-1}(\mathbf{z})=0$ by Theorem 2.2. As before, both polynomials on the left hand side can be factored in $\mathbb{R}[\psi]$. After factoring out the non-zero terms, we get the following: If $p \equiv 3(\bmod 8)$ then

$$
\begin{equation*}
(\psi c-1)\left(2\left(\psi^{2}-4\right) c^{3}+2 \psi c^{2}-\left(\psi^{2}-6\right) c-\psi\right)=0 \tag{10}
\end{equation*}
$$

It is easy to check that for $p>3$, the only common root of the equations (9) and (10) is $c=1 / \psi$. Therefore $\theta=\cos ^{-1}(1 / \sqrt{2+\sqrt{p+1}})$, as desired. If $p \equiv 7(\bmod 8)$ then

$$
\begin{equation*}
\left(\left(\psi^{2}-2\right) c+\psi\right)\left(2\left(\psi^{2}-2\right) c^{3}-2 \psi c^{2}-\left(\psi^{2}-4\right) c+\psi\right)=0 \tag{11}
\end{equation*}
$$

The only common root of the equations (9) and (11) is $c=-\psi /\left(\psi^{2}-2\right)$ and therefore we must have $\theta=\cos ^{-1}\left(-\sqrt{\frac{2+\sqrt{p+1}}{p+1}}\right)$ in this case.

Remark. For $p>19$ the quadratic factor in equation (9) is always positive. Therefore equation (9) simplifies to $(\psi c-1)\left(\left(\psi^{2}-2\right) c+\psi\right)=0$ for $p>19$.

Proof of Theorem 4.4 Let $\mathbf{z}=\left(z_{j}\right)$ be an AL fiducial vector in $\mathbb{C}^{p}$ with parameters $a, b, c=\cos \theta$. We already know that such vector exists for $p=3$ and $p=7$. So
assume $p>7$. As in the proof of Proposition 4.2, by letting $\delta=\sqrt{p+1}$, and $\psi=$ $\sqrt{\delta+2}$ we get $a=1 / \sqrt{\delta(\delta+1)}$ and $b=\psi a$. Also, by Proposition 4.2 we have $c=1 / \psi$ if $p \equiv 3(\bmod 8)$ and $c=-\psi /\left(\psi^{2}-2\right)$ if $p \equiv 7(\bmod 8)$. Now, by letting $q=a(p)$ and using Lemma A. 3 and Lemma A. 4 we get the following: If $p \equiv 23$ $(\bmod 24)$ then

$$
f_{1,2}(\mathbf{z})=(p+2-q) a^{4} c^{4}+2(q-3) a^{4} c^{2}+4 a^{3} b c-q a^{4}
$$

and if $p \not \equiv 23(\bmod 24)$ then

$$
f_{1,2}(\mathbf{z})=(p-6-q) a^{4} c^{4}+8 a^{3} b c^{3}+2(q+1) a^{4} c^{2}-4 a^{3} b c-q a^{4}
$$

By Theorem 2.2, we must have $f_{1,2}(\mathbf{z})=0$. Since $a, b, c$ and $p$ can be described in terms of $\psi$, we can describe $f_{1,2}(\mathbf{z})$ in terms of $q$ and $\psi$. Solving for $q$, we get:

$$
q=a(p)= \begin{cases}-3 & \text { for } p \equiv 11 \text { or } 19 \quad(\bmod 24) \\ -\psi^{2}\left(3 \psi^{2}-8\right) /\left(\psi^{2}-4\right)^{2} & \text { for } p \equiv 23 \quad(\bmod 24) \\ \psi^{2}\left(5 \psi^{2}-24\right) /\left(\psi^{2}-4\right)^{2} & \text { for } p \equiv 7 \quad(\bmod 24)\end{cases}
$$

For $p \equiv 23(\bmod 24)$ we can easily check that $q$ is not an integer (in fact, if $p=$ $24 \ell+23$ and $\ell>13$ then $-4<q<-3)$. This is impossible since $q=a(p)$ is an integer by definition. Similarly, the case $p \equiv 7(\bmod 24)$ when $p \neq 7$ is excluded. Thus the set

$$
\mathcal{P}=\{p: p \text { is prime, } p \equiv 11 \text { or } 19(\bmod 24), p>7, a(p)=-3\}
$$

has the desired properties. As mentioned before, the fact that the set $\mathcal{P}$ has density zero follows from Theorem 20 in [16].

Remark. By considering the identity $f_{1,4}(\mathbf{z})=0$ in the previous theorem, we may further restrict the forbidden set $\mathcal{P}$ to its proper subset $\left\{p \in \mathcal{P} \mid a^{\prime}(p)=-3\right\}$, where $a^{\prime}(p)=-\sum_{j \in \mathbb{Z}_{p}}\left(\frac{j(j+1)(j+4)(j+5)}{p}\right)$. Since this subset of $\mathcal{P}$ is still non-empty and has the same density as $\mathcal{P}$, namely zero, we have skipped the details.
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