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Abstract A permutation code of length n and distance d is a set � of permutations
from some fixed set of n symbols such that the Hamming distance between each
distinct x, y ∈ � is at least d . In this note, we determine some new results on the
maximum size of a permutation code with distance equal to 4, the smallest interesting
value. The upper bound is improved for almost all n via an optimization problem on
Young diagrams. A new recursive construction improves known lower bounds for
small values of n.

Keywords Symmetric group · Permutation code · Permutation array · Characters ·
Young diagram · Linear programming

1 Introduction and summary

Let n be a positive integer. Two permutations σ, τ ∈ Sn are at distance d if στ−1

has exactly n − d fixed points. This is the ordinary Hamming distance when σ and
τ are written as words in single-line notation. For example, 14325 and 54123 are at
distance three.

A permutation code of length n and minimum distance d is a subset � of Sn such
that the distance between distinct members of � is at least d . The investigation of
permutation codes began some time ago with the articles [5, 8]. Little further atten-
tion was given to this topic until the past decade. Permutation codes have enjoyed a
resurgence due to various applications.
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For instance, consider a common electric power line. While the primary function
is delivery of electric power, the frequency can be modulated to produce a family
of n ‘close’ frequencies. At the receiver, as the power itself is received, these small
variations in frequency can be decoded as symbols. In order for this information trans-
mission to not interfere with power transmission, it is important that the frequency
remain as constant as possible. One means to achieve this is to use block coding with
length n, and to insist that each codeword uses each of the n symbols exactly once.
See [2] for a survey of constructions and applications of permutation codes.

Let M(n,d) denote the maximum size of a permutation code of length n and
minimum distance d . The following are well-known elementary consequences of the
definitions.

Lemma 1.1

(a) M(n,2) = n!,
(b) M(n,3) = n!/2,
(c) M(n,n) = n,
(d) M(n,d) ≤ nM(n − 1, d),
(e) M(n,d) ≤ n!/(d − 1)!.

Part (a) is clear from the definition. For (b), consider the alternating group � = An.
The quotient of two permutations in An is again in An, and thus cannot be a single
transposition. The minimum distance is, therefore, equal to three. Permutation codes
realizing the bound in (c) are equivalent to Latin squares; see [3] for more on Latin
squares and permutation codes. To prove (d), take a permutation code � of length n

and distance d , and suppose without loss of generality that symbol n appears most
often in the last position of words in �. Then the code �′, comprised of the first n− 1
symbols of all words in � ending in n, is a permutation code of length n − 1 and
distance d . We have |�′| ≥ |�|/n. Now (e) follows from (d) by a simple induction.

Various recent papers have investigated permutation codes and their variants. We
refer the reader to [2, 6] for related algebraic results, to [10] for a nice probabilistic
approach, and to [3, 15] for some combinatorial bounds.

Although nearly all detailed investigations of M(n,d) have considered relatively
large distance d , we are presently interested in the smallest undecided distance:
d = 4. By Lemma 1.1, part (e), we have as a starting point M(n,4) ≤ n!/6.

The Gilbert-Varshamov and sphere-packing bounds for permutation codes are well
known, and generally outperform other bounds for small values of d .

Lemma 1.2 Let Dk denote the number of derangements of order k. Then

n!
∑d−1

k=0 Dk

(
n
k

) ≤ M(n,d) ≤ n!
∑� d−1

2 �
k=0 Dk

(
n
k

) .

Unfortunately, the sphere-packing upper bound for d = 4 is simply n!. Although
distance four has not been explicitly considered on its own, the following improve-
ment for d = 4 was essentially known to Frankl and Deza in early investigations [8].
A proof is provided here for completeness.
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Lemma 1.3 M(n,4) ≤ (n − 1)!.

Proof Consider for each σ ∈ Sn the set of all n words Aσ = {σ }∪{(1i)σ : 2 ≤ i ≤ n}.
We have |Aσ | = n for any σ . Given a permutation code � ⊂ Sn of distance 4, it
suffices to show that if σ 
= τ are both in �, then Aσ ∩ Aτ = ∅. Assume without loss
of generality that the identity () = 123 · · ·n ∈ Aσ ∩Aτ . If either σ or τ equals (), then
their distance is only two, a contradiction. So σ = (1i) and τ = (1j) for some 1 <

i < j ≤ n. But then στ−1 = (1ji) and σ, τ are at distance 3, another contradiction. �

Our main result is an improved upper bound on M(n,4) arising from linear pro-
gramming and a concrete problem on characters of Sn.

Theorem 1.4 If k2 ≤ n ≤ k2 + k − 2 for some integer k ≥ 2, then

n!
M(n,4)

≥ 1 + (n + 1)n(n − 1)

n(n − 1) − (n − k2)((k + 1)2 − n)((k + 2)(k − 1) − n)
.

The next two sections are devoted to the proof of this result. Specifically, Section 2
introduces various background necessary for the proof, and Section 3 handles the
details through a certain optimization problem.

Some interesting special cases of Theorem 1.4 are now given.

Corollary 1.5 If n = k2, or if n = (k + 2)(k − 1), where k ≥ 2 is an integer, then

M(n,4) ≤ n!
n + 2

. (1.1)

Corollary 1.6 There exists a positive constant ε such that for infinitely many values
of n,

(n − 1)! − M(n,4) ≥ ε
√

n(n − 2)!.

Proof In Theorem 1.4, take n = k2 + k/2 for k an even integer. Then

n!
M(n,4)

≥ 1 + (n + 1)n(n − 1)

n(n − 1) − (k/2)(3k/2 + 1)(k/2 − 2)
.

Multiplying both numerator and denominator of the fraction on the right by (n − 3)!,
and neglecting insignificant terms, we have (n − 1)! − M(n,4) ∼ 3

8k3(n − 3)!. �

In investigating linear programming bounds for permutation codes, Tarnanen [13]
gives the explicit bound n!/M(n,4) ≥ 12 for n ≥ 10. This is one instance of Corol-
lary 1.5 above. Indeed, the method in that article inspired Theorem 1.4, whose proof
is given in Section 3.

A similar expression to Theorem 1.4 (though unpleasant) holds as well for k2 +
k + 1 ≤ n ≤ k2 + 2k. See the end of Section 3 for details. A table of upper bounds for
small values of n is also provided.
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On the other hand, the Gilbert-Varshamov lower bound, specialized to d = 4, is

M(n,4) ≥ 6n!
2n3 − 3n2 + n + 6

. (1.2)

It is possible to construct, through recursive methods in [2], permutation codes of
minimum distance 4 which come close to or improve (1.2) for small values of n. This
is the content of Section 4.

2 Partitions, characters, and LP bounds

For n a positive integer, a partition λ of n, denoted λ � n, is an unordered list of
positive integers which sum to n. Equivalently, λ may be written as an ordered t-
tuple (λ1, λ2, . . . , λt ), where λ1 ≥ λ2 ≥ · · · ≥ λt . A partition is often identified with
its Young diagram, in which λi boxes occupy the ith row, left-justified. For instance,
the partition 1 + 3 + 4 of n = 8 is written as the triple λ = (4,3,1) and has Young
diagram as shown.

The conjugate λ∗ of a partition λ is the partition whose Young diagram is the
transpose of that for λ. Specifically, the ith part of the conjugate is

λ∗
i = |{j : λj ≥ i}|.

The conjugate of the partition shown above is (3,2,2,1). The number of ones in λ,
which is simply λ∗

1 − λ∗
2, is denoted by ϕ(λ).

In what follows, we shall use without definition terms such as ‘main diagonal’,
‘outside corner box’, and ‘hook’, which are standard for Young diagrams and Young
tableaux. A comprehensive reference is [7]. When convenient, we may use exponen-
tial notation 1t12t2 . . . to denote a partition with t1 ones, t2 twos, etc.

We now summarize some terminology and basic facts on the representation theory
of the symmetric group. See [7] for further detail.

A representation of a group G is a homomorphism h : G → GL(N,C). The char-
acter associated with h is χh = Trace ◦ h, mapping G to C. Its dimension (or degree)
is N = χh(1G). The dimension is also abbreviated dimχh. Since h is a homomor-
phism, a character χh is clearly constant on any conjugacy class of G.

Both the irreducible representations of the symmetric group Sn and the conjugacy
classes of Sn are in one-to-one correspondence with the set of all partitions of n. Each
irreducible character of Sn is an integer-valued function on the conjugacy classes of
Sn. Here, we represent the character corresponding to partition λ by χλ, and the
conjugacy class corresponding to μ simply by μ. So the (λ,μ)-entry of the character
table of Sn is χλ(μ).

We also have χλ(1n) = dimχλ, and this is often written dimλ. The explicit value
of dimλ is easily obtained from the hook length formula, [7]. More generally, the
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so-called Frobenius character formulas (see [11] for details) give χλ(1n−t t1)/dimλ,
for small values of t . These are

χλ(1n−221)

dimλ
=

∑
i βi(βi + 1) − ∑

i αi(αi + 1)

n(n − 1)
, and

χλ(1n−331)

dimλ
=

∑
i αi(αi + 1)(2αi + 1) + ∑

i βi(βi + 1)(2βi + 1) − 3n(n − 1)

2n(n − 1)(n − 2)
,

where λ � n has

• exactly s boxes on its main diagonal,
• α1 > α2 > · · · > αs boxes below the diagonal in columns 1 through s, and
• β1 > β2 > · · · > βs boxes right of the diagonal in rows 1 through s.

A (symmetric) k-class association scheme on a set X consists of k + 1 nonempty
symmetric binary relations R0, . . . ,Rk which partition X × X, where R0 is the iden-
tity relation {(x, x) : x ∈ X}, and such that for any x, y ∈ X with (x, y) ∈ Rh, the
number of z ∈ X such that (x, z) ∈ Ri and (y, z) ∈ Rj depends only on the indices
h, i, j . For J ⊂ {1, . . . , k}, a J -clique is a subset W of X such that for any distinct
w1,w2 ∈ W , (w1,w2) ∈ Rj for some j ∈ J .

The symmetric group defines an association scheme, called the conjugacy scheme,
where X = Sn are the points, relations are indexed by partitions λ � n, and (σ, τ ) ∈
Rμ if and only if στ−1 belongs to conjugacy class μ. Of course, σ and τ are at
distance d if and only if (σ, τ ) ∈ Rμ, where ϕ(μ) = n − d .

This motivates a generalized form of permutation codes. We say � ⊂ Sn is a D-
permutation code if any two distinct permutations in � are at some distance in D.
The maximum size of such a set � is denoted M(n,D). It is an easy observation that

M(n,D)M(n,Dc) ≤ n!, (2.1)

where Dc = {1, . . . , n} \ D. It is not hard to see that (2.1) implies Lemma 1.3; see
Section 5 for more details.

Tarnanen [13] considered the following specialization of Delsarte’s inequality (see
[4]) to cliques in the conjugacy scheme. Notation has been changed slightly for con-
venience.

Theorem 2.1 ([13]) Subject to aμ ≥ 0 for all μ � n, a(1,...,1) = 1, aμ = 0 for all
μ � n having n − ϕ(μ) 
∈ D, and

∑

μ�n

aμχλ(μ) ≥ 0

for all λ � n, put

MLP(n,D) = max
∑

μ�n

aμ.

Then

M(n,D) ≤ MLP(n,D). (2.2)
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Delsarte in fact proved that (2.1) holds analogously for LP bounds. In our context,

MLP(n,D)MLP(n,Dc) ≤ n!. (2.3)

The preceding algebraic tools set the stage for a proof of Theorem 1.4 and some
additional observations in the next section.

3 Proof of the upper bound on M(n,4)

3.1 Outline of the proof

By (2.2) and (2.3), it follows that

M(n,4) = M(n, {4, . . . , n}) ≤ n!
MLP(n, {2,3}) . (3.1)

In this way, our results are obtained from lower bounds on MLP(n, {2,3}). The con-
venient choice of D = {2,3} above offers a nice simplification of Theorem 2.1.

Proposition 3.1 Let n ≥ 4. Then MLP(n, {2,3}) is given by

max{1 + a + b : a, b ≥ 0 and

∀ λ � n, dim(χλ) + aχλ(1n−22) + bχλ(1n−33) ≥ 0}. (3.2)

Each feasible point for the LP in Proposition 3.1 leads to a lower bound on MLP.
For the proof of Theorem 1.4, we will consider feasible points (a, b) which are mul-
tiples of (3, n − 2). As we shall see in Sect. 3.2, such feasible points lead to the
optimum LP value for n in the relevant range.

A necessary and sufficient condition for the point (a, b) = (3C, (n − 2)C) to be
feasible is that, for all λ � n,

dim(λ) + 3Cχλ(1n−22) + (n − 2)Cχλ(1n−33) ≥ 0,

or equivalently, using the Frobenius character formulas,
∑s

i=1[αi(αi + 1)(2αi − 5) + βi(βi + 1)(2βi + 7)]
n(n − 1)

≥ 3 − 2

C
. (3.3)

Therefore, we obtain the largest possible C by minimizing, over all λ � n, the numer-
ator on the left of (3.3). (Recall that n is fixed.)

Define the polynomials f (x) = x(x + 1)(2x − 5) and g(x) = x(x + 1)(2x + 7),
and put

�(λ) =
s∑

i=1

[f (αi) + g(βi)], (3.4)

where as before λ has α1 > · · · > αs boxes below the diagonal and β1 > · · · > βs

boxes right of the diagonal. Again, s is the number of boxes on the main diagonal.
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Proposition 3.2 Let n = k2 + l, 0 ≤ l ≤ k − 2. With � as defined in (3.4),

�(λ) ≥ n(n − 1) + 2l(k − l − 2)(2k − l + 1) for all λ � n,

with equality if λ = l1kk or λ = (l + 1)1(k − 1)k+1.

We defer a proof of Proposition 3.2 until Sect. 3.3. From this, (3.1) and (3.3), it
follows that

n!
M(n,4)

≥ MLP(n, {2,3})
≥ 1 + (n + 1)C

≥ 1 + 2(n + 1)n(n − 1)

3n(n − 1) − �(l1kk)

= 1 + (n + 1)n(n − 1)

n(n − 1) − l(2k − l + 1)(k − l − 2)
.

This completes the proof of Theorem 1.4.

3.2 Optimality of (3C, (n − 2)C)

We saw in the last section that each feasible point (a, b) for the LP in (3.2) results
in a lower bound on MLP(n, {2,3}). Therefore, it is important to note that our choice
a = 3C, b = (n − 2)C is indeed best-possible. Since MLP(n, {2,3}) = 1 + a + b, the
optimality will follow provided we show that

• (3C, (n − 2)C) lies on at least two constraints of the form tia + uib ≤ 1, i = 1,2,
such that t1 < u1 while t2 > u2.

It is a routine calculation that

k∑

i=0

[f (i) + g(i)] = k(k + 1)2(k + 2). (3.5)

Actually, from this identity, it is straightforward to prove the second statement of
Proposition 3.2. In particular, for λ(1) = l1kk one has sequences

αi : k, k − 1, . . . , k − l + 1, k − l − 1, . . . ,1,0,

and βi : k − 1, k − 2, . . . ,1,0;
similarly for λ(2) = (l + 1)1(k − 1)k+1,

αi : k + 1, k, . . . , k − l + 1, k − l − 1, . . . ,3,2,

and βi : k − 2, k − 3, . . . ,1,0.

After simplifying �, we see that (3C, (n − 2)C) lies on the two constraints in (3.2)
which correspond to these two λ(i).
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Now, the constraints are of the form tia + uib ≤ 1, where

ti = −χλ(i)
(1n−22)

dim(λ(i))
and ui = −χλ(i)

(1n−33)

dim(λ(i))
.

Using the Frobenius character formulas and (3.5),

u1 − t1 = k(k + 1)(k − l)(k − l − 1)

n(n − 1)(n − 2)
> 0

and

t2 − u2 = k(k + 1)(k2 + k + 2 + l + 2kl − l2)

n(n − 1)(n − 2)
> 0.

It follows that, if C is chosen according to Proposition 3.2, (3C, (n − 2)C) is indeed
the optimum for (3.2).

3.3 Minimizing � over Young diagrams

The purpose here is to prove Proposition 3.2 using some neat local changes to Young
diagrams. Recall �(λ) = ∑s

i=1[f (αi) + g(βi)], where f and g are the cubic poly-
nomials defined in Sect. 3.1. The following simple properties of f and g are easily
verified.

Lemma 3.3

f (y) ≥ f (x) for integers 0 < x < y

g(y) > g(x) for 0 ≤ x < y

g(x) ≥ f (x) for all integers x

f (x) + f (y) ≥ f (x + 1) + f (y − 1) for integers 0 ≤ x < y

g(x) + g(y) ≥ g(x + 1) + g(y − 1) for integers 0 ≤ x < y

f (x) + g(y) ≥ f (y) + g(x) for integers 0 ≤ x ≤ y

f (y) + g(x) ≥ f (y − 1) + g(x + 1) for integers 0 ≤ x ≤ y − 3

Using Lemma 3.3, we show that diagram operations 1 through 5 below do not
increase �. The diagrams for which these operations cannot be performed are then
characterized and compared relative to �.

Operation 1 Flattening right of the diagonal. Here, assume that there is an integer
t ≥ s with λj = t and λi ≥ t + 2 for some i < j ≤ s. Without loss of generality,
suppose i is the greatest such index and j is the least such index. So the box in
position (i, λi) is an outside corner. By choice of j , moving this box into position
(j, λj + 1) yields a valid diagram λR with

�(λ) − �(λR) = g(βi) + g(βj ) − g(βi − 1) − g(βj + 1) ≥ 0.
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We illustrate this diagram operation with an example. The diagonal cells are num-
bered and the box which moves is indicated.

Operation 2 Flattening below the diagonal. Assume that there is an integer t with
λ∗

j = t and λ∗
i ≥ t + 2 for some i < j ≤ s. Without loss of generality, suppose i is

the greatest such index and j is the least such index. Moving the lowermost box of
column i into column j yields a valid diagram λB with

�(λ) − �(λB) = f (αi) + f (αj ) − f (αi − 1) − f (αj + 1) ≥ 0.

Operation 2 is illustrated below.

Operation 3 Adding to the diagonal. Assume now that both λs, λ
∗
s > s, so that both

αs and βs are positive, but that there is an outside corner box in some position other
than (s, s + 1) or (s + 1, s). Moving any such outside corner box (say from row i)
into position (s + 1, s + 1) creates a new valid diagram λD . As expected,

�(λ) − �(λD) = g(βi) − g(βi − 1) ≥ 0.

A similar inequality holds if an outside corner box is selected below the diagonal.
This operation is illustrated below.
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After some combination of these three operations, we are left with a diagram ap-
proximating a rectangle. Define a near-rectangle to be a Young diagram obtained by
removing a (possibly empty) hook from a rectangle. Then � attains its minimum
on near-rectangles, i.e., on partitions of the form λ = (k + 1, . . . , k + 1, k, . . . , k, r),
where the k and r < k terms may not be present. Near-rectangles enjoy the property
that the sequences (αi) and (βi) are each an interval of consecutive integers, possibly
minus a single integer.

We now consider two further operations which do not increase �.

Operation 4 Transposing. Suppose that λ1 > λ∗
1 for a near-rectangle λ. Then βi ≥

αi for all i = 1, . . . , s. Taking the conjugate of λ simply interchanges αi with βi .
Estimating term-by-term and using Lemma 3.3, we have

�(λ) − �(λ∗) =
s∑

i=1

[f (αi) + g(βi) − f (βi) − g(αi)] ≥ 0.

For near-rectangles, this leads to the simplifying assumption that the bounding rec-
tangle be square or tall (not wide).

Operation 5 Squaring. Suppose λ is a near-rectangle with αi ≥ βi + 3 for all i =
1, . . . , s. Move all lowermost boxes in columns 1 through s onto the right of rows
1 through s, one per row. Call the resulting diagram λS and refer to the illustration
below. Estimating term-by-term,

�(λ) − �(λS) =
s∑

i=1

[f (αi) − f (αi − 1) + g(βi) − g(βi + 1)] ≥ 0.

After possibly several iterations of these five operations, we arrive at Young dia-
grams of the following structure.

Lemma 3.4 Function � attains its minimum at a near-rectangle λ with βi ≤ αi ≤
βi + 3 for each i = 1, . . . , s.

In other words, the Young diagram of λ is obtained from an (m+j)×m rectangle,
for some j ∈ {0,1,2,3}, by adding an extra column of Y ≥ 0 boxes appended on the
right, and an extra row of X ≥ 0 boxes appended below. If there are n boxes in total,
we have X + Y = n − m(m + j).
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We now invoke the assumption of Theorem 1.4 that n = k2 + l for some integers
k ≥ 2 and 0 ≤ l ≤ k − 2.

Case 1: j = 0. This forces m = k and X + Y = l. Using (3.5), we have

�(λ) = k(k + 1)2(k + 2) − f (k − X) − g(k − Y).

Since Y = l −X, further calculation shows that �(λ) has a negative coefficient 6(n−
(k + 1)2) of X2. Therefore, � is minimized at either X = 0 or X = l. By Lemma 3.3,
it is easily seen that (X,Y ) = (l,0) minimizes � in this case. This results in partition
λ = l1kk .

Case 2: j = 2. This leads to m = k − 1 and X + Y = l + 1. Since X ≤ k − 1 in this
case, it follows that Y ≥ l + 2 − k. Calculating with (3.5), one has

�(λ) = k(k + 1)2(k + 2) − 6k(k + 2) − f (k + 1 − X) − g(k − 1 − Y).

Working as in Case 1, this function is minimized at one or both endpoints. Since
l ≤ k − 2, the endpoints are (0, l + 1), (l + 1,0), with the minimizing partition being
λ = (l + 1)1(k − 1)k+1.

Case 3: j = 1. Since l ≤ k − 2, we have m = k − 1 and X + Y = k + l. As before,
� can only be minimized at either endpoint (X,Y ) = (k − 1, l + 1) or (l, k). The two
relevant values agree with that calculated in Case 1. We have

�((k − 1)k−lkl+1) = �(l1kk) = n(n − 1) + 2l(k − l − 2)(2k − l + 1).

Case 4: j = 3. A (k + 2) × (k − 1) rectangle minimizes � for l = k − 2, in addition
to previous shapes. We have

�((k − 1)k+2) = n(n − 1).

3.4 Other values of n and d

It should be stressed that the case n = k2 + l, k + 1 ≤ l ≤ 2k is not qualitatively
different. Using feasible points of the form (3C/2, (n − 2)C), a slightly modified
function �, and working mostly with the (m + 1) × m and (m + 3) × m rectangles,
one arrives at a similar bound. For n = k2 + k − 1 and k2 + k, the bounds obtained
from this method are worse, the latter bound agreeing with Lemma 1.3. We omit
details, but state the results for the interested reader.

Theorem 3.5 If n = k2 + l, with k + 1 ≤ l ≤ 2k for some integer k ≥ 2, then

n!
M(n,4)

≥ 1 + (n + 1)n(2n − 1)

2n(n − 1) − ((k + 1)2 − n)(l(5 − 2l) + k(4l − 1))
.

For l = k − 1, n!/M(n,4) ≥ n + 1 and for l = k, n!/M(n,4) ≥ n.
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Fig. 1 Lower bounds on
MLP(n, {2,3}) versus n

A plot of the small LP bounds we obtain by this method is given in Figure 1.
To guess feasible points of the form (3C, (n−2)C), we initially computed explicit

values of MLP for small values of n. Using Operations 1 through 5 above, the number
of constraints is drastically reduced, and the LP becomes computationally efficient.

A preliminary look at the case d = 5 shows that near-rectangles are not neces-
sarily the optimizing diagrams. This is essentially due to the ‘nonlinear’ χλ(1n−422)

term. Therefore, the technique may fail to have much success for upper bounds on
permutation codes of higher distances.

4 Constructions for small n

A permutation code of length n and distance d is here denoted by PC(n, d). It is
well-known that M(n,4) = n!/6 for n = 4,5,6. In fact, more is true. We will later
make use of the fact that for these values of n, Sn can be partitioned into six disjoint
PC(n,4). See [2] and earlier references for details of the constructions.

Our starting point is a construction found in [2]. This is actually analogous to the
‘partitioning construction’ [14] for constant weight binary codes.

Lemma 4.1 ([2]) Suppose there are disjoint PC(n0,4) of sizes s1, . . . , sp and disjoint
PC(n1,4) of sizes t1, . . . , tp . Suppose further that there is a constant weight binary
code of length n = n0 + n1, weight n1, and distance 4 of size c. Then there is a
PC(n,4) of size c

∑p

j=1 sj tj .

The idea here is to consider each word x of the constant weight code in turn. On the
positions in which x has a 0, place any word from the ith PC(n0,4). Likewise, on the
positions in which x has a 1, place any word (symbols shifted to {n0 +1, . . . , n0 +n1})
from the ith PC(n1,4). The distance between permutations resulting from different
constant weight binary words x 
= y is at least 4 by virtue of the constant weight code.
The distance between permutations arising from the same constant weight binary
word x is at least 4, either because a given PC(ni,4) alone carries the distance, or
because for each j = 0,1, the PC(nj ,4) are disjoint.

The difficult ingredient in Lemma 4.1 is a good set of disjoint PC(n,4). In this
construction, the set of positions in which ‘high’ symbols are placed is different for
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distinct constant weight codewords. So it follows that the construction results in dis-
joint PC(n,4) when the ingredient constant weight codes are disjoint. For this pur-
pose, we cite an easy but helpful fact from coding theory. The proof is rather well
known, but provided here for completeness.

Lemma 4.2 ([9]) Let U
n
w denote the set of all binary words of length n and weight

w. Then U
n
w partitions into n codes of minimum distance 4.

Proof Define a mapping T : U
n
w → Z/(n) as follows. For a binary word x =

x0x1 · · ·xn−1 of weight w, put T (x) = ∑
i ixi (mod n). Consider Cj = T −1(j),

where j ∈ Z/(n). If x,y ∈ Cj were to disagree in exactly two positions, say posi-
tions h and k, then

0 = j − j = T (x) − T (y) = h(xh − yh) + k(xk − yk) = ±(h − k).

It follows that each Cj has minimum distance at least 4. �

In Lemma 4.1, suppose our disjoint PC(nj ,4) are �
(j)

1 , . . . ,�
(j)
p , j = 0,1. For

any i, we could equally as well have paired up �
(0)
1 with �

(1)
i , �

(0)
2 with �

(1)
i+1, and

so on. This results in p disjoint PC(n,4) of sizes s1ti + s2ti+1 + · · · + spti−1, where
indices wrap (mod p) and i = 1, . . . , p.

These are essentially our new observations which make the partitioning construc-
tion for permutation codes now recursive.

Theorem 4.3 Suppose there exist disjoint PC(n0,4) of sizes s1, . . . , sp and disjoint
PC(n1,4) of sizes t1, . . . , tp . Suppose further that there are disjoint constant weight
binary codes of length n = n0 + n1, weight n1, and distance 4 of sizes c1, . . . , cq .
Put ui = s1ti + s2ti+1 + · · ·+ spti−1, i = 1, . . . , p, where indices are read (mod p).
Then there are disjoint PC(n,4) of sizes uicj , i = 1, . . . , p, j = 1, . . . , q .

In either the binary constant weight setting or the permutation setting, consider
any set of disjoint codes of sizes a1, . . . , aN . By including singletons, these codes
may be assumed to partition the relevant space of words. Following [1], define the
norm of this partition to be

∑N
i=1 a2

i . Let A2(n,4,w) denote the maximum norm of a
partition into constant weight binary codes of length n, weight w, and distance 4. Let
M2(n,4) denote the maximum norm of a partition into PC(n,4). It is clear that, in
both cases, the norm is bounded above in terms of the maximum possible code size.
This is stated below for permutation codes.

Lemma 4.4

n!
M(n,4)

≤ (n!)2

M2(n,4)
.

Define the binorm of a1, . . . , aN to be
∑N

i=1(a1ai + a2ai+1 + · · · + aNai−1)
2,

where indices are read mod N . Observe that if all ai = n!/N , then the binorm is sim-
ply n!4/N . Let M4(n,4) be the maximum binorm of a partition of Sn into PC(n,4).
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Table 1 Improved lower bounds on M2(2n,4) and M(n,4) from the partitioning construction

2n
(2n

n )
2

A2(2n,4,n)
≤ n!4

M4(n,4)
≤ (2n)!2

M2(2n,4)
≤ (2n)!

M(2n,4)
≤ (2n)!/GV

10 7.89458, [1] 6, [2] 47.3675 42, [2] 286

12 8.54186, [1] 6, [2] 51.251 42, [2] 507

14 12.8985, [1] 15, [2] 193.48 158.4, [2] 820

16 15.9995, [9] 15, [2] 239.99 239.99 1241

20 20 47.9975 959.95 959.95 2471

24 24 59.692 1432.6 1432.6 4325

28 28 209.85 5875.7 5875.7 6931

32 32 240 7680 7680 10417

Specializing to n0 = n1 = n in Theorem 4.3, and interpreting in terms of norms and
binorms, we arrive at the following inequality.

Corollary 4.5 M2(2n,4) ≥ A2(2n,4, n)M4(n,4).

Proof Suppose we have partitions achieving A2(2n,4, n) and M4(n,4). With no-
tation as in Theorem 4.3, there exists a partition of S2n into PC(2n,4) of sizes
(s1si + s2si+1 + · · · + spsi−1)cj for all relevant i, j . Computing the norm of this
partition,

M2(2n,4) ≥
∑

i,j

c2
j (s1si + s2si+1 + · · · + spsi−1)

2

= A2(2n,4, n)M4(n,4). �

Writing Corollary 4.5 more conveniently, we have

(2n)!2
M2(2n,4)

≤
(2n

n

)2

A2(2n,4, n)
· n!4
M4(n,4)

. (4.1)

In Table 1, partitions from [2] and [1, 9] are used to obtain lower bounds on M(2n,4)

which improve the Gilbert-Varshamov bound, here denoted by GV. Lemma 4.4 and
(4.1) are used.

5 Conclusion

Our main upper bound on M(n,4) is actually obtained through MLP(n, {2,3}), yet we
have so far said nothing about M(n, {2,3}). It is not hard to show that M(n, {2,3}) =
n for n ≥ 6. For consider a set � ⊂ Sn, n ≥ 6, with στ−1 either a transposition or
3-cycle for distinct σ, τ ∈ �. Without loss of generality, () ∈ �. Any transpositions
in � must intersect. So if � has only transpositions, then |�| ≤ 1 + (n − 1) = n. On
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the other hand, any two 3-cycles, as well as any transposition and any 3-cycle, must
pairwise intersect in two points. Checking various cases completes the argument.

It is curious that MLP(n, {2,3}) being a poor upper bound on M(n, {2,3}) is actu-
ally advantageous for bounding M(n,4). Along these lines, we are very interested in
deciding whether

MLP(n, {2,3})MLP(n, {4, . . . , n}) = n!.
A variation on this identity does hold. Consider the graph G with vertex set Sn, and
where pair {σ, τ } is an edge of G if and only if d(σ, τ ) 
∈ D. The Lovász θ -function
θ(n,D) of G is an upper bound on the size of an independent set in G; thus it is also
an upper bound on M(n,D). Furthermore,

θ(n,D)θ(n,Dc) = n!.
The interested reader is referred to [12] for more details on the Lovász bound in
relation to Delsarte’s bound.

It is not hard to see that MLP(n, {2,3}) = θ(n, {2,3}). In fact, the latter quantity
amounts to dropping the nonnegativity condition on the variables in Proposition 3.1,
and the maximum is still attained in the first quadrant a, b ≥ 0. Actually, one of the
referees has observed more generally that semidefinite programming may be a fruitful
technique for bounding permutation codes. We leave this to possible future work.

On the lower bound side, we have for n ≤ 32 reported new lower bounds sub-
stantially better than the Gilbert-Varshamov bound. It is shown that the partitioning
construction is recursive and accounts for all permutations in S2n. However, it ap-
pears difficult to control the number of disjoint arrays, and hence n!/M(n,4), as n

increases.
It is our hope that LP bounds and the partitioning construction will enjoy further

application to permutation codes, and to constant composition codes in general.

Acknowledgement The authors are thankful for the careful reading of the anonymous referees, whose
suggestions greatly improved the manuscript.

References

1. Brouwer, A.E., Shearer, J.B., Sloane, N.J.A., Smith, W.D.: A new table of constant weight codes.
IEEE Trans. Inform. Theory 36, 1334–1380 (1990)

2. Chu, W., Colbourn, C.J., Dukes, P.J.: Permutation codes for powerline communication. Des. Codes
Cryptography 32, 51–64 (2004)

3. Colbourn, C.J., Kløve, T., Ling, A.C.H.: Permutation arrays for powerline communication and mutu-
ally orthogonal Latin squares. IEEE Trans. Inform. Theory 50, 1289–1291 (2004)

4. Delsarte, P.: An algebraic approach to the association schemes of coding theory. Philips Res. Rep.
Suppl. 10 (1973)

5. Deza, M., Vanstone, S.A.: Bounds for permutation arrays. J. Statist. Plann. Inference 2, 197–209
(1978)

6. Ellis, D., Friedgut, E., Pilpel, H.: Intersecting families of permutations. Preprint
7. Fulton, W.: Young Tableaux. London Mathematical Society Student Texts, vol. 35. Cambridge Uni-

versity Press, Cambridge (1997)
8. Frankl, P., Deza, M.: On the maximum number of permutations with given maximal or minimal dis-

tance. J. Combin. Theory Ser. A 22, 352–360 (1977)



158 J Algebr Comb (2010) 31: 143–158

9. Graham, R.L., Sloane, N.J.A.: Lower bounds for constant weight codes. IEEE Trans. Inform. Theory
26, 37–43 (1980)

10. Keevash, P., Ku, C.Y.: A random construction for permutation codes and the covering radius. Des.
Codes Cryptogr. 41, 79–86 (2006)

11. Murnaghan, F.D.: The Theory of Group Representations. Johns Hopkins Press, Baltimore (1938)
12. Schrijver, A.: A comparison of the Delsarte and Lovász bounds. IEEE Trans. Inform. Theory 25,

425–429 (1979)
13. Tarnanen, H.: Upper bounds on permutation codes via linear programming. European J. Combin. 20,

101–114 (1999)
14. Van Pul, C.L.M., Etzion, T.: New lower bounds for constant weight codes. IEEE Trans. Inform. The-

ory 35, 1324–1329 (1989)
15. Yang, L., Chen, K.: New lower bounds on sizes of permutation arrays. Preprint


	Bounds on permutation codes of distance four
	Abstract
	Introduction and summary
	Partitions, characters, and LP bounds
	Proof of the upper bound on M(n,4)
	Outline of the proof
	Optimality of (3C,(n-2)C)
	Minimizing Phi over Young diagrams
	Other values of n and d

	Constructions for small n
	Conclusion
	Acknowledgement
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


