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Abstract. In this paper we introduce a family of polynomials indexed by pairs of partitions and show that if
these polynomials are self-orthogonal then the centre of the Iwahori-Hecke algebra of the symmetric group is
precisely the set of symmetric polynomials in the Murphy operators.
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1. Introduction

In [4] Murphy showed that for any fieldF the centre of the group algebra of the symmetric
groupSn onn symbols is the set of symmetric polynomials in the Murphy operators. One
consequence of this result is a relatively easy proof of the Nakayama conjecture forFSn.

Given an invertible elementq in a ringR let H =H R,q(Sn) be the associated Iwahori-
Hecke algebra. ThenH contains elements which areq-analogues of the Murphy operators
of the symmetric group and once again the symmetric polynomials in these elements belong
to the centre ofH . It is natural therefore to make the following conjecture.

Conjecture 1.1 [2] For any ring R and any invertible element q in R the centre of the
Iwahori-Hecke algebraH R,q(Sn) is the set of symmetric polynomials in the Murphy
operators.

Dipper and James [2, Theorem 2.14] have proved this conjecture in the case whereH

is semisimple; unfortunately, there is a gap in their proof for the non-semisimple case. As
for the symmetric group, one of the reasons why this conjecture is interesting is that as
a corollary one can prove the Nakayama conjecture forH (this was proved by Gordon
James and the author in [3], with one direction being done previously in [2]).

In this paper we reduce Conjecture 1.1 to a purely combinatorial problem of showing
that certain polynomials are orthogonal. To the best of our knowledge these polynomials
have not appeared in the elsewhere in the literature; it seems likely that they will be of
independent interest.
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One of the reasons why the conjecture forH is more difficult to prove than in the
symmetric group case is that the multiplication inH is much more complicated. In the
first section of this paper we overcome this difficulty by proving a combinatorial result
which allows us to rewrite an arbitrary product of Murphy operators as a linear combination
of less complicated products (modulo “unimportant” terms). In the second section we apply
this result towards Conjecture 1.1.

2. Rewriting rules for Murphy operators

Throughout this paper we fix a positive integern and letSn=S({1, 2, . . . ,n}) be the
symmetric group on{1, 2, . . . ,n}.

Let R be a commutative ring with 1 andq an invertible element ofR. Then theIwahori-
Hecke algebra H =H R,q(Sn) is the unital associativeR-algebra with generatorsT1,

T2, . . . , Tn−1 and relations

T2
i = (q − 1)Ti + q,

Tj Tj+1Tj = Tj+1Tj Tj+1,

Ti Tj = Tj Ti if |i − j | > 2,

for all 1≤ i, j < n.
Given an integeri , where 1≤ i < n, let si = (i, i + 1); then {s1, s2, . . . , sn−1} is the

(standard) set of Coxeter generators for the symmetric groupSn. Suppose thatw ∈Sn and
writew= si1si2 . . . sik ; this expression forw is reduced if k is minimal, in which case we say
thatw haslength `(w)= k. Given such a reduced expression forw let Tw = Ti1Ti2 . . . Tik ;
the relations inH ensure thatTw is independent of the choice of reduced expression forw.
Moreover,{Tw | w ∈Sn} is a basis forH .

Definition 2.1 [2] TheMurphy operators of H are the elementsL1 = 0 and

Li =q1−i T(1,i )+q2−i T(2,i )+ · · · +q−1T(i−1,i ),

for i = 2, . . . ,n.

Using the defining relations inH it is a straightforward exercise to show that the fol-
lowing holds.

Lemma 2.2 [2, Section 2] Suppose that1≤ i < n and1≤ j ≤ n. Then
(i) Ti and Lj commute when i6= j − 1, j .

(ii) Ti commutes with Li Li+1 and Li + Li+1.
(iii) Li and Lj commute.

By (i) and (ii) the symmetric polynomials in the Murphy operators belong to the centre
of H .
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Now that we have amassed sufficient notation to explain Conjecture 1.1 in the general
case we restrict our attention to the generic Iwahori-Hecke algebra (where we renormalise
everything).

Letq
1
2 be an indeterminate overZ and letA=Z[q

1
2 ,q−

1
2 ] be the ring of Laurent polyno-

mials inq
1
2 with integer coefficients. ThenH =H A,q(Sn) is thegeneric Iwahori-Hecke

algebra ofSn.
For anyw ∈Sn we let T̃w =q−

1
2`(w)Tw. Defineα=q

1
2 − q−

1
2 ; then the multiplication

in H is completely determined by

T̃i T̃w =
{

T̃siw if `(siw)>`(w),

T̃siw +αT̃w if `(siw)<`(w),

for all i = 1, 2, . . . ,n− 1 andw ∈Sn.
We defineL̃ i = T̃(1,i )+ T̃(2,i )+ · · · + T̃(i−1,i ) for m= 2, . . . ,n. BecausẽLi =q

1
2 Li we

also callL̃ i aMurphy operator; this should cause no confusion. In fact, the Murphy operators
are quite hard to work with directly; instead we work with the elementsL 1= 1 and

L i = T̃i−1T̃i−2 . . . T̃1T̃1 . . . T̃i−2T̃i−1, for i = 2, . . . ,n,

which we call L -Murphy operators. This terminology is justified by the well-known
lemma.

Lemma 2.3 Suppose that1≤ i ≤ n. ThenL i = α L̃ i + 1.

Proof: Wheni = 1 there is nothing to prove. Therefore, by induction and using the fact
that T̃i T̃(i, j )T̃i = T̃(i+1, j ) when j = 1, 2, . . . , i − 1, we find

L i+1 = T̃i L i T̃i = T̃i (α L̃ i + 1)T̃i

= α(T̃(i+1,i−1)+ T̃(i+1,i−2)+ · · · + T̃(i+1,1)
)+ T̃2

i

= α L̃ i+1+ 1.
2

We remark that the easiest way to verify Lemma 2.2 is to first prove the corresponding
result for theL -Murphy operators.

Define the inner product〈,〉 : H ⊗H →A to be theA-linear extension of the map

〈T̃x, T̃y〉 =
{

1, if x = y

0, otherwise,

wherex, y∈Sn. An important property of the inner product, which we shall apply without
mention, is that

〈h1h2, h3〉= 〈h2, h
∗
1h3〉, for all h1, h2, h3∈H ,
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where∗ : H →H is the uniqueA-linear anti-isomorphism ofH such thatT̃∗w = T̃w−1

for all w ∈Sm. This is easy to check because〈h1, h3〉 is the coefficient of 1 inh∗1h3.
Following Dipper and James [2], ifx ∈Sn we say thatappears in h∈H if 〈T̃x, h〉 6=0;

equivalently, ifh= ∑w∈Sn
aw T̃w thenax 6= 0 (aw ∈ A).

A partitionλ= (λ1, λ2, . . .)of n is a weakly decreasing sequence of non-negative integers
such that

∑
i λi = n. Write λ= (λ1, . . . , λk), if λi = 0 only if i > k, and let

Sλ=Sλ1 ×Sλ2 × · · · ×Sλk

be the correspondingYoung or parabolic subgroup ofSn.

Definition 2.4 [2] Letλ be a partition ofn and suppose thatsi1, si2, . . . , sik are the standard
Coxeter generators forSλ wheren > i1 > i2 > · · · > i k > 0. Thenuλ ∈ Sλ is the
permutationsi1si2 . . . sik .

Example 2.5 Suppose thatλ= (3, 3, 2, 1), a partition of 9. Then

Sλ=S3×S3×S2×S1=S({1, 2, 3})×S({4, 5, 6})×S({7, 8})×S({9})

is generated by the set of simple transpositions{s1, s2, s4, s5, s7}. Thereforeuλ is the element
s7s5s4s2s1= (1, 2, 3)(4, 5, 6)(7, 8).

Remark 2.6 The elementsuλ are elements of minimal length in their conjugacy class (in
fact they are Coxeter elements inSλ). The reason why they are of interest to us is that
Dipper and James [2, Theorem 2.12] have shown that ifc is in the centre ofH then there
exists a partitionλ such thatuλ appears inc.

Our initial aim is to prove the following result.

Theorem 2.7 Suppose thatλ is a partition of n and that1≤ i1, i2, . . . , i k≤ n. Then uλ
appears inL̃i1 L̃ i2 . . . L̃ ik only if `(uλ)≤ k.

Because the Murphy operators commute we may assume thati1≥ i2≥ · · · ≥ i k. Fur-
thermore, by Lemma 2.3, we may replace the Murphy operatorL̃ i in the statement of
Theorem 2.7 with theL -Murphy operatorL i . We shall need quite a few lemmas before
we can approach the summit.

Definition 2.8 An elementw of Sn is decreasing if it has a reduced expression of the
formw= si1si2 . . . sir for somen> i1> i2> · · · > i r > 0.

In particular, eachuλ is decreasing. To prove Theorem 2.7 we actually give a recursive
formula for calculating the inner products〈T̃w, L̃ i1 L̃ i2 . . . L̃ ik〉 wheneverw is a decreasing
element of lengthk.
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We define an equivalence relation
dec= on H wherebyh1

dec= h2 if and only if 〈T̃w, h1〉 =
〈T̃w, h2〉 for all decreasing elementsw ∈ Sn (h1, h2 ∈H ). A note of warning:

dec= does
not respect the multiplication inH .

We need one more set of definitions before we can start to work. Henceforth, we fix
an integeri where 1≤ i < n and letSi =S({1, 2, . . . , i }) andH i =H A,q(Si ), which
we consider as a subalgebra ofH in the natural way. We also letH +

i =
∑

w∈Si
N[α]T̃w

andH + =H +
n . Note thatH + is closed under multiplication and thatL i ∈H +

i for
i = 1, 2, . . . ,n.

Lemma 2.9 Suppose that h∈H + and thatw appears inT̃i h for somew ∈ Sn such
that`(siw) > `(w). Then siw appears inT̃i h.

Proof: By assumption,̃Ti T̃w = T̃siw so〈
T̃siw, T̃i h

〉=〈T̃i T̃w, T̃i h〉=
〈
T̃w, T̃

2
i h
〉=〈T̃w, h〉+α〈T̃w, T̃i h〉.

Now h andT̃i h belong toH +, so〈T̃w, h〉 and〈T̃w, T̃i h〉 are both polynomials inα with
non-negative coefficients. Therefore, no cancellation can occur and〈T̃siw, T̃i h〉 6=0 because
〈T̃w, T̃i h〉 6=0. 2

The following easy but useful lemma is from [2].

Lemma 2.10 Let Y be a Young subgroup ofSn and suppose thatw ∈Sn appears inT̃xh
or hT̃x for some x/∈Y and some h∈H (Y). Thenw /∈Y .

Proof: It suffices to consider the case whereh= T̃y for somey∈Y. The lemma now
follows easily by induction oǹ(y). 2

The next seemingly innocuous result will get us half way to Theorem 2.7.

Proposition 2.11 Suppose thatw= si v for somev ∈Si and1< i < n. Let x∈ Si and
suppose thatw appears inT̃i T̃x T̃i h for some h∈H i . Then x∈Si−1.

Proof: Becausew appears inT̃i T̃x T̃i h there exists somez ∈ Si such thatw appears in
T̃i T̃x T̃i T̃z. By assumption,̀(w) = `(v)+ 1 soT̃i T̃w = T̃v + αT̃w; therefore,

0 6= 〈T̃w, T̃i T̃x T̃i T̃z〉 = 〈T̃i T̃w, T̃x T̃i T̃z〉 = 〈T̃v, T̃x T̃i T̃z〉 + α〈T̃w, T̃x T̃i T̃z〉.

However,〈T̃v, T̃x T̃i T̃z〉 = 〈T̃v T̃z−1, T̃x T̃i 〉 = 0 by Lemma 2.10; so

0 6= 〈T̃w, T̃i T̃x T̃i T̃z〉 = α〈T̃w, T̃x T̃i T̃z〉 = α〈T̃i T̃v T̃z−1, T̃x T̃i 〉 = α
〈
T̃i T̃v T̃z−1, T̃xsi

〉
.

Therefore,xsi appears inT̃i T̃v T̃z−1 and so there exists somey ∈ Si such thatsi y = xsi .
Hence,x ∈ si Si si ∩Si =Si−1 as required. 2
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The relevance of the proposition to Theorem 2.7 is revealed by the following corollaries.

Corollary 2.12 Suppose that i≥ 1 and let h∈ H i and suppose thatw is decreasing.
Then

〈T̃w,L i+1h〉 =


α
〈
T̃siw, h

〉
, if siw ∈Si ,

〈T̃w, h〉, if w ∈Si ,

0, otherwise.

In particular, w appears inL i+1h if and only if either
(i) w ∈Si andw appears in h, or

(ii) w = si v wherev ∈Si is decreasing andv appears in h.

Proof: If w /∈Si+1 thenw does not appear inL i+1h. In general, by Lemma 2.3 we have
that

〈T̃w,L i+1h〉
=α〈T̃w, T̃(i+1,i )h

〉+ α〈T̃w, T̃(i+1,i−1)h
〉+ · · · + α〈T̃w, T̃(i+1,1)h

〉+ 〈T̃w, h〉.
If w ∈ Si thenw does not appear iñT(i+1, j )h for any 1≤ j ≤ i by Lemma 2.10, so
〈T̃w,L i+1h〉= 〈T̃w, h〉 as claimed. On the other hand, ifw= si v for somev ∈Si then by
Proposition 2.11,w does not appear iñT(i+1, j )h for 1 ≤ j < i and by Lemma 2.10w
does not appear inh so 〈T̃w,L i+1h〉=α〈T̃si v, T̃i h〉 = α〈T̃v, h〉 + α2〈T̃v, T̃i h〉. However,
〈T̃v, T̃i h〉 = 0 by Lemma 2.10 again, so the corollary follows. 2

This translates into a result of B¨ogeholz; we generalise both of these corollaries below.

Corollary 2.13 [1, Satz 5.1] Suppose that n> i1 > i2 > · · · > i k > 1 and that
w is decreasing. Thenw appears inL̃i1 L̃ i2 . . . L̃ ik if and only ifw = si1−1si2−1 . . . sik−1.
Moreover, in this case, 〈T̃w, L̃ i1 L̃ i2 . . . L̃ ik〉 = 1.

Proof: By Corollary 2.12, if 1≤ i < n andh ∈H i then

〈T̃w, L̃ i+1h〉 =
{
〈T̃v, h〉, if siw = v ∈Si ,

0, otherwise.

The result now follows easily by induction onk. 2

Remark 2.14 If w = si1−1si2−1 . . . sik−1, for distinct i1, i2, . . . , i k as above, we see that
〈Tw, Li1 Li2 . . . Lik〉 = qk. More generally, ifw ∈ Sn is any element of lengthk and 2≤
i1, . . . , i k ≤ n then〈Tw, Li1 Li2 . . . Lik〉 = qk〈T̃w, L̃ i1 L̃ i2 . . . L̃ ik〉. We have renormalized
theT-basis and the Murphy operators in order to avoid having to keep track of these units.
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The corollary tells us which decreasing elements ofSn appear in a product of dis-
tinct Murphy operators. We now turn to the general case, which will follow by essentially
expanding part (ii) of the lemma below.

Lemma 2.15 Suppose i≥ 1 and that r≥ 1. Then
(i) T̃i L r

i+1 = L r
i T̃i + α

∑r−1
s=0 L r−s

i+1L s
i .

(ii) L r
i+1 = T̃i L r

i T̃i + α
∑r−1

s=1 L r−s
i T̃i L s

i + α2∑r−1
s=1 sL r−s

i+1L s
i .

Proof: First consider (i). Whenr = 1 the formula reduces to the observation thatT̃i L i+1=
L i T̃i + αL i+1. By Lemma 2.2,L i andL i+1 commute so by induction,

T̃i L r+1
i+1 = (L i T̃i + αL i+1)L

r
i+1 = L i

(
T̃i L r

i+1

)+ αL r+1
i+1

= L r+1
i T̃i + α

r∑
s=0

L r+1−s
i+1 L s

i ,

proving (i). For (ii), note that̃T−1
i = T̃i − α, so using (i) twice we find

L r
i+1 = (T̃i − α)

(
L r

i T̃i + α
r−1∑
s=0

L r−s
i+1L s

i

)

= T̃i L r
i T̃i + α

r−1∑
s=0

(
T̃i L r−s

i+1

)
L s

i − αL r
i T̃i − α2

r−1∑
s=0

L r−s
i+1L s

i

= T̃i L r
i T̃i + α

r−1∑
s=0

(
L r−s

i T̃i + α
r−s−1∑
m=0

L r−s−m
i+1 L m

i

)
L s

i

−αL r
i T̃i − α2

r−1∑
s=0

L r−s
i+1L s

i

= T̃i L r
i T̃i + α

r−1∑
s=1

L r−s
i T̃i L s

i + α2
r−1∑
s=1

sL r−s
i+1L s

i ,

as required. 2

The next few lemmas investigate which decreasing elements can appear in the products of
the formT̃i L r

i T̃i ; these are by far the most difficult terms appearing in (ii) of the lemma. We
begin with a technical result which is another application of Proposition 2.11. At first sight
theh appearing in the lemma plays no role; however, it is crucial for our applications because
the equivalence relation

dec= does not respect multiplication, as noted in Definition 2.8.
For convenience, giveni and j , where 1≤ i, j < n, we define

T̃i ·· j =


T̃i T̃i+1 . . . T̃j , if i < j,

T̃i , if i = j,

T̃i T̃i−1 . . . T̃j , if j < i .

In particular,L i = T̃i−1··1T̃1··i−1.
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Lemma 2.16 Let h∈H +
j and suppose that n≥ j ≥ i ≥ 2 and s≥ 1. Then

T̃j ··i L s
i−1T̃i−1T̃i ·· j h

dec= 0.

Proof: For k≥ i let Ak= T̃k··i L s
i−1T̃i−1T̃i ··k; then we must show thatAj h

dec= 0 for all
h∈H +

j . If this is not so then there must exist a decreasing elementw ∈S j+1 which appears
in Aj h for someh∈H +

j . By Lemma 2.9 we may assume thatw = sj v j , wherev j ∈S j .
Since Aj h= Tj Aj−1Tj h we can apply Proposition 2.11 to find an elementv j−1∈S j−1

which appears inAj−1. By Lemma 2.9,sj−1v j−1 appears inAj−1, so we can apply
Proposition 2.11 once more to find an elementv j−2∈S j−2 which appears inAj−2. Continu-
ing in this way we see that there exists an elementvi−1∈Si−1 which appears inL s

i−1T̃i−1.

However, this is impossible by Lemma 2.10, soAj h
dec= 0 as claimed. 2

To proceed with the expansion of̃Ti L r
i T̃i we require two closely related families of

polynomials.

Definition 2.17 Definea(s) andb(s) to be the polynomials inN[α2] given bya(0) =
b(0) = 1,

a(s) =
s∑

m=1

(
s+m− 1

2m− 1

)
α2m, and b(s) =

s∑
m=0

(
s+m

2m

)
α2m,

for s ≥ 1.

We remark that even though it would have been more natural to definea(0) to be the
0-polynomial it is much more convenient to have it equal to 1. Also note that because
α2=q−2+q−1 botha(s) andb(s) are actually Laurent polynomials inq (rather thanq

1
2 ).

The closed forms fora(s) andb(s)were noticed by John Graham; all that we really need
however is that they are the polynomials determined by the recurrence formulae below.

Lemma 2.18 Suppose that s≥ 1. Then
(i) a(s+ 1) = a(s)+ α2b(s).

(ii) b(s) = a(s)+ b(s− 1).
(iii) a(s) = α2∑s

m=1 ma(s−m).
(iv) b(s) = 1+ α2∑s

m=1 mb(s−m).

Proof: The first two statements follow from the definitions using the well-known identity(s
t

) = (s−1
t

)+ (s−1
t−1

)
; the final two statements then follow from (i) and (ii) and induction.

2

We now return to the expansion ofL r
i+1. The next lemma reveals the origin of the

a-polynomials.
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Lemma 2.19 Let r, i and j be integers such that r≥ 1 and n≥ j ≥ i ≥ 2, and suppose
that h∈H +

j . Then

T̃j ··i L r
i T̃i ·· j h

dec=
r−1∑
s=0

a(s)T̃j ··i−1L r−s
i−1T̃i−1·· j L s

i−1h.

Proof: We argue by induction onr . When r = 1 it is clear from the definitions that
T̃j ··i L i T̃i ·· j = T̃j ··i−1L i−1T̃i−1·· j h so there is nothing to prove. Suppose then thatr > 1.
By Lemma 2.2,L i−1 commutes withT̃j ··i and withT̃i ·· j . Therefore, using Lemma 2.15(ii)
and Lemma 2.16,

T̃j ··i L r
i T̃i ·· j h

dec= T̃j ··i−1L r
i−1T̃i−1·· j h+ α2

r−1∑
m=1

mT̃j ··i L r−m
i T̃i ·· j L m

i−1h,

BecauseL m
i−1h ∈H +

j we may apply induction to expand the right-hand sum

r−1∑
m=1

mT̃j ··i L r−m
i T̃i ·· j L m

i−1h
dec=

r−1∑
m=1

r−m−1∑
t=0

ma(t)T̃j ··i−1L r−m−t
i−1 T̃i−1·· j L t+m

i−1 h

=
r−1∑
m=1

r−1∑
s=m

ma(s−m)T̃j ··i−1L r−s
i−1T̃i−1·· j L s

i−1h

=
r−1∑
s=1

T̃j ··i−1L r−s
i−1T̃i−1·· j L s

i−1h ·
s∑

m=1

ma(s−m).

Now a(s) = α2∑s
m=1 ma(s−m) by Lemma 2.18(iii). Sincea(0) = 1, combining the last

two equations yields the lemma. 2

A composition of r into l -parts is a sequenceσ = (σ1, σ2, . . . , σl ) of non-negative inte-
gers such that

∑l
i≥1 σi = r . A strict composition of r is a compositionσ = (σ1, σ2, . . . , σl )

of r in which each partσi is strictly positive. LetC (r, l ) be the set of all composi-
tions of r into l parts andC (r ) be the set of all strict compositions ofr . For example,
C (3, 2) = {(3, 0), (2, 1), (1, 2), (0, 3)} andC (3) = {(3), (2, 1), (1, 2), (1, 1, 1)}.

Lemma 2.20 Let i, j and r be integers such that r≥ 1 and n≥ j ≥ i ≥ 2 and suppose
that h∈H +

j . Then

T̃j ··i L r
i T̃i ·· j h

dec=
∑

σ∈C (r−1,i )

a(σi−1) . . .a(σ1)L j+1L
σi−1
i−1 . . .L

σ2
2 h.

Proof: This time we argue by induction oni . If i = 2 then, using Lemma 2.19 and noting
thatL 1 = 1, we have

T̃j ··i L r
i T̃i ·· j h

dec=
r−1∑
s=0

a(s)T̃j ··1T̃1·· j L s
1h =

r−1∑
s=0

a(s)L j+1h =
∑

σ∈C (r−1,2)

a(σ1)L j+1
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as required. Now suppose thati > 2. Then, by Lemma 2.19 and induction,

T̃j ··i L r
i T̃i ·· j h

dec=
r−1∑
s=0

a(s)T̃j ··i−1L r−s
i−1T̃i−1·· j L s

i−1h

=
r−1∑
s=0

∑
σ∈C (r−s−1,i−1)

a(s)a(σi−2) . . .a(σ1)L j+1L
σi−2
i−2 . . .L

σ1
2 L s

i−1h

=
∑

σ∈C (r−1,i )

a(σi−1) . . .a(σ1)L j+1L
σi−1
i−1 . . .L

σ2
2 h,

as required. 2

For convenience, given a compositionσ ∈ C (r −1, i )we letL σ = L
σi
i L

σi−1
i−1 . . .L

σ1
1 .

We are now ready to compute the needed inner of products of the form〈T̃w, h〉 whereh is
a product of Murphy operators.

Proposition 2.21 Let r, i and k be integers such that r≥ 1, n > i ≥ 2 and k≥ r + 1
and suppose thatw = si v is a decreasing element of length at least k. Finally, let h =
L jr+1L jr+2 . . .L jk where i≥ jr+1 ≥ · · · ≥ jk ≥ 2. If `(w) = k then

〈
T̃w,L r

i+1h
〉 = ∑

σ∈C (r − 1, i )
σ1 = 0

αb(σi )a(σi−1) . . .a(σ1)〈T̃v,L σh〉.

If `(w) > k then〈T̃w,L r
i+1h〉 = 0.

Proof: We proceed by simultaneous induction onk andr . If r = 1 then〈T̃w, L̃ i+1h〉 =
α〈T̃v, h〉, by Corollary 2.12, and the theorem follows.

Suppose then thatr > 1 and that the theorem holds for smallerk. Now by Lemma
2.15(ii),

L r
i+1h = T̃i L r

i T̃i h+ α
r−1∑
s=1

L r−s
i T̃i L s

i h+ α2
r−1∑
s=1

sL r−s
i+1L s

i h.

We deal with each of these three terms in turn.
Sinceh ∈H +

i we may use Lemma 2.20, withj = i , and Corollary 2.12 to see that〈
T̃w, T̃i L r

i T̃i h
〉 = ∑

σ∈C (r−1,i )

a(σi−1) . . .a(σ1)
〈
T̃w,L i+1L

σi−1
i−1 . . .L

σ1
1 h
〉

=
∑

σ∈C (r−1,i )

a(σi−1) . . .a(σ1)
〈
T̃v,L

σi−1
i−1 . . .L

σ1
1 h
〉
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Now v is of length at leastk − 1, so by induction onk it cannot appear inL σi−1
i−1 . . .L

σ1
1 h

unless this is a product of at leastk− 1 non-trivialL -Murphy operators. Consequently, to
get a non-zero contribution to this sum we require thatσ1 = σi = 0. Therefore, noting that
b(0) = 1,

〈T̃w, T̃i L r
i T̃i h〉 =

∑
σ ∈ C (r − 1, i )

σ1 = 0
σi = 0

b(σi )a(σi−1) . . .a(σ1)〈T̃v,L σh〉.

By Lemma 2.20 and Corollary 2.12,

r−1∑
s=1

〈
T̃w,L r−s

i T̃i L s
i h
〉

=
r−1∑
s=1

〈
T̃v, T̃i L r−s

i T̃i L s
i h
〉

=
r−1∑
s=1

∑
σ∈C (r−s−1,i )

a(σi−1) . . .a(σ1)
〈
T̃v,L i+1L s

i L
σi−1
i−1 . . .L

σ1
1 h
〉

=
r−1∑
s=1

∑
σ∈C (r−s−1, i )
σ1 = σi = 0

a(σi−1) . . .a(σ1)
〈
T̃v,L i+1L s

i L
σi−1
i−1 . . .L

σ1
1 h
〉

=
∑

σ∈C (r − 1, i )
σ1 = 0
σi 6= 0

a(σi−1) . . .a(σ1)〈T̃v,L σh〉,

where the terms in the third line corresponding toσ1 6= 0 orσi 6= 0 disappear because, as
above,v cannot appear in a product of fewer thank− 1 non-trivialL -Murphy operators.

Finally, by induction onr ,

r−1∑
s=1

s
〈
T̃w,L r−s

i+1L s
i h
〉

=
r−1∑
s=1

∑
σ∈C (r−s−1,i )
σ1=0

sαb(σi )a(σi−1) . . .a(σ1)
〈
T̃v,L s

i L σh
〉

=α
∑

σ∈C (r − 1, i )
σ1 = 0
σi 6= 0

a(σi−1) . . .a(σ1)
〈
T̃v,L σ

i h
〉 · σi∑

m=1

mb(σi −m).
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By Lemma 2.18(iv),b(σi ) = 1+ α2∑σi
m=1 mb(σi − m). Therefore, adding up the three

contributions to
〈
T̃w,L r

i+1h
〉
calculated above, we find〈

T̃w,L r
i+1h

〉 = ∑
σ∈C (r − 1, i )

σ1=0

αb(σi )a(σi−1) . . .a(σ1)〈T̃v,L σh〉.

By induction the inner products on the right-hand side are zero if`(w) > k so the result
follows. 2

As a corollary we obtain Theorem 2.7.

Corollary 2.22 Suppose thatw is decreasing and that n≥ i1 ≥ i2 ≥ · · · ≥ i k > 1
is a sequence of positive integers. Thenw appears inL i1L i2 . . .L i k only if `(w) ≤ k.
Moreover, if `(w) = k thenw appears inL i1L i2 . . .L i k only if w = si1+1v for some
v ∈Si1−1.

Proof: If k = 1 there is nothing to prove, so supposek > 1. Then, ifw appears in
L i1L i2 . . .L i k , by Lemma 2.9 eitherw = si1−1v, for somev ∈ Si1−1, or `(si1−1w) >

`(w) andsi1−1w appears inL i1L i2 . . .L i k . Now apply Theorem 2.21. 2

Next we describe exactly which decreasing elements of maximal length appear in a
product of Murphy operators; for this we need some definitions.

A sequence of integersi = (i1, i2, . . . , i k) isdecreasing if n > i1 > i2 > · · · > i k > 0; i
isweakly decreasing if i1 ≥ i2 ≥ · · · ≥ i k. If i is decreasing then we writewi = si1si2 . . . sik
(cf. Definition 2.4). Note thatwi is a decreasing element ofSi1+1 of lengthk.

Definition 2.23 Let i = (i1, i2, . . . , i k) and j = ( j1, j2, . . . , jk) be two weakly decreasing
sequences of lengthk. Theni→ j if

(i) im ≥ jm for m= 1, 2, . . . , k, and
(ii) {i1, i2, . . . , i k} ⊆ { j1, j2, . . . , jk}.

In particular, note that→ is transitive and thati→ j only if i1 = j1.

Example 2.24 Starting fromi = (4, 4, 4) the paths leading to decreasing 3-tuples (omitt-
ing (4, 4, 3) and (4, 4, 2) and the edges from (4, 4, 4) to the three decreasing sequences)
are
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The next result says, for example, that the only decreasing elements of length 3 which
appear inL 3

5 ares4s3s2, s4s3s1 ands4s2s1.
By Theorem 2.21 the labels on the graph give the inner products〈T̃w,L 3

5〉whenw is one
of these elements. For example,〈T̃4T̃3T̃1,L 3

5〉 = α2b(2)a(1) + α2b(1)a(1). The second

term comes from the omitted edge(4, 4, 4)
b(1)a(1)−→ (4, 3, 1).

Theorem 2.25 Suppose thatj = ( j1, j2, . . . , jk) is a decreasing sequence and suppose
that i = (i1, i2, . . . , i k) is weakly decreasing. Thenw = wj appears inL i1L i2 . . .L i k if
and only if(i− (1k))→ j wherei− (1k) = (i1− 1, i2− 1, . . . , i k − 1).

Proof: Let i = i1−1 and suppose thati1 = · · · = i r > i r+1 (if necessary, leti k+1 = 0). We
argue by induction onk. Whenk= 1 there is nothing to prove so suppose thatk > 1. Since
w is of lengthk, by Proposition 2.21(i) and Corollary 2.12,w appears inL i1L i2 . . .L i k
only if w = si v for somev ∈Si . As (i− (1k))→ j only if i1 − 1 = j1, we may assume
thatw = si v for somev ∈Si .

If r = 1 then〈T̃w,L r
i+1L i r+1 . . .L i k〉 = α〈T̃v,L i r+1 . . .L i k〉, by Corollary 2.12, and

the result follows by induction onk. If r > 1 then, by Proposition 2.21,

(†)
〈
T̃w,L r

i+1L i r+1 . . .L i k

〉
= α

∑
σ∈C (r − 1, i )

σ1 = 0

a(σ1) . . .a(σi−1)b(σi )
〈
T̃v,L σL i r+1 . . .L i k

〉
.

Now if (i− (1k))→ j then by induction there exists a compositionσ such thatv appears
in L σL i r+1 . . .L i k , which is a summand on the right-hand side of(†). Now all of the
terms in this sum belong toH +, so no cancellation can occur. Therefore,w appears in
L r

i+1L i r+1 . . .L i k as required.
Conversely, ifw appears inL i1L i2 . . .L i k thenv appears inL σL i r+1 . . .L i k for some

σ ∈C (r − 1, i ) with σ1 = 0 by(†). Let L σL i r+1 . . .L i k = L i ′2 . . .L i ′k for some weakly
decreasing sequence(i ′2, . . . , i

′
k). By induction(i ′2−1, . . . , i ′k−1)→ ( j2, . . . , jk). On the

other hand,(i1−1, . . . , i k−1)→ (i1−1, i ′2−1, . . . , i ′k−1). By transitivity,(i−(1k))→ j.
2

Finally, we deduce the corresponding results for products of the Murphy operatorsL̃ i .

Theorem 2.26 Suppose thati= (i1, i2, . . . , i k) is weakly decreasing andj= ( j1,
j2, . . . , jl ) is decreasing and letw = wj. Then
(i) wj appears inL̃i1 L̃ i2 . . . L̃ ik only if `(wj) ≤ k.

(ii) If l = `(wj) = k thenwj appears inL̃i1 L̃ i2 . . . L̃ ik if and only if(i− (1k))→ j.
(iii) Suppose that̀(w) = k, i1 = j1, and let i= i1 − 1 and let r be the integer such that

i1 = · · · = i r and ir > i r+1. Then〈
T̃wj
, L̃r

i+1L̃ ir+1 . . . L̃ ik

〉 = ∑
σ∈C (r − 1, i )

σ1 = 0

b(σi )a(σi−1) . . .a(σ2)
〈
T̃v, L̃σ L̃ ir+1 . . . L̃ ik

〉
,

wherev = sj2 . . . sjk and L̃σ = L̃σi
i L̃σi−1

i−1 . . . L̃
σ2
2 .
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Proof: SinceL i =α L̃ i + 1 by Lemma 2.3, (i) follows from Proposition 2.21. Conse-
quently, wheǹ (w) = k we may expand theL i j ’s using (i) to see that〈T̃w,L i1L i2 . . .

L i k〉 = αk〈T̃w, L̃ i1 L̃ i2 . . . L̃ ik〉; (ii) and (iii) follow from this observation combined with
Theorem 2.25 and Proposition 2.21 respectively. 2

Applying Theorem 2.26(iii) recursively gives a purely combinatorial algorithm for com-
puting the inner products〈T̃w, L̃ i1 . . . L̃ ik〉 for any decreasing elementw of lengthk and any
weakly decreasing sequence(i1, . . . , i k).

3. Symmetric polynomials

In this section we return to Conjecture 1.1 and reduce it to the conjecture that
∑

ν 0λν0νµ =
δλµ (Kronecker delta), for certain polynomials0λν ∈ N[α2] (λ,µ, andν partitions of some
integerk < n).

If σ = (σ1, σ2, . . .) is a composition, let̄σ be the partition obtained fromσ by reordering
its parts in weakly decreasing order. For example, ifσ = (3, 0, 2, 3, 1) thenσ̄ = (3, 3, 2, 1).

Definition 3.1 Let k andn be positive integers and letµ a partition ofk. Then theµth
monomial symmetric function iñL2, . . . , L̃n is

M̃µ(n) =
∑

σ∈C (k, n− 1)
σ̄ = µ

L̃σ1
2 L̃σ2

3 . . . L̃
σn−1
n .

Notice thatM̃µ(n) belongs to the centre ofH n by Lemma 2.2 since it is a symmetric
polynomial in the Murphy operators. Also,̃Mµ(n) is an element ofH +

n and M̃µ(n) =
M̃µ(m) if and only if n = m. For example,

M̃(2,1)(3) = L̃2
2L̃3+ L̃2L̃2

3.

M̃(2,1)(4) = L̃2
2L̃3+ L2L̃2

3+ L̃2
2L̃4+ L̃2

3L̃4+ L̃2L̃2
4+ L̃3L̃2

4.

Even thoughM̃µ(n) 6= M̃µ(m) for n 6= m, these elements look the same as far as de-
creasing elements of lengthk are concerned. Recall the permutationuλ from Definition 2.4.

Theorem 3.2 Suppose thatλ is a partition of n and thatµ is a partition of k where
k < n. Then
(i) 〈T̃uλ , M̃µ(n)〉 6= 0 if and only if`(uλ) ≤ k.

(ii) If `(uλ) ≤ k and m> n then〈T̃uλ , M̃µ(m)〉 = 〈T̃uλ , M̃µ(n)〉.

Proof: Because all of the summands ofM̃µ(n) belong toH + no cancellation can oc-
cur in 〈T̃uλ , M̃µ(n)〉 and the first statement is immediate from Theorem 2.26(ii). For
the second statement, suppose thatuλ= si v for some decreasing elementv ∈Si . Then
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uλ ∈Si+1 so without loss of generality we may taken = i + 1 andm> n. Therefore, by
Theorem 2.26(ii),〈

T̃uλ , M̃µ(m)
〉 = ∑

σ ∈C (k,m− 1)
σ̄ = µ

〈
T̃n−1T̃v, L̃σm−1

m . . . L̃σ1
2

〉

=
∑

σ∈C (k, n− 1)
σ̄ = µ

〈
T̃n−1T̃v, L̃σn−1

n . . . L̃σ1
2

〉

= 〈T̃uλ , M̃µ(n)
〉
,

proving (ii). 2

Let λ be a partition ofn. As illustrated in Example 2.5, ifλ = (λ1, . . . , λk) thenuλ is
the permutation

(1, . . . , λ1)(λ1+ 1, . . . , λ1+ λ2)(λ1+ · · · + λk−1+ 1, . . . ,n)

and`(uλ) = (λ1− 1)+ (λ2− 1)+ · · · + (λk− 1). Using this observation the next Lemma
follows easily.

Lemma 3.3 Suppose that n≥ 2k. Then the mapµ 7→ λ = µ+ (1n−k) gives a one-to-one
correspondence between the partitionsµ of k and the partitionsλ of n such that̀ (uλ) = k
(where we writeµ+ (1n−k) for the partition(µ1+ 1, µ2+ 1, . . . , µn−k + 1)).

Consequently, ifµ is a partition ofk of lengthl then

uµ+(1l ) = uµ+(1l+1) = uµ+(1l+2) = · · ·

where we identify these permutations under the natural embeddingsS1 ↪→ S2 ↪→ · · ·.
Accordingly, we relabel the permutationsuλ using partitions ofk, wherek is the length
of uλ.

Definition 3.4 Suppose thatλ is a partition ofk of lengthl . Let vλ = uλ+(1l ).

Thus,vλ ∈ Sk+l and we can considervλ as an element ofSn whenevern ≥ k + l . In
particular,vλ ∈S2k for any partitionλ of k.

Consequently, ifλ andµ are partitions ofk < n then by Theorem 3.2,

mλµ =
〈
T̃vλ , M̃µ(n)

〉 = 〈T̃vλ , M̃µ(2k)
〉 6= 0

depends only uponk and not uponn (and〈T̃vλ , M̃µ(n)〉 = 0 whenvλ /∈Sn). By definition,
mλµ ∈ N[α2]. In principle, Theorem 2.26 can be used to calculate the polynomialsmλµ;
for example,m(2,1)(3) = a(2)b(1)+ a(1)2 by Example 2.24.
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We letM̃k = (mλµ) be the matrix of these inner products asλ andµ run over the partitions
of k. Lettingv = α2, and indexing the rows and columns lexicographically (beginning with
(13)), the full matrix whenk = 3 is

M̃3 =

1 v2+ 3v v3+ 3v2

1 v2+ 4v + 1 v3+ 4v2+ 2v

1 v2+ 5v + 3 v3+ 5v2+ 5v + 1

 .

Notice that when we setv= 0, or equivalentlyq= 1, M̃3 is unitriangular. Using Theorem
2.26 one can show thatmλλ(0)= 1 and thatmλµ has non-zero constant term if and only
if λDµ, whereB is the usual dominance ordering on partitions. The point is that in the
expansion of Theorem 2.26(iii) only theb polynomials can occur if we are to get a non-zero
constant term in the coefficients. So in general the matrixM̃k is lower unitriangular when
v = 0.

More surprising is the following:

Conjecture 3.5 Suppose k≥ 0 is any positive integer. ThendetM̃k = 1. In particular,
M̃k is invertible over the Laurent polynomial ringA = Z[q

1
2 ,q−

1
2 ].

This conjecture was made by Gordon James during discussions with Richard Dipper
and the author. James also conjectured that Theorems 2.7 and 3.2 were true. Using these
results we next show that Conjecture 3.5 implies Conjecture 1.1. Below we give an explicit
conjecture for the inverse of̃Mk.

Let R be a commutative ring,̄q an invertible element inR. As in Definition 3.1, given
a partitionµ of k < n we defineMµ(n) ∈H R,q̄ to be the monomial symmetric function
in the q-Murphy operatorsL2, . . . , Ln of H R,q̄. By Lemma 2.2,Mµ(n) belongs to the
centre ofH R,q̄.

Theorem 3.6 Let R be a commutative ring with1, q̄ an invertible element in R, and
suppose that the matrices̃Mk are invertible for all0≤ k < n. Then

{Mµ(n) | µ a partition of 0≤ k < n such thatvµ ∈Sn}

is a basis for the centre ofH R,q̄. Consequently, the centre ofH R,q̄ is precisely that set of
symmetric polynomials in the Murphy operators; thus, Conjecture 3.5 implies
Conjecture1.1.

Proof: By Remark 2.14, for any partitionsλ andµ of k, the inner product〈Tvλ ,Mµ(n)〉
in H R,q̄ is equal to the polynomialq`(vλ)〈T̃vλ , M̃µ(n)〉 evaluated atq = q̄ (note thatmλµ
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is a polynomial inα2 = q − 2+ q−1). Thus we may work in the generic Hecke algebra
and then specializeq to q̄.

First consider the case whereR is the rational function fieldQ(q) and letM̃(n) be the
matrix of inner products〈T̃vλ , M̃µ(n)〉 whereλ andµ vary over all partitions of all positive
integersk, where 0≤ k < n. By Theorem 2.26(i),M̃(n) has the form

M̃(n) =


M̃1(n) 0

M̃2(n)

M̃3(n)

∗ . . .



whereM̃k(n) = (〈T̃vλ , M̃µ(n)〉) is the submatrix of inner products iñM(n) whereλ andµ
run over all of the partitions ofk. By Theorem 3.2, whenvλ ∈ Sn the entries in theλth
row of M̃k(n) are equal to the corresponding entries of the matrixM̃k; in particular they are
independent ofn. Whenvλ /∈Sn, all of the entries in this row ofM̃k(n) are zero.

Now, by assumption the matrix̃Mk has full rank. Consequently the rank of̃Mk(n) is
greater than or equal to the number of partitionsλ of k such thatvλ ∈Sn (0≤ k< n). There-
fore, theH Q(q),q-submodule spanned by the monomial symmetric functionsMµ(q) has
dimension greater than or equal to the number of partitions ofn. However, by
[2, Theorem 2.26] (see also Remark 2.6), the centre ofH Q(q),q has dimension less than or
equal to the number of partitions ofn. This completes the proof of the proposition when
R= Q(q). (In fact this argument holds wheneverR is a field.)

Now because the matrices̃Mk are invertible overA=Z[q
1
2 ,q

1
2 ], the monomial symmet-

ric functions{Mµ(n)} span anA-latticeM in the centre ofH Q(q),q andM ⊗A R is the
centre ofH R,q̄ (here we considerR as anA-module by specifying thatq acts as̄q on R).
Therefore, the{Mµ(n) = q̄`(vµ)M̃µ(n)⊗ 1} are linearly independent and span the centre of
H R,q̄. 2

Although we have not been able to prove Conjecture 3.5, we do have an explicit conjecture
for the inverse matrix ofM̃k. Recall thatC (k) is the set of strict compositions ofk. There
is a well-known one-to-one correspondence between the compositionsσ in C (k) and the
subsets of{1, 2, . . . , k− 1} where

σ = (σ1, . . . , σl )↔ Jσ = {σ1, σ1+ σ2, . . . , σ1+ · · · + σl−1}.

For example,J(1k) = {1, 2, . . . , k − 1} and J(k) = Ø for all r . Given two partitionsλ and
µ define

cλµ = (−1)`(µ)|{σ ∈ C (k) | Jλ ⊆ Jσ andσ̄ = µ}|,
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and letCk = (cλµ). For example whenk = 4, and

where the rows and columns ofC4 are ordered lexicographically and all omitted entries are
zero.

So, |c(k)µ| is equal to the number of compositionsσ in C (k) such thatσ̄ = µ; more
generally,|cλµ| is the number ofrefinementsof λ into compositionsσ such that̄σ = µ.

Conjecture 3.7 The inverse matrix of̃Mk is Ck M̃kCk.

In particular this implies Conjecture 3.5 and hence, by Theorem 3.6, Conjecture 1.1.
It is not hard to show thatC2

k = I for all k; in fact this reduces to the well-known identity

∑
J⊆S

(−1)|J| =
{

1, if S= ∅,
0, otherwise.

So, in fact Conjecture 3.7 claims that̃M−1
k =Ck M̃kC−1

k . Further, if0k = Ck M̃k then
Conjecture 3.7 says that02

k = I . Equivalently, if0k = (0λµ) then Conjecture 3.7 holds if
and only if

∑
ν 0λν0νµ = δλµ.

By the above remarks0k is lower unitriangular whenv = 0 and, assuming Conjec-
ture 3.5, det0k = detCk = ±1. It would also appear to be true that(−1)`(λ)0λµ is a poly-
nomial inv with non-negative coefficients. The matrices0k for k = 1, 2, 3, and 4 are as
follows.

01 = (1), 02 =
(

1 v

0 −1

)
, 03 =

−1 −v2− 3v −v3− 3v2

0 v + 1 v2+ 2v

0 −1 −v − 1

,
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and04 is the matrix



1 v3 + 4v2 + 6v v4 + 4v3 + 3v2 v5 + 7v4 + 15v3 + 12v2 v6 + 8v5 + 20v4 + 16v3

0 −v2 − 2v − 1 −v3 − 3v2 − v −v4 − 6v3 − 9v2 − 4v −v5 − 7v4 − 14v3 − 8v2

0 v v2 + 2v + 1 v3 + 5v2 + 4v v4 + 6v3 + 9v2 + 4v

0 v + 1 v2 + 2v v3 + 5v2 + 5v + 1 v4 + 6v3 + 9v2 + 3v

0 −1 −v − 1 −v2 − 4v − 2 −v3 − 5v2 − 5v − 1


.

The reader may check that det0k = ±1 and that02
k = I as we have claimed. We have

checked Conjecture 3.7 fork ≤ 7.
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