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AbSTRACT. In this paper, we will establish a martingale inequality, which extends the classic Hoeffding inequality in some sense. In addition, our inequality improves the results of Lee and Su [7] (2002) in some cases.
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## 1. Introduction

Given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a filtration $\mathcal{F}_{0}=\{\phi, \Omega\} \subset \mathcal{F}_{1} \subset \cdots \subset \mathcal{F}_{n}=\mathcal{F}$, an integrable random variable $X \in \mathcal{L}^{1}(\Omega, \mathcal{F}, \mathbb{P})$ can be written as

$$
X-\mathbb{E} X=\sum_{k=1}^{n}\left[\mathbb{E}\left(X \mid \mathcal{F}_{k}\right)-\mathbb{E}\left(X \mid \mathcal{F}_{k-1}\right)\right]:=\sum_{k=1}^{n} d_{k},
$$

where $d_{k}$ is a martingale difference. An early inequality result is the following. If for any $k$, there exist constants $a_{k}$ and $b_{k}$, such that $\mathbb{P}\left(d_{k} \in\left[a_{k}, b_{k}\right]\right)=1$, then for any $t>0$, we have the following classic Hoeffding inequality (cf. [5])

$$
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 \exp \left\{-\frac{2 t^{2}}{\sum_{k=1}^{n}\left(b_{k}-a_{k}\right)^{2}}\right\}
$$

De la Peña [2, 3] discussed a general class of exponential inequalities for bounded martingale difference and ratios by the decoupling theory. Andreas [9] gave exponential deviation inequalities for one-sided bounded martingale difference sequences. In the case of the length of longest increasing subsequences and the independence number of sparse random graphs, Lee and Su [7] have utilised the symmetry argument in the martingale inequality.

[^0]For these phenomena of measure concentration, the usual procedure in analysis is via martingale methods, information-theoretic methods and Talagrand's induction method (see [6, 8, (10]). In most applications, $X$ is a function of $n$ independent (possibly vector valued) random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ and the filtration is $\mathcal{F}_{k}=\sigma\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$. In this case we let $\left\{\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots, \xi_{n}^{\prime}\right\}$ be an independent copy of $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right\}$ and define

$$
\Delta_{k}=X\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k-1}, \xi_{k}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}\right)-X\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k-1}, \xi_{k}^{\prime}, \xi_{k+1}^{\prime}, \ldots, \xi_{n}^{\prime}\right)
$$

Let $d_{k}=\mathbb{E}\left(\Delta_{k} \mid \mathcal{F}_{k}\right)$. By definition, $\Delta_{k}$ is the change in the value of $X$ resulting from a change only in one coordinate. So, if there exists a constant $c_{k}$, such that $\left|\Delta_{k}\right| \leq c_{k}$ a.s., then $\left|d_{k}\right| \leq c_{k}$ a.s. and we can apply the Hoeffding inequality to obtain a tail bound for $X$. However, in many cases, $c_{k}$ grows too rapidly and so the Hoeffding inequality does not provide any reasonable tail bound. For improving the Hoeffding inequality, Lee and Su [7] obtained the following reasonable tail bound for $X$.

Theorem 1.1 (See Theorem 1 in Lee and Su [7]). Assume that there exists a positive and finite constant $c$ such that for all $k \leq n,\left|\Delta_{k}\right| \leq c$ a.s. and there exist $0<p_{k}<1$ such that for each $k \leq n, \mathbb{P}\left(0<\left|\Delta_{k}\right| \leq c \mid \mathcal{F}_{k-1}\right) \leq p_{k}$ a.s. Then, for every $t>0$,

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 \exp \left\{-\frac{t^{2}}{2 c^{2} \sum_{k=1}^{n} p_{k}+2 c t / 3}\right\} \tag{1.1}
\end{equation*}
$$

In this paper, we will demonstrate that if $\frac{t}{c \sum_{k=1}^{n} p_{k}}$ is larger, especially if $\frac{t}{c \sum_{k=1}^{n} p_{k}} \geq 2.83 e^{2.83}$, we can obtain a more precise inequality than (1.1). In Section 2, we will give the main results and show our inequalities are more precise than (1.1) in some cases. In Section 3, we apply our results to the longest increasing subsequence.

## 2. Main Results

In this section, we will continue to use the notions of Section 1 .
Theorem 2.1. Let $X$ be an integrable random variable defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ which is in fact a function of $n$ independent random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$. We define $\mathcal{F}_{k}, \Delta_{k}$, $d_{k}$ as in Section 1 Assume that there exist positive and finite constants $c_{k}$ such that for all $k \leq n$,

$$
\begin{equation*}
\left|\Delta_{k}\right| \leq c_{k} \quad \text { a.s. } \tag{2.1}
\end{equation*}
$$

and there exist $0<p_{k}<1$ such that for each $k \leq n$,

$$
\begin{equation*}
\mathbb{P}\left(0<\left|\Delta_{k}\right| \leq c_{k} \mid \mathcal{F}_{k-1}\right) \leq p_{k} \quad \text { a.s. } \tag{2.2}
\end{equation*}
$$

Then, for every $t>0$,

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 \exp \left\{-\frac{t^{2}}{2 \sum_{k=1}^{n} e^{s c_{k}} c_{k}^{2} p_{k}}\right\} \tag{2.3}
\end{equation*}
$$

where $s$ satisfies the equation $s=\frac{t}{\sum_{k=1}^{n} e^{s c_{k} c_{k}^{2} p_{k}}}$. In addition, if there exists a constant $b$, such that $s \geq b$, we will obtain

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 e^{-b t / 2} \tag{2.4}
\end{equation*}
$$

Proof. In fact, we only prove the form $\mathbb{P}(X-\mathbb{E} X \geq t)$, and the other form $\mathbb{P}(X-\mathbb{E} X \leq-t)$ is similar. By Jensen's inequality, for any $s>0$, we have

$$
\mathbb{E}\left(e^{s d_{k}} \mid \mathcal{F}_{k-1}\right)=\mathbb{E}\left(e^{s \mathbb{E}\left(\Delta_{k} \mid \mathcal{F}_{k}\right)} \mid \mathcal{F}_{k-1}\right) \leq \mathbb{E}\left(e^{s \Delta_{k}} \mid \mathcal{F}_{k-1}\right) \text {, a.e. }
$$

From (2.1), 2.2) and the following elementary inequality,

$$
\forall x \in \mathbb{R}, \quad e^{x} \leq 1+x+\frac{|x|^{2}}{2} e^{|x|}
$$

we can obtain

$$
\begin{aligned}
\mathbb{E}\left(e^{s \Delta_{k}} \mid \mathcal{F}_{k-1}\right) & \leq \mathbb{E}\left(\left.1+s \Delta_{k}+\frac{\left|s \Delta_{k}\right|^{2}}{2} e^{\left|s \Delta_{k}\right|} \right\rvert\, \mathcal{F}_{k-1}\right) \\
& \leq 1+\frac{s^{2}}{2} e^{s c_{k}} \mathbb{E}\left(\Delta_{k}^{2} \mid \mathcal{F}_{k-1}\right) \\
& \leq 1+\frac{s^{2}}{2} e^{s c_{k}} c_{k}^{2} p_{k} \\
& \leq \exp \left\{\frac{s^{2}}{2} e^{s c_{k}} c_{k}^{2} p_{k}\right\} \quad \text { a.e. }
\end{aligned}
$$

It is easy to check that

$$
X-\mathbb{E} X=\sum_{k=1}^{n} d_{k}
$$

Thus, by Markov's inequality, for any $s>0$,

$$
\begin{aligned}
\mathbb{P}(X-\mathbb{E} X \geq t) & \leq e^{-s t} \mathbb{E} e^{s(X-\mathbb{E} X)} \\
& \leq e^{-s t} \mathbb{E} e^{s \sum_{k=1}^{n} d_{k}} \\
& \leq e^{-s t} \mathbb{E}\left[e^{s \sum_{k=1}^{n-1} d_{k}} \mathbb{E}\left(e^{s d_{n}} \mid \mathcal{F}_{n-1}\right)\right] \\
& \leq \exp \left\{-s t+\frac{s^{2}}{2} e^{s c_{n}} c_{n}^{2} p_{n}\right\} \mathbb{E} e^{s \sum_{k=1}^{n-1} d_{k}} \\
& \leq \cdots \\
& \leq \exp \left\{-s t+\frac{s^{2}}{2} \sum_{k=1}^{n} e^{s c_{k}} c_{k}^{2} p_{k}\right\} .
\end{aligned}
$$

If we could take

$$
\begin{equation*}
s=\frac{t}{\sum_{k=1}^{n} e^{s c_{k}} c_{k}^{2} p_{k}}, \tag{2.5}
\end{equation*}
$$

(2.3) can be shown. In fact, putting $f_{n}(s)=\sum_{k=1}^{n} e^{s c_{k}} s c_{k}^{2} p_{k}$, it is easy to see that for any $n$, $f_{n}(s)$ is a continuous function in $s$, and is nondecreasing on $[0, \infty)$ with $f_{n}(0)=0$. Thus, for any $t>0$, there exists only one solution that satisfies equation $s=\frac{t}{\sum_{k=1}^{n} e^{s c_{k} c_{k}^{2} p_{k}}}$. The remainder of the proof is straightforward.
Remark 2.2. It is easy to see that the solution of the equation $s=\frac{t}{\sum_{k=1}^{n} e^{s c_{k} c_{k}^{2} p_{k}}}$ could not be given concretely. However, we can use the formula (2.4), by obtaining a low bound of $s$ in many cases.

Corollary 2.3. Under the conditions of Theorem 1.1, we assume that for all $1 \leq k \leq n, c_{k}=c$. Then, for every $t>0$,

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 \exp \left\{-\frac{t^{2}}{2 e^{s c} c^{2} \sum_{k=1}^{n} p_{k}}\right\} \tag{2.6}
\end{equation*}
$$

where $s$ satisfies the equation $s=\frac{t}{e^{s c} c^{2} \sum_{k=1}^{n} p_{k}}$. In addition, if there exists a constant $b$, such that $s \geq b$, we obtain

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 e^{-b t / 2} \tag{2.7}
\end{equation*}
$$

Next, we will show that, in some cases, the condition $s \geq b$ in Corollary 2.3 could be obtained and our results are better than inequality (1.1).
Proposition 2.4. Under the conditions of Corollary 2.3 ,
$\left(R_{1}\right)$ : Assuming that for any given $t>0$,

$$
\begin{equation*}
\frac{t}{c \sum_{k=1}^{n} p_{k}} \geq 2.83 e^{2.83} \tag{2.8}
\end{equation*}
$$

then we have the following inequality

$$
\begin{equation*}
\mathbb{P}(|X-\mathbb{E} X| \geq t) \leq 2 e^{-2.83 t /(2 c)} \tag{2.9}
\end{equation*}
$$

and in this case, our bound $e^{-2.83 t /(2 c)}$ is better than (1.1).
$\left(R_{2}\right)$ : Conversely, if for any given $t>0$,

$$
\begin{equation*}
\frac{t}{c \sum_{k=1}^{n} p_{k}} \leq 2.82 e^{2.82} \tag{2.10}
\end{equation*}
$$

then (1.1) is better than our result.
Proof. By $s=\frac{t}{e^{s c} c^{2} \sum_{k=1}^{n} p_{k}}$ and $\frac{t}{c \sum_{k=1}^{n} p_{k}} \geq 2.83 e^{2.83}$, it is easy to see that

$$
s c e^{s c} \geq 2.83 e^{2.83} \quad \text { and } \quad s c \geq 2.83
$$

From Corollary 2.3, (2.9) can be obtained.
Next we will show that our bound $e^{-2.83 t /(2 c)}$ is better than 1.1 . For $\frac{t}{c \sum_{k=1}^{n} p_{k}} \geq 3 e^{3}$, we know

$$
\begin{align*}
\frac{t}{c \sum_{k=1}^{n} p_{k}} & (1 / c-s / 3)<s, \quad s=\frac{t}{e^{s c} c^{2} \sum_{k=1}^{n} p_{k}} ;  \tag{2.11}\\
& \Leftrightarrow \frac{t}{c^{2} \sum_{k=1}^{n} p_{k}}<\frac{t s}{3 c \sum_{k=1}^{n} p_{k}}+s, \quad s e^{s c}=\frac{t}{c^{2} \sum_{k=1}^{n} p_{k}} \\
& \Leftrightarrow s e^{s c}<\frac{t s}{3 c \sum_{k=1}^{n} p_{k}}+s, \quad s e^{s c}=\frac{t}{c^{2} \sum_{k=1}^{n} p_{k}} ; \\
& \Leftrightarrow e^{s c}<\frac{t}{3 c \sum_{k=1}^{n} p_{k}}+1, \quad s e^{s c}=\frac{t}{c^{2} \sum_{k=1}^{n} p_{k}} ; \\
& \Leftrightarrow c\left(e^{s c}-1\right) \sum_{k=1}^{n} p_{k}<t / 3, \quad s e^{s c}=\frac{t}{c^{2} \sum_{k=1}^{n} p_{k}} ; \\
& \Leftrightarrow 2 c^{2} e^{s c} \sum_{k=1}^{n} p_{k}<2 c^{2} \sum_{k=1}^{n} p_{k}+2 c t / 3, \quad s e^{s c}=\frac{t}{c^{2} \sum_{k=1}^{n} p_{k}} .
\end{align*}
$$

Thus, by comparing 2.6 and 1.1 , the proof of $\left(R_{1}\right)$ is given under the condition $\frac{t}{c \sum_{k=1}^{n} p_{k}} \geq$ $3 e^{3}$. To proving remainders, by (2.11), we only show the following relations

$$
\left\{\begin{array}{l}
\frac{t}{c \sum_{k=1}^{n} p_{k}}(1 / c-s / 3) \geq s, \text { if } 2.83 e^{2.83} \leq \frac{t}{c \sum_{k=1}^{n} p_{k}}<3 e^{3}  \tag{2.12}\\
\frac{t}{c \sum_{k=1}^{n} p_{k}}(1 / c-s / 3) \leq s, \text { if } \frac{t}{c \sum_{k=1}^{n} p_{k}}<2.82 e^{2.82}
\end{array}\right.
$$



Figure 1
Since $s=\frac{t}{e^{s c} c^{2} \sum_{k=1}^{n} p_{k}}, 2.12$ is equivalent to the following relations

$$
\left\{\begin{array}{l}
c e^{s c}(1 / c-s / 3) \geq 1, \quad \text { if } 2.83 e^{2.83} \leq \frac{t}{c \sum_{k=1}^{n} p_{k}}<3 e^{3} ;  \tag{2.13}\\
c e^{s c}(1 / c-s / 3) \leq 1, \quad \text { if } \frac{t}{c \sum_{k=1}^{n} p_{k}}<2.82 e^{2.82} .
\end{array}\right.
$$

Letting $f(s)=c e^{s c}(1 / c-s / 3)-1$ and $s c=x$, we have $f(x)=e^{x}(1-x / 3)-1$. It is not difficult to check that $f(x)$ is an increasing function in $[0,2.82]$ and a decreasing function in $[2.83, \infty)$ (or see Figure 1). And $f(0)=0, f\left(x_{0}\right)=0$, where $x_{0} \in[2.82,2.83]$. The rest is obvious.

Remark 2.5. In the above proposition, though the bounds $2.82 e^{2.82}$ and $2.83 e^{2.83}$ are coarser, we can easily determine which inequalities are a little sharper by using these bounds.
Remark 2.6. The above results show that for given $n$ (resp. $t$ ), our inequality is more precise in the case of sufficiently large $t$ (resp. small $n$ ). However, in many cases, we need computer power to use our inequality. For example, assuming $\frac{t}{c \sum_{k=1}^{n} p_{k}}=B$, where $B$ is given, then we often need to control the solution of the equation $x e^{x}=\bar{B}$.

## 3. The Longest Increasing Subsequence

In this section, we discuss the longest increasing subsequence as in Lee and Su [7] (2002) and show our results are little sharper. Consider the symmetric group $S_{n}$ of permutations $\pi$ on the number $1,2, \ldots, n$, equipped with the uniform probability measure. Given a permutation $\pi=$ $(\pi(1), \pi(2), \ldots, \pi(n))$, an increasing subsequence $i_{1}, i_{2}, \ldots, i_{k}$ is a subsequence of $1,2, \ldots, n$ such that

$$
i_{1}<i_{2}<\cdots<i_{k}, \pi\left(i_{1}\right)<\pi\left(i_{2}\right)<\cdots<\pi\left(i_{k}\right)
$$

We write $L_{n}(\pi)$ for the length of longest increasing subsequences of $\pi$.
Let $U_{i}=\left(X_{i}, Y_{i}\right), i=1,2, \ldots, n$, be a sequence of i.i.d. uniform sample on the unit square $[0,1]^{2} . U_{i_{1}}, U_{i_{2}}, \ldots, U_{i_{k}}$ is called a monotone increasing chain of height $k$ if

$$
X_{i_{j}}<X_{i_{j}+1}, Y_{i_{j}}<Y_{i_{j}+1} \text { for } j=1,2, \ldots, k-1
$$

Define $L_{n}(U)$ to be the maximum height of the chains in the sample $U_{1}, U_{2}, \ldots, U_{n}$.
By Hammersley [4] (1972) and Aldous and Diaconis [1] (1999), the following facts are known:
$\left(F_{1}\right): L_{n}(\pi)$ has the same distribution as $L_{n}(U)$.
$\left(F_{2}\right): \frac{L_{n}(\pi)}{\sqrt{n}} \rightarrow 2$, in probability and in mean.
Let $\left\{U_{1}^{\prime}, U_{2}^{\prime}, \ldots, U_{n}^{\prime}\right\}$ be an independent copy of $\left\{U_{1}, U_{2}, \ldots, U_{n}\right\}$. It is easy to see that, letting

$$
\Delta_{k}=L_{n}\left(U_{1}, \ldots, U_{k-1}, U_{k}, U_{k+1}^{\prime}, \ldots, U_{n}^{\prime}\right)-L_{n}\left(U_{1}, \ldots, U_{k-1}, U_{k}^{\prime}, U_{k+1}^{\prime}, \ldots, U_{n}^{\prime}\right)
$$

$\Delta_{k}$ takes values only $+1,0,-1$. Moreover, since $\mathbb{E}\left(\Delta_{k} \mid \mathcal{F}_{k-1}\right)$, where $\mathcal{F}_{k-1}=\sigma\left(U_{1}, U_{2}, \ldots, U_{k-1}\right)$, we have

$$
\mathbb{P}\left(\Delta_{k}=+1 \mid \mathcal{F}_{k-1}\right)=\mathbb{P}\left(\Delta_{k}=-1 \mid \mathcal{F}_{k-1}\right) .
$$

Letting $p_{k}=2 \mathbb{E} L_{n-k+1}\left(U_{k}, U_{k+1}, \ldots, U_{n}\right) /(n-k+1)$, from Lee and Su [7] (2002), there is the following fact:

$$
\left(F_{3}\right): \mathbb{P}\left(\Delta_{k}=+1 \mid \mathcal{F}_{k-1}\right) \leq p_{k} / 2
$$

For the longest increasing subsequence, we have the following result.
Theorem 3.1. There exists a constant $\delta<1 / 2$, such that for all sufficiently large $n$ and any $r>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|L_{n}(U)-\mathbb{E} L_{n}(U)\right|>r n\right) \leq 2 \exp \left\{-\frac{\delta r n \log n}{2}\right\} \tag{3.1}
\end{equation*}
$$

Proof. For any $r>0$ and sufficiently large $n, s$ in Corollary 2.3 needs to satisfy the equation $s=\frac{r n}{e^{s} \sum_{k=1}^{n} p_{k}}$. Since

$$
\frac{1}{\sqrt{n}} \mathbb{E} L_{n}(U) \rightarrow 2 \quad \text { as } \quad n \rightarrow \infty
$$

we have

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{\mathbb{E} L_{k}(U)}{k} \rightarrow 4 \quad \text { as } \quad n \rightarrow \infty, \quad \text { i.e., } \quad n^{-1 / 2} \sum_{k=1}^{n} p_{k} \rightarrow 4
$$

By the equation $s=\frac{r n}{e^{s} \sum_{k=1}^{n} p_{k}}$, we know that for sufficiently large $n$, $s e^{s}=O(\sqrt{n})$. Thus there exists a constant $\delta<1 / 2$, such that $s e^{s}>e^{\delta \log n} \delta \log n$, i.e., $s \geq \delta \log n$. By Corollary 2.3, we have the result.

Remark 3.2. By Proposition 2.4, we know our results are sharper than the ones in Lee and Su [7] to a certainty. Lee and Su [7] gave the following result by an application of inequality (1.1).

Theorem LS. Given any $\varepsilon>0$, for all sufficiently large $n$ and any $t>0$,

$$
\begin{equation*}
\mathbb{P}\left(\left|L_{n}(\pi)-\mathbb{E} L_{n}(\pi)\right| \geq t\right) \leq 2\left(-\frac{t^{2}}{(16+\varepsilon) \sqrt{n}+2 t / 3}\right) \tag{3.2}
\end{equation*}
$$

Here if taking $t=r n$, then $\mathbb{P}\left(\left|L_{n}(\pi)-\mathbb{E} L_{n}(\pi)\right| \geq r n\right) \leq O\left(e^{-n}\right)$, which is coarser than (3.1)
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