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ABSTRACT. Inthis paper, in connection with a basic formula by S. Smale and D. X. Zhou which
is fundamental in the approximation error estimates in statistical learning theory, we give new
norm type inequalities based on the general theory of reproducing kernels combined with linear
mappings in the framework of Hilbert spaces. We shall give typical concrete examples which
may be considered as new norm type inequalities and have physical meanings.
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1. INTRODUCTION AND RESULTS

In statistical learning theory, reproducing kernel Hilbert spaces are a basic tool.| See [1] for
an excellent survey article and [4] for some recent very interesting results. In this paper, using a
simple and general principle we shall show that we can obtain new norm type inequalities based
on [3]. Seel[3] for the details in connection with learning theory. It seems that we can obtain
new norm type inequalities based on a general principle which has physical meanings in linear
systems. In order to show the results clearly, we shall first state our typical results.

For any fixedg > 0, let LZ be the class of all square integrable functions on the positive real
line (0, co) with respect to the measute?dt. Then, we consider the Laplace transform

(LF)(z) = / F(t)e *dt for x>0
0
for e L.
ISSN (electronic): 1443-5756

(© 20083 Victoria University. All rights reserved.
139-02


http://jipam.vu.edu.au/
mailto:ssaitoh@math.sci.gunma-u.ac.jp
http://www.ams.org/msc/

2 SABUROU SAITOH

Theorem 1.1.For LF = f and LG = g, we obtain the inequality
2
it ot [ (@) - g )P < I (1
16l2<r T'(2¢ +1) Jo - 1PNz )
for | F[[zz > R.

We shall consider the Weierstrass transform, for any fixed)
(Y (z —¢)?
t) = F — d
up(,t) = = / F© exp{ Tl
for Ly(R, d¢) functions. Then,

Theorem 1.2. For up(z,t) andug(z, t), we have the inequality
R
inf  |lup(-,t) —ug(-,t <||F 1——),
it e C.0) = w0l < 1P (1 )

for || P, > R

For any fixedz > 0 we shall consider the Hilbert spake consisting of entire function(z)
on C(z = z + iy) with finite norms

a2
12, =% / / F()P exp(—a?|=P)dedy.
m C
Then we have

Theorem 1.3.For any f andg € F,, we have the inequality

wt [ /() — (@) expl—aa?)dr < Y27 7, (1 & )

lgllra <R J_o a N fle.

for [ fllr. = R.

It was a pleasant suprise for the author that Professor Michael Plum was able to directly
derive a proof of Theorefn 1.2 in a Problems and Remarks session in the 8th General Inequalities
Conference. In this paper, we will be able to give some general background for THeofem 1.2.
Furthermore, we can obtain various other norm inequalities of type Theorém 1.2.

2. A GENERAL APPROACH AND PROOFS

The proofs of the theorems are based on a simple general principle, and on some deep and
delicate parts which depend on case by case, arguments.

We need the general theory of reproducing kernels which is combined with linear mappings
in the framework of Hilbert spaces inl[2].

For any abstract sét and for any Hilbert (possibly finite—dimensional) sp&¢ewe shall
consider art{—valued functiorh on £

(2.1) h:EF—H
and the linear mapping fdt
(2.2) f(p) = (£, h(p))n for feH

into a linear space comprising of functiofif(p)} on E. For this linear mapping, we consider
the functionK (p, ¢) on E' x E defined by

(2.3) K(p,q) = (h(g),h(p))» on Ex E.
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Then, K (p, q) is a positive matrix or&; that is, for any finite point§p,} of £ and for any

complex number$C;},
> CiCiK(py,ps) > 0.

J J
Then, by the fundamental theorem of Moore—Aronszajn, we have:

Proposition 2.1. For any positive matrixi(p, q) on E, there exists a uniquely determined
functional Hilbert spacdi comprising of function$ f} on £ and admitting the reproducing
kernel K (p,q) (RKHS Hg) satisfying and characterized by

(2.4) K(-,q) € Hkx forany q € E
and, for anyq € E and for anyf € Hg
(2.5) Fla) = (), K (- 0) by

Then in particular, we have the following fundamental results:
(I) For theRKHS Hj admitting the reproducing kernél (p, ¢) defined by[(2.8), the im-
ages{f(p)} by (2.2) forH are characterized as the members of RIS H.
(II) In general, we have the inequality in (2.2)

(2.6) 1l < [l
however, for anyf € Hy there exists a uniquely determin&de H satisfying
(2.7) fp) = (" h(p))n on E
and
(2.8) £l = 1€l

In (2.6), the isometry holds if and only {f(p); p € £} is complete irfH.

Here, we shall assume that
{h(p);p € E}
is complete irH.
Therefore, in[(Z.2) we have the isometric identity

(2.9) £l = 1€l

Now, for anyf € H we consider the approximation
2.10 inf ||f — gl
( ) lglln<R | gl

Of course, if||f||3; < R, there is no problem, since (2]10) is zero. The best approximgtiém
(2.10) is given by

o = Rf
[1£l2-
and we obtain the result, as we see from Schwarz’s inequality
R
2.11 inf [|[f—g| =|f 1——.
@.11) it =gl = el (1= )

Now, we shall transform the estimate omth by using the linear mapping (2.2) and the
isometry [2.9) in the form

R
2.12 inf - = ||f 1 —
212) Lot 17 = sl = 181 (1= )
for ||f]|% > R.
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In statistical learning theory, we have the linear mappings

(2.13) f(p) = /T F(O)RTE, p)dm(t),

whereF € Lo(T,dm), and the integral kernelg(t,p) onT" x T are Hilbert-Schmidt kernels
satisfying

(2.14) / /T Int,p)Pdm(e)dm(p) < oo,

In our formulation, this will mean that the images pf (2.2) férbelong to{ again. Then,
in the estimate] (2.12) we will be able to consider a more concrete fibthan H ;. However,
this part will be very delicate in the exact estimate of the normK iand Hx, as we can see
from the following examples.
Indeed, for our integral transforms in Theorgmg 1.1[and 1.2, the associated reproducing kernel
Hilbert spaces are realized as follows:

In Theorem 1.11,
e 1 o ,
2 — J / 2,.2j42q—1
@19 W= Y ey | et pa e
In Theorem 1.2,
= (2t) [
216) st 0l =30 S [ ourte)Par

j=0
In Theorenj 1.3, we obtain the inequality

* V2T
2.17) | 1@ esp(-atatyis < T g,

See[2] for these results. In particular, note that inequadlity {2.17) is not trivial at all.

We take the simplest parfs= 0 in those realizations of the associated reproducing kernel
Hilbert spaces. Then, we obtain Theorgmg 1.1[anp 1.2. (2.17), we have Thedrem 1.3.
This part of the theorems depends on case by case arguments and so, the results obtained are
intricate.

3. INCOMPLETE CASE

In the case thath(p);p € E} is not complete ir{, similar estimates generally hold. We
shall give a typical example.
We shall consider the integral transform, for any fixed

1 x+ct 1 o)
@) wlet =g [ F@d =5 [ P@et - o - e
which gives the solution of the wave equation

2 2
0 ugg’t) L ug(f’t) (c>0, constant
Xz

satisfying
Oup(z,t)

ot li=o = F'(z),u(z,0) =0 on R.
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Then we have the identity

(3.2 20/0OO <W> dt = min /OO F(&)%d¢

o0

where the minimum is taken over all the functiafiss L,(R) = L, satisfying

urlot) = o [~ F(@0let ~ o - ).

forall t > 0 ([2, pp. 143-147]). Then, we obtain
Theorem 3.1.In the integral transform[(3]1) fof., functionsF, we have the inequality
. Oup(x,t)  Jug(x,t) R
f V2 — o > |F 1— ——
||G|1|£12§R\/_C” ot ot ||L2(0, ) = ” ||L2 ||F”L2
for | F||., < R.
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