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#### Abstract

In the present note, we introduce a Bezier variant of a new type of Bernstein Durrmeyer operator, which was introduced by Gupta [3]. We estimate the rate of convergence by using the decomposition technique of functions of bounded variation and applying the optimum bound. It is observed that the analysis for our Bezier variant of new Bernstein Durrmeyer operators is different from the usual Bernstein Durrmeyer operators studied by Zeng and Chen [9].
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## 1. Introduction

Durrmeyer [1] introduced the integral modification of Bernstein polynomials to approximate Lebesgue integrable functions on the interval $[0,1]$. The operators introduced by Durrmeyer are defined by

$$
\begin{equation*}
D_{n}(f, x)=(n+1) \sum_{k=0}^{n} p_{n, k}(x) \int_{0}^{1} p_{n, k}(t) f(t) d t, \quad x \in[0,1], \tag{1.1}
\end{equation*}
$$

where $p_{n, k}(x)=\binom{n}{k} x^{k}(1-x)^{n-k}$.
Gupta [3] introduced a different Durrmeyer type modification of the Bernstein polynomials and estimated the rate of convergence for functions of bounded variation. The operators introduced in [3] are defined by

$$
\begin{equation*}
B_{n}(f, x)=n \sum_{k=0}^{n} p_{n, k}(x) \int_{0}^{1} b_{n, k}(t) f(t) d t, \quad x \in[0,1], \tag{1.2}
\end{equation*}
$$

where

$$
p_{n, k}(x)=(-1)^{k} \frac{x^{k}}{k!} \phi_{n}^{(k)}(x), \quad b_{n, k}(t)=(-1)^{k+1} \frac{t^{k}}{k!} \phi_{n}^{(k+1)}(t)
$$

and

$$
\phi_{n}(x)=(1-x)^{n} .
$$

It is easily verified that the values of $p_{n, k}(x)$ used in (1.1) and (1.2) are same. Also it is easily verified that

$$
\sum_{k=0}^{n} p_{n, k}(x)=1, \quad \int_{0}^{1} b_{n, k}(t) d t=1 \quad \text { and } \quad b_{n, n}(t)=0
$$

By considering the integral modification of Bernstein polynomials in the form (1.2) some approximation properties become simpler in the analysis. So it is significant to study further on the different integral modification of Bernstein polynomials introduced by Gupta [3]. For $\alpha \geq 1$, we now define the Bezier variant of the operators (1.2), to approximate Lebesgue integrable functions on the interval $[0,1]$ as

$$
\begin{equation*}
B_{n, \alpha}(f, x)=\sum_{k=0}^{n} Q_{n, k}^{(\alpha)}(x) \int_{0}^{1} b_{n, k}(t) f(t) d t, \quad x \in[0,1] \tag{1.3}
\end{equation*}
$$

where

$$
Q_{n, k}^{(\alpha)}(x)=J_{n, k}^{\alpha}(x)-J_{n, k+1}^{\alpha}(x)
$$

and

$$
J_{n, k}(x)=\sum_{j=k}^{n} p_{n, j}(x),
$$

when $k \leq n$ and 0 otherwise.
Some important properties of $J_{n, k}(x)$ are as follows:
(i) $J_{n, k}(x)-J_{n, k+1}(x)=p_{n, k}(x), k=0,1,2,3, \ldots$;
(ii) $J_{n, k}^{\prime}(x)=n p_{n-1, k-1}(x), k=1,2,3, \ldots$;
(iii) $J_{n, k}(x)=n \int_{0}^{x} p_{n-1, k-1}(u) d u, k=1,2,3, \ldots$;
(iv) $J_{n, 0}(x)>J_{n, 1}(x)>J_{n, 2}(x)>\cdots>J_{n, n}(x)>0,0<x<1$.

For every natural number $k, J_{n, k}(x)$ increases strictly from 0 to 1 on $[0,1]$.
Alternatively we may rewrite the operators (1.3) as

$$
\begin{equation*}
B_{n, \alpha}(f, x)=\int_{0}^{1} K_{n, \alpha}(x, t) f(t) d t, \quad 0 \leq x \leq 1 \tag{1.4}
\end{equation*}
$$

where

$$
K_{n, \alpha}(x, t)=\sum_{k=0}^{n} Q_{n, k}^{(\alpha)}(x) b_{n, k}(t) .
$$

It is easily verified that $B_{n, \alpha}(f, x)$ are linear positive operators, $B_{n, \alpha}(1, x)=1$ and for $\alpha=1$, the operators $B_{n, 1}(f, x) \equiv B_{n}(f, x)$, i.e. the operators (1.3) reduce to the operators (1.2). For further properties of $Q_{n, k}^{(\alpha)}(x)$, we refer the readers to [3].

Guo [2] studied the rate of convergence for bounded variation functions for Bernstein Durrmeyer operators. Zeng and Chen [9] were the first to estimate the rate of convergence for the Bezier variant of Bernstein Durrmeyer operators. Several other Bezier variants of some summation-integral type operators were studied in [4], [6] and [8] etc. It is well-known that Bezier basis functions play an important role in computer aided design. Moreover the recent work on different Bernstein Bezier type operators motivated us to study further in this direction. The advantage of the operators $B_{n, \alpha}(f, x)$ over the Bernstein Durrmeyer operators considered
in [9] is that one does not require the results of the type Lemma 3 and Lemma 4 of [9]. Consequently some approximation formulae become simpler. Further for $\alpha=1$, these operators provide improved estimates over the main results of [2] and [3]. In the present paper, we estimate the rate of point wise convergence of the operators $B_{n, \alpha}(f, x)$ at those points $x \in(0,1)$ at which one sided limits $f(x-)$ and $f(x+)$ exist.

## 2. Auxiliant Results

In this section we give certain results, which are necessary to prove the main result.
Lemma 2.1 ([3]). If $n$ is sufficiently large, then

$$
\frac{x(1-x)}{n} \leq B_{n}\left((t-x)^{2}, x\right) \leq \frac{2 x(1-x)}{n} .
$$

Lemma 2.2 ([4]). For every $0 \leq k \leq n, x \in(0,1)$ and for all $n \in \mathbb{N}$, we have

$$
p_{n, k}(x) \leq \frac{1}{\sqrt{2 \operatorname{en} x(1-x)}}
$$

Lemma 2.3. For all $x \in(0,1)$, there holds

$$
Q_{n, k}^{(\alpha)}(x) \leq \alpha \cdot p_{n, k}(x) \leq \frac{\alpha}{\sqrt{2 e n x(1-x)}}
$$

Proof. Using the well known inequality $\left|a^{\alpha}-b^{\alpha}\right| \leq \alpha|a-b|,(0 \leq a, b \leq 1, \alpha \geq 1)$ and by Lemma 2.2, we obtain

$$
Q_{n, k}^{(\alpha)}(x) \leq \alpha p_{n, k}(x) \leq \frac{\alpha}{\sqrt{2 e n x(1-x)}}
$$

Lemma 2.4. Let $x \in(0,1)$ and $K_{n, \alpha}(x, t)$ be the kernel defined by (1.4). Then for $n$ sufficiently large, we have

$$
\begin{equation*}
\lambda_{n, \alpha}(x, y):=\int_{0}^{y} K_{n, \alpha}(x, t) d t \leq \frac{2 \alpha \cdot x(1-x)}{n(x-y)^{2}}, \quad 0 \leq y<x \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
1-\lambda_{n, \alpha}(x, z):=\int_{z}^{1} K_{n, \alpha}(x, t) d t \leq \frac{2 \alpha \cdot x(1-x)}{n(z-x)^{2}}, \quad x<z<1 . \tag{2.2}
\end{equation*}
$$

Proof. We first prove (2.1), as follows

$$
\begin{aligned}
\int_{0}^{y} K_{n, \alpha}(x, t) d t & \leq \int_{0}^{y} K_{n, \alpha}(x, t) \frac{(x-t)^{2}}{(x-y)^{2}} d t \\
& \leq \frac{1}{(x-y)^{2}} B_{n, \alpha}\left((t-x)^{2}, x\right) \\
& \leq \frac{\alpha \cdot B_{n, 1}\left((t-x)^{2}, x\right)}{(x-y)^{2}} \leq \frac{2 \alpha \cdot x(1-x)}{n(x-y)^{2}}
\end{aligned}
$$

by Lemma 2.1. The proof of (2.2) is similar.

## 3. Main Result

In this section we prove the following main theorem.
Theorem 3.1. Let $f$ be a function of bounded variation on the interval $[0,1]$ and suppose $\alpha \geq 1$. Then for every $x \in(0,1)$ and $n$ sufficiently large, we have

$$
\begin{aligned}
& \left|B_{n, \alpha}(f, x)-\left[\frac{1}{\alpha+1} f(x+)+\frac{\alpha}{\alpha+1} f(x-)\right]\right| \\
& \quad \leq \frac{\alpha}{\sqrt{2 \ln x(1-x)}}|f(x+)-f(x-)|+\frac{5 \alpha}{n x(1-x)} \sum_{k=1}^{n} \bigvee_{x-x / \sqrt{k}}^{x+(1-x) / \sqrt{k}}\left(g_{x}\right),
\end{aligned}
$$

where

$$
g_{x}(t)= \begin{cases}f(t)-f(x-), & \text { for } 0 \leq t<x \\ 0, & \text { for } t=x \\ f(t)-f(x+), & \text { for } x<t \leq 1\end{cases}
$$

and $\bigvee_{a}^{b}\left(g_{x}\right)$ is the total variation of $g_{x}$ on $[a, b]$.
Proof. Clearly

$$
\begin{align*}
\mid B_{n, \alpha}(f, x)- & \left.\left\{\frac{1}{\alpha+1} f(x+)+\frac{\alpha}{\alpha+1} f(x-)\right\} \right\rvert\,  \tag{3.1}\\
& \leq\left|B_{n, \alpha}\left(g_{x}, x\right)\right|+\frac{1}{2}\left|B_{n, \alpha}(\operatorname{sgn}(t-x), x)+\frac{\alpha-1}{\alpha+1}\right||f(x+)-f(x-)| .
\end{align*}
$$

First, we have

$$
\begin{aligned}
B_{n, \alpha}(\operatorname{sgn}(t-x), x) & =\int_{x}^{1} K_{n, \alpha}(x, t) d t-\int_{0}^{x} K_{n, \alpha}(x, t) d t \\
& =\int_{0}^{1} K_{n, \alpha}(x, t) d t-2 \int_{0}^{x} K_{n, \alpha}(x, t) d t \\
& =1-2 \int_{0}^{x} K_{n, \alpha}(x, t) d t=-1+2 \int_{x}^{1} K_{n, \alpha}(x, t) d t
\end{aligned}
$$

Using Lemma 2.2. Lemma 2.3 and the fact that

$$
\sum_{j=0}^{k} p_{n, j}(x)=\int_{x}^{1} b_{n, k}(t) d t
$$

we have

$$
\begin{aligned}
B_{n, \alpha}(\operatorname{sgn}(t-x), x) & =-1+2 \sum_{k=0}^{n} Q_{n, k}^{(\alpha)}(x) \int_{x}^{1} b_{n, k}(t) d t \\
& =-1+2 \sum_{k=0}^{n} Q_{n, k}^{(\alpha)}(x) \sum_{j=0}^{k} p_{n, j}(x)
\end{aligned}
$$

$$
\begin{aligned}
& =-1+2 \sum_{j=0}^{n} p_{n, j}(x) \sum_{k=j}^{n} Q_{n, k}^{(\alpha)}(x) \\
& =-1+2 \sum_{j=0}^{n} p_{n, j}(x) J_{n, j}^{\alpha}(x) .
\end{aligned}
$$

Since

$$
\sum_{j=0}^{n} Q_{n, j}^{(\alpha+1)}(x)=1
$$

therefore we have

$$
B_{n, \alpha}(\operatorname{sgn}(t-x), x)+\frac{\alpha-1}{\alpha+1}=2 \sum_{j=0}^{n} p_{n, j}(x) J_{n, j}^{\alpha}(x)-\frac{2}{\alpha+1} \sum_{j=0}^{n} Q_{n, j}^{(\alpha+1)}(x)
$$

By the mean value theorem, it follows

$$
Q_{n, j}^{(\alpha+1)}(x)=J_{n, j}^{\alpha+1}(x)-J_{n, j+1}^{\alpha+1}(x)=(\alpha+1) p_{n, j}(x) \gamma_{n, j}^{\alpha}(x),
$$

where

$$
J_{n, j+1}^{\alpha}(x)<\gamma_{n, j}^{\alpha}(x)<J_{n, j}^{\alpha}(x) .
$$

Hence

$$
\begin{aligned}
\left|B_{n, \alpha}(\operatorname{sgn}(t-x), x)+\frac{\alpha-1}{\alpha+1}\right| & \leq 2 \sum_{j=0}^{n} p_{n, j}(x)\left(J_{n, j}^{\alpha}(x)-\gamma_{n, j}^{\alpha}(x)\right) \\
& \leq 2 \sum_{j=0}^{n} p_{n, j}(x)\left(J_{n, j}^{\alpha}(x)-J_{n, j+1}^{\alpha}(x)\right) \\
& \leq 2 \alpha \sum_{j=0}^{n} p_{n, j}^{2}(x)
\end{aligned}
$$

where we have used the inequality $b^{\alpha}-a^{\alpha}<\alpha(b-a), 0 \leq a, b \leq 1$ and $\alpha \geq 1$. Applying Lemma 2.2 , we get

$$
\begin{equation*}
\left|B_{n, \alpha}(\operatorname{sgn}(t-x), x)+\frac{\alpha-1}{\alpha+1}\right|=\frac{2 \alpha}{\sqrt{2 e n x(1-x)}}, \quad x \in(0,1) . \tag{3.2}
\end{equation*}
$$

Next we estimate $B_{n, \alpha}\left(g_{x}, x\right)$. By a Lebesgue-Stieltjes integral representation, we have

$$
\begin{align*}
B_{n, \alpha}\left(g_{x}, x\right) & =\int_{0}^{1} K_{n, \alpha}(x, t) g_{x}(t) d t  \tag{3.3}\\
& =\left(\int_{I_{1}}+\int_{I_{2}}+\int_{I_{3}}\right) K_{n, \alpha}(x, t) g_{x}(t) d t \\
& =E_{1}+E_{2}+E_{3}, \quad \text { say },
\end{align*}
$$

where $I_{1}=[0, x-x / \sqrt{n}], I_{2}=[x-x / \sqrt{n}, x+(1-x) / \sqrt{n}]$ and $I_{3}=[x+(1-x) / \sqrt{n}, 1]$. We first estimate $E_{1}$. Writing $y=x-x / \sqrt{n}$ and using Lebesgue-Stieltjes integration by parts, we have

$$
E_{1}=\int_{0}^{y} g_{x}(t) d_{t}\left(\lambda_{n, \alpha}(x, t)\right)=g_{x}(y+) \lambda_{n, \alpha}(x, y)-\int_{0}^{y} \lambda_{n, \alpha}(x, t) d_{t}\left(g_{x}(t)\right) .
$$

Since $\left|g_{x}(y+)\right| \leq \bigvee_{y+}^{x}\left(g_{x}\right)$, it follows that

$$
\left|E_{1}\right| \leq \bigvee_{y+}^{x}\left(g_{x}\right) \lambda_{n, \alpha}(x, y)+\int_{0}^{y} \lambda_{n, \alpha}(x, t) d_{t}\left(-\bigvee_{t}^{x}\left(g_{x}\right)\right)
$$

By using (2.1) of Lemma 2.4, we get

$$
\left|E_{1}\right| \leq \bigvee_{y+}^{x}\left(g_{x}\right) \frac{2 \alpha \cdot x(1-x)}{n(x-y)^{2}}+\frac{2 \alpha \cdot x(1-x)}{n} \int_{0}^{y} \frac{1}{(x-t)^{2}} d_{t}\left(-\bigvee_{t}^{x}\left(g_{x}\right)\right)
$$

Integrating by parts the last term we have after simple computation

$$
\left|E_{1}\right| \leq \frac{2 \alpha \cdot x(1-x)}{n}\left[\frac{\bigvee_{0}^{x}\left(g_{x}\right)}{x^{2}}+2 \int_{0}^{y} \frac{\bigvee_{t}^{x}\left(g_{x}\right)}{(x-t)^{3}} d t\right]
$$

Now replacing the variable $y$ in the last integral by $x-x / \sqrt{t}$, we obtain

$$
\begin{equation*}
\left|E_{1}\right| \leq \frac{2 \alpha(1-x)}{n x}\left[\bigvee_{0}^{x}\left(g_{x}\right)+\sum_{k=1}^{n} \bigvee_{x-x / \sqrt{k}}^{x}\left(g_{x}\right)\right] \leq \frac{4 \alpha}{n x(1-x)} \sum_{k=1}^{n} \bigvee_{x-x / \sqrt{k}}^{x}\left(g_{x}\right) \tag{3.4}
\end{equation*}
$$

Using a similar method and (2.2) of Lemma 2.4, we get

$$
\begin{equation*}
\left|E_{3}\right| \leq \frac{4 \alpha}{n x(1-x)} \sum_{k=1}^{n} \bigvee_{x}^{x+(1-x) / \sqrt{k}}\left(g_{x}\right) \tag{3.5}
\end{equation*}
$$

Finally we estimate $E_{2}$. For $t \in[x-x / \sqrt{n}, x+(1-x) / \sqrt{n}]$, we have

$$
\left|g_{x}(t)\right|=\left|g_{x}(t)-g_{x}(x)\right| \leq \bigvee_{x-x / \sqrt{n}}^{x+(1-x) / \sqrt{n}}\left(g_{x}\right)
$$

and therefore

$$
\left|E_{2}\right| \leq \bigvee_{x-x / \sqrt{k}}^{x+(1-x) / \sqrt{k}}\left(g_{x}\right) \int_{x-x / \sqrt{k}}^{x+(1-x) / \sqrt{k}} d_{t}\left(\lambda_{n, \alpha}(x, t)\right)
$$

Since $\int_{a}^{b} d_{t} \lambda_{n}(x, t) \leq 1$, for all $(a, b) \subseteq[0,1]$, therefore

$$
\begin{equation*}
\left|E_{2}\right| \leq \bigvee_{x-x / \sqrt{n}}^{x+(1-x) / \sqrt{n}}\left(g_{x}\right) \tag{3.6}
\end{equation*}
$$

Collecting the estimates (3.3) - 3.6), we have

$$
\begin{equation*}
\left|B_{n, \alpha}\left(g_{x}, x\right)\right| \leq \frac{5 \alpha}{n x(1-x)} \sum_{k=1}^{n} \bigvee_{x-x / \sqrt{k}}^{x+(1-x) / \sqrt{k}}\left(g_{x}\right) \tag{3.7}
\end{equation*}
$$

Combining the estimates of (3.1), (3.2) and (3.7), our theorem follows.
For $\alpha=1$, we obtain the following corollary, which is an improved estimate over the main results of [2] and [3].

Corollary 3.2. Let $f$ be a function of bounded variation on the interval $[0,1]$. Then for every $x \in(0,1)$ and $n$ sufficiently large, we have

$$
\begin{aligned}
& \left|B_{n}(f, x)-\frac{1}{2}[f(x+)+f(x-)]\right| \\
& \quad \leq \frac{1}{\sqrt{2 e n x(1-x)}}|f(x+)-f(x-)|+\frac{5}{n x(1-x)} \sum_{k=1}^{n} \bigvee_{x-x / \sqrt{k}}^{x+(1-x) / \sqrt{k}}\left(g_{x}\right) .
\end{aligned}
$$
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