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#### Abstract

We show that the expectation of a class of functions of the sum of weighted identically independent distributed positive random variables is Schur-concave with respect to the weights. Furthermore, we optimise the expectation by choosing extra-weights with a sum constraint. We show that under this optimisation the expectation becomes Schur-convex with respect to the weights. Finally, we explain the connection to the ergodic capacity of some multipleantenna wireless communication systems with and without adaptive power allocation.
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## 1. Introduction

The Schur-convex function was introduced by I. Schur in 1923 [11] and has many important applications. Information theory [14] is one active research area in which inequalities were extensively used. [2] was the beginning of information theory. One central value of interest is the channel capacity. Recently, communication systems which transmit vectors instead of scalars have gained attention. For the analysis of the capacity of those systems and for analyzing the impact of correlation on the performance we use Majorization theory. The connection to information theory will be further outlined in Section 6

The distribution of weighted sums of independent random variables was studied in the literature. Let $X_{1}, \ldots, X_{n}$ be independent and identically distributed (iid) random variables and let

$$
\begin{equation*}
F\left(c_{1}, \ldots, c_{n} ; t\right)=\operatorname{Pr}\left(c_{1} X_{1}+\cdots+c_{n} X_{n} \leq t\right) . \tag{1.1}
\end{equation*}
$$
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By a result of Proschan [13], if the common density of $X_{1}, \ldots, X_{n}$ is symmetric about zero and log-concave, then the function $F$ is Schur-concave in $\left(c_{1}, \ldots, c_{n}\right)$. For nonsymmetric densities, analogous results are known only in several particular cases of Gamma distributions [4]. In [12], it was shown for two $(n=2)$ iid standard exponential random variables, that $F$ is Schur-convex on $t \leq\left(c_{1}+c_{2}\right)$ and Schur-concave on $t \geq \frac{3}{2}\left(c_{1}+c_{2}\right)$. Extensions and applications of the results in [12] are given in [9]. For discrete distributions, there are Schur-convexity results for Bernoulli random variables in [8]. Instead of the distribution in (1.1), we study the expectation of the weighted sum of random variables.

We define an arbitrary function $f: \mathbb{R} \rightarrow \mathbb{R}$ with $f(x)>0$ for all $x>0$. Now, consider the following expectation

$$
\begin{equation*}
\left.G(\mu)=G\left(\mu_{1}, \ldots, \mu_{n}\right)=\mathbb{E}\left[f\left(\sum_{k=1}^{n} \mu_{k} w_{k}\right)\right)\right] \tag{1.2}
\end{equation*}
$$

with independent identically distributed positive ${ }^{1} \|$ random variables $w_{1}, \ldots, w_{n}$ according to some probability density function $p(w): p(x)=0 \quad \forall x<0$ and positive numbers $\mu_{1}, \ldots, \mu_{n}$ which are in decreasing order, i.e. $\mu_{1} \geq \mu_{2} \geq \cdots \geq \mu_{n} \geq 0$ with the sum constraint

$$
\sum_{k=1}^{n} \mu_{k}=1
$$

The function $G(\mu)$ with the parameters $f(x)=\log (1+\rho x)$ for $\rho>0$ and with exponentially distributed $w_{1}, \ldots, w_{n}$ is very important for the analysis of some wireless communication networks. The performance of some wireless systems depends on the parameters $\mu_{1}, \ldots, \mu_{n}$. Hence, we are interested in the impact of $\mu_{1}, \ldots, \mu_{n}$ on the function $G\left(\mu_{1}, \ldots, \mu_{n}\right)$. Because of the sum constraint in (1), and in order to compare different parameter sets $\mu^{1}=\left[\mu_{1}^{1}, \ldots, \mu_{n}^{1}\right]$ and $\mu^{2}=\left[\mu_{1}^{2}, \ldots, \mu_{n}^{2}\right]$, we use the theory of majorization. Majorization induces a partial order on the vectors $\mu^{1}$ and $\mu^{2}$ that have the same $l_{1}$ norm.

Our first result is that the function $G(\mu)$ is Schur-concave with respect to the parameter vector $\mu=\left[\mu_{1}, \ldots, \mu_{n}\right]$, i.e. if $\mu^{1}$ majorizes $\mu^{2}$ then $G\left(\mu^{1}\right)$ is smaller than or equal to $G\left(\mu^{2}\right)$.

In order to improve the performance of wireless systems, adaptive power control is applied. This leads mathematically to the following objective function

$$
H(\mathbf{p}, \mu)=H\left(p_{1}, \ldots, p_{n} ; \mu_{1}, \ldots, \mu_{n}\right)=\mathbb{E}\left[f\left(\sum_{k=1}^{n} p_{k} \mu_{k} w_{k}\right)\right]
$$

for fixed parameters $\mu_{1}, \ldots, \mu_{n}$ and a sum constraint $\sum_{k=1}^{n} p_{k}=P$. We solve the following optimisation problem

$$
\begin{align*}
& I(\mu, P)=I\left(\mu_{1}, \ldots, \mu_{n}, P\right)=\max H\left(p_{1}, \ldots, p_{n} ; \mu_{1}, \ldots, \mu_{n}\right)  \tag{1.3}\\
& \text { s.t. } \sum_{k=1}^{n} p_{k}=P \quad \text { and } p_{k} \geq 0 \quad 1 \leq k \leq n
\end{align*}
$$

for fixed $\mu_{1}, \ldots, \mu_{n}$. The optimisation in (1.3) is a convex programming problem which can be completely characterised using the Karush-Kuhn-Tucker (KKT) conditions.

Using the optimality conditions from (1.3), we characterise the impact of the parameters $\mu_{1}, \ldots, \mu_{n}$ on the function $I(\mu, P)$. Interestingly, the function $I(\mu, P)$ is a Schur-convex function with respect to the parameter vector $\mu=\left[\mu_{1}, \ldots, \mu_{n}\right]$, i.e. if $\mu^{1}$ majorizes $\mu^{2}$ then $I\left(\mu^{1}, P\right)$ is larger than $I\left(\mu^{2}, P\right)$ for arbitrary sum constraint $P$.

[^0]The remainder of this paper is organised as follows. In the next, Section 2 , we introduce the notation and give definitions and formally state the problems. Next, in Section 3 we prove that $G(\mu)$ is Schur-concave. The optimal solution of a convex programming problem in Section 4 is then used to show that $I(\mu, P)$ is Schur-convex for all $P>0$. The connection and applications in wireless communications are pointed out in Section 6.

## 2. Basic Results, Definitions and Problem Statement

First, we give the necessary definitions which will be used throughout the paper.
Definition 2.1. For two vectors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ one says that the vector $\mathbf{x}$ majorizes the vector $\mathbf{y}$ and writes

$$
\mathbf{x} \succ \mathbf{y} \text { if } \sum_{k=1}^{m} x_{k} \geq \sum_{k=1}^{m} y_{k}, m=1, \ldots, n-1 . \text { and } \sum_{k=1}^{n} x_{k}=\sum_{k=1}^{n} y_{k} .
$$

The next definition describes a function $\Phi$ which is applied to the vectors x and y with $\mathrm{x} \succ \mathrm{y}$ :
Definition 2.2. A real-valued function $\Phi$ defined on $\mathcal{A} \subset \mathbb{R}^{n}$ is said to be Schur-convex on $\mathcal{A}$ if

$$
\mathbf{x} \succ \mathbf{y} \text { on } \mathcal{A} \Rightarrow \Phi(\mathbf{x}) \geq \Phi(\mathbf{y}) .
$$

Similarly, $\Phi$ is said to be Schur-concave on $\mathcal{A}$ if

$$
\mathbf{x} \succ \mathbf{y} \text { on } \mathcal{A} \Rightarrow \Phi(\mathbf{x}) \leq \Phi(\mathbf{y}) .
$$

Remark 2.1. If the function $\Phi(\mathbf{x})$ on $\mathcal{A}$ is Schur-convex, the function $-\Phi(\mathbf{x})$ is Schur-concave on $\mathcal{A}$.

Example 2.1. Suppose that $\mathbf{x}, \mathbf{y} \in \mathbb{R}_{+}^{n}$ are positive real numbers and the function $\Phi$ is defined as the sum of the quadratic components of the vectors, i.e. $\Phi_{2}(\mathbf{x})=\sum_{k=1}^{n}\left|x_{k}\right|^{2}$. Then, it is easy to show that the function $\Phi_{2}$ is Schur-concave on $\mathbb{R}_{+}^{n}$, i.e. if $\mathbf{x} \succ \mathbf{y} \Rightarrow \Phi_{2}(\mathbf{x}) \leq \Phi_{2}(\mathbf{y})$.

The definition of Schur-convexity and Schur-concavity can be extended if another function $\Psi: \mathbb{R} \rightarrow \mathbb{R}$ is applied to $\Phi(\mathbf{x})$. Assume that $\Phi$ is Schur-concave, if the function $\Psi$ is monotonic increasing then the expression $\Psi(\Phi(\mathbf{x}))$ is Schur-concave, too. If we take for example the function $\Psi(n)=\log (n)$ for $n \in \mathbb{R}_{+}$and the function $\Phi_{p}$ from the example above, we can state that the composition of the two functions $\Psi\left(\Phi_{p}(\mathbf{x})\right)$ is Schur-concave on $\mathbb{R}_{+}^{n}$. This result can be generalised for all possible compositions of monotonic increasing as well as decreasing functions, and Schur-convex as well as Schur-concave functions. For further reading see [11].

We will need the following lemma (see [11, Theorem 3.A.4]) which is sometimes called Schur's condition. It provides an approach for testing whether some vector valued function is Schur-convex or not.

Lemma 2.2. Let $\mathcal{I} \subset \mathbb{R}$ be an open interval and let $f: \mathcal{I}^{n} \rightarrow \mathbb{R}$ be continuously differentiable. Necessary and sufficient conditions for $f$ to be Schur-convex on $\mathcal{I}^{n}$ are

$$
f \text { is symmetric on } \mathcal{I}^{n}
$$

and

$$
\left(x_{i}-x_{j}\right)\left(\frac{\partial f}{\partial x_{i}}-\frac{\partial f}{\partial x_{j}}\right) \geq 0 \text { for all } 1 \leq i, j \leq n .
$$

Since $f(\mathbf{x})$ is symmetric, Schur's condition can be reduced as [11, p. 57]

$$
\begin{equation*}
\left(x_{1}-x_{2}\right)\left(\frac{\partial f}{\partial x_{1}}-\frac{\partial f}{\partial x_{2}}\right) \geq 0 . \tag{2.1}
\end{equation*}
$$

From Lemma 2.2, it follows that $f(\mathbf{x})$ is a Schur-concave function on $\mathcal{I}^{n}$ if $f(\mathbf{x})$ is symmetric and

$$
\begin{equation*}
\left(x_{1}-x_{2}\right)\left(\frac{\partial f}{\partial x_{1}}-\frac{\partial f}{\partial x_{2}}\right) \leq 0 \tag{2.2}
\end{equation*}
$$

Finally, we propose the concrete problem statements: At first, we are interested in the impact of the vector $\mu$ on the function $G(\mu)$.

This problem is solved in Section 3 .
Problem 1. Is the function $G\left(\mu_{1}, \ldots, \mu_{n}\right)$ in $\sqrt{1.2)}$ a Schur-concave function, i.e. with $\mu^{1}=$ $\left[\mu_{1}^{1}, \ldots, \mu_{n}^{1}\right]$ and $\mu^{2}=\left[\mu_{1}^{2}, \ldots, \mu_{n}^{2}\right]$ it holds

$$
\mu^{1} \succeq \mu^{2} \Longrightarrow G\left(\mu^{1}\right) \leq G\left(\mu^{2}\right) ?
$$

Next, we need to solve the following optimisation problem in order to characterise the impact of the vector $\mu$ on the function $I(\mu, P)$.

We solve this problem in Section 4 .
Problem 2. Solve the following optimisation problem

$$
\begin{align*}
& I\left(\mu_{1}, \ldots, \mu_{n}, P\right)=\max H\left(p_{1}, \ldots, p_{n} ; \mu_{1}, \ldots, \mu_{n}\right)  \tag{2.3}\\
& \text { s.t. } \sum_{k=1}^{n} p_{k}=P \quad \text { and } \quad p_{k} \geq 0 \quad 1 \leq k \leq n
\end{align*}
$$

for fixed $\mu_{1}, \ldots, \mu_{n}$.
Finally, we are interested in whether the function in (2.3) is Schur-convex or Schur-concave with respect to the parameters $\mu_{1}, \ldots, \mu_{n}$. This leads to the last Problem statement 3.

This problem is solved in Section 5
Problem 3. Is the function $I(\mu, P)$ in $(2.3)$ a Schur-convex function, i.e. for all $P>0$

$$
\mu^{1} \succeq \mu^{2} \Longrightarrow I\left(\mu^{1}, P\right) \leq I\left(\mu^{2}, P\right) ?
$$

## 3. SChur-Concavity of $G(\mu)$

In order to solve Problem 1, we consider first the function $f(x)=\log (1+x)$. This function naturally arises in the information theoretic analysis of communication systems [14]. That followed, we generalise the statement of the theorem for all concave functions $f(x)$. Therefore, Theorem 3.1 can be seen as a corollary of Theorem 3.3.

## Theorem 3.1. The function

$$
\begin{equation*}
C_{1}(\mu)=C_{1}\left(\mu_{1}, \ldots, \mu_{n}\right)=\mathbb{E}\left[\log \left(1+\sum_{k=1}^{n} \mu_{k} w_{k}\right)\right] \tag{3.1}
\end{equation*}
$$

with iid positive random variables $w_{1}, \ldots, w_{n}$ is a Schur-concave function with respect to the parameters $\mu_{1}, \ldots, \mu_{n}$.

Proof. We will show that Schur's condition $\sqrt{2.2}$ ) is fulfilled by the function $C_{1}(\mu)$ with $\mu=$ [ $\mu_{1}, \ldots, \mu_{n}$ ]. The first derivative of $C_{1}(\mu)$ with respect to $\mu_{1}$ and $\mu_{2}$ is given by

$$
\begin{align*}
& \alpha_{1}=\frac{\partial C_{1}}{\partial \mu_{1}}=\mathbb{E}\left[\frac{w_{1}}{1+\sum_{k=1}^{n} \mu_{k} w_{k}}\right]  \tag{3.2}\\
& \alpha_{2}=\frac{\partial C_{1}}{\partial \mu_{2}}=\mathbb{E}\left[\frac{w_{2}}{1+\sum_{k=1}^{n} \mu_{k} w_{k}}\right] . \tag{3.3}
\end{align*}
$$

Since $\mu_{1} \geq \mu_{2}$ by definition, we have to show that

$$
\begin{equation*}
\mathbb{E}\left[\frac{w_{1}-w_{2}}{z+\mu_{1} w_{1}+\mu_{2} w_{2}}\right] \leq 0 \tag{3.4}
\end{equation*}
$$

with $z=1+\sum_{k=3}^{n} \mu_{k} w_{k}$. The expectation operator in (3.4) can be written as a $n$-fold integral over the probability density functions $p\left(w_{1}\right), \ldots, p\left(w_{n}\right)$. In the following, we show that for all $z \geq 0$

$$
\begin{equation*}
\int_{0}^{\infty} \int_{0}^{\infty} g\left(w_{1}, w_{2}, z\right) p\left(w_{1}\right) p\left(w_{2}\right) d w_{1} d w_{2} \leq 0 \tag{3.5}
\end{equation*}
$$

with $g\left(w_{1}, w_{2}, z\right)=\frac{w_{1}-w_{2}}{z+\mu_{1} w_{1}+\mu_{2} w_{2}}$. Rewrite the double integral in (3.5) as

$$
\begin{align*}
& \int_{0}^{\infty} \int_{0}^{\infty} g\left(w_{1}, w_{2}, z\right) p\left(w_{1}\right) p\left(w_{2}\right) d w_{1} d w_{2}  \tag{3.6}\\
&= \int_{w_{1}=0}^{\infty} \int_{w_{2}=0}^{w_{1}}\left(g\left(w_{1}, w_{2}, z\right)+g\left(w_{2}, w_{1}, z\right)\right) p\left(w_{1}\right) p\left(w_{2}\right) d w_{1} d w_{2}
\end{align*}
$$

because the random variables $w_{1}$ and $w_{2}$ are independent identically distributed. In (3.6), we split the area of integration into the area in which $w_{1}>w_{2}$ and $w_{2} \geq w_{1}$ and used the fact, that $g\left(w_{1}, w_{2}, z\right)$ for $w_{1}>w_{2}$ is the same as $g\left(w_{2}, w_{1}, z\right)$ for $w_{2} \geq w_{1}$. Now, the expression $g\left(w_{1}, w_{2}, z\right)+g\left(w_{2}, w_{1}, z\right)$ can be written for all $z \geq 0$ as

$$
\begin{align*}
g\left(w_{1}, w_{2}, z\right)+g\left(w_{2}, w_{1}, z\right) & =\frac{\left(w_{1}-w_{2}\right)\left(\mu_{1} w_{2}+\mu_{2} w_{1}-\mu_{1} w_{1}-\mu_{2} w_{2}\right)}{\left(z+\mu_{1} w_{1}+\mu_{2} w_{2}\right)\left(z+\mu_{1} w_{2}+\mu_{2} w_{1}\right)} \\
& =\frac{\left(w_{1}-w_{2}\right)^{2}\left(\mu_{2}-\mu_{1}\right)}{\left(z+\mu_{1} w_{1}+\mu_{2} w_{2}\right)\left(z+\mu_{1} w_{2}+\mu_{2} w_{1}\right)} \tag{3.7}
\end{align*}
$$

From assumption $\mu_{2} \leq \mu_{1}$ and (3.7) follows (3.5) and (3.4).
Remark 3.2. Interestingly, Theorem 3.1 holds for all probability density functions which fulfill $p(x)=0$ for almost every $x<0$. The main precondition is that the random variables $w_{1}$ and $w_{2}$ are independent and identically distributed. This allows the representation in (3.6).
Theorem 3.1 answers Problem 1 only for a specific choice of function $f(x)$. We can generalise the statement of Theorem 3.1 in the following way. However, the most important, in practice is the case in which $f(x)=\log (1+x)$.

Theorem 3.3. The function $G(\mu)$ as defined in (1.2) is Schur-concave with respect to $\mu$ if the random variables $w_{1}, \ldots, w_{n}$ are positive identically independent distributed and if the inner function $f(x)$ is monotonic increasing and concave.
Proof. Let us define the difference of the first derivatives of $f\left(\sum_{k=1}^{n} \mu_{k} w_{k}\right)$ with respect to $\mu_{1}$ and $\mu_{2}$ as

$$
\Delta\left(w_{1}, w_{2}\right)=\left(\frac{\partial f\left(\sum_{k=1}^{n} \mu_{k} w_{k}\right)}{\partial \mu_{1}}-\frac{\partial f\left(\sum_{k=1}^{n} \mu_{k} w_{k}\right)}{\partial \mu_{2}}\right)
$$

Since the function $f$ is monotonic increasing and concave, $f^{\prime \prime}(x) \leq 0$ and $f^{\prime}(x)$ is monotonic decreasing, i.e.

$$
f^{\prime}\left(x_{1}\right) \leq f^{\prime}\left(x_{2}\right) \quad \text { for all } x_{1} \geq x_{2}
$$

Note, that $w_{1} \geq w_{2}$ and $\mu_{1} \geq \mu_{2}$ and $\mu_{1} w_{2}+\mu_{2} w_{2} \geq \mu_{1} w_{2}+\mu_{2} w_{1}$. Therefore, it holds

$$
\left(w_{1}-w_{2}\right)\left(f^{\prime}\left(\mu_{1} w_{1}+\mu_{2} w_{2}+\sum_{k=3}^{n} \mu_{k} w_{k}\right)-f^{\prime}\left(\mu_{1} w_{2}+\mu_{2} w_{1}+\sum_{k=3}^{n} \mu_{k} w_{k}\right)\right) \leq 0
$$

Using equation (3.6), it follows

$$
\begin{equation*}
\int_{w_{1}=0}^{\infty} \int_{w_{2}=0}^{w_{1}}\left(\Delta\left(w_{1}, w_{2}\right)-\Delta\left(w_{2}, w_{1}\right)\right) p\left(w_{1}\right) p\left(w_{2}\right) d w_{1} d w_{2} \leq 0 \tag{3.8}
\end{equation*}
$$

because the densities are positive. This verifies Schur's condition for (1.2).
The condition in Theorem 3.3 can be easily checked. Consider for example the function

$$
\begin{equation*}
k(x)=\frac{x}{1+x} . \tag{3.9}
\end{equation*}
$$

It is easily verified that the condition in Theorem 3.3 is fulfilled by 3.9. By application of Theorem 3.3 it has been shown that the function $K(\mu)$ defined as

$$
K(\mu)=\mathbb{E}\left[\frac{\sum_{k=1}^{n} \mu_{k} w_{k}}{1+\sum_{k=1}^{n} \mu_{k} w_{k}}\right]
$$

is Schur-concave with respect to $\mu_{1}, \ldots, \mu_{n}$.

## 4. Optimality Conditions for Convex Programming Problem max $H(\mu, \mathbf{p})$

Next, we consider the optimisation problem in (2.3) from Problem 2. Here, we restrict our attention to the case $f(x)=\log (1+x)$. The motivation for this section is to find a characterisation of the optimal $\mathbf{p}$ which can be used to characterise the impact of $\mu$ under the optimum strategy $\mathbf{p}$ on $H(\mu, \mathbf{p})$. The results of this section, mainly the KKT optimality conditions are used in the next section to show that $H(\mu, \mathbf{p})$ with the optimal $\mathbf{p}^{*}(\mu)$ is Schur-convex.

The objective function is given by

$$
\begin{equation*}
C_{2}(\mathbf{p}, \mu)=\mathbb{E}\left[\log \left(1+\sum_{k=1}^{n} p_{k} \mu_{k} w_{k}\right)\right] \tag{4.1}
\end{equation*}
$$

and the optimisation problem reads

$$
\begin{equation*}
\mathbf{p}^{*}=\arg \max C_{2}(\mathbf{p}, \boldsymbol{\mu}) \text { s.t. } \sum_{k=1}^{n} p_{k}=1 \text { and } p_{k} \geq 0 \quad 1 \leq k \leq n . \tag{4.2}
\end{equation*}
$$

The optimisation problem in (4.2) is a convex optimisation problem. Therefore, the Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for the optimality of some $\mathbf{p}^{*}$ [5]. The Lagrangian for the optimisation problem in (4.2) is given by

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{p}, \lambda_{1}, \ldots, \lambda_{n}, \nu\right)=C_{2}(\mathbf{p}, \boldsymbol{\mu})+\sum_{k=1}^{n} \lambda_{k} p_{k}+\nu\left(P-\sum_{k=1}^{n} p_{k}\right) \tag{4.3}
\end{equation*}
$$

with the Lagrangian multiplier $\nu$ for the sum constraint and the Lagrangian multipliers $\lambda_{1}, \ldots, \lambda_{n}$ for the positiveness of $p_{1}, \ldots, p_{n}$. The first derivative of (4.3) with respect to $p_{l}$ is given by

$$
\begin{equation*}
\frac{d \mathcal{L}}{d p_{l}}=\mathbb{E}\left[\frac{\mu_{l} w_{l}}{1+\sum_{k=1}^{n} \mu_{k} p_{k} w_{k}}\right]+\lambda_{l}-\nu . \tag{4.4}
\end{equation*}
$$

The KKT conditions are given by

$$
\begin{align*}
\mathbb{E}\left[\frac{\mu_{l} w_{l}}{1+\sum_{k=1}^{n} \mu_{k} p_{k} w_{k}}\right] & =\nu-\lambda_{l} & & 1 \leq l \leq n, \\
\nu & \geq 0, & & \\
\lambda_{k} & \geq 0 & & 1 \leq l \leq n, \\
p_{k} & \geq 0 & & 1 \leq l \leq n, \\
P-\sum_{k=1}^{n} p_{k} & =1 . & & \tag{4.5}
\end{align*}
$$

We define the following coefficients

$$
\begin{equation*}
\alpha_{k}(\mathbf{p})=\int_{0}^{\infty} e^{-t} \prod_{l=1, l \neq k}^{n_{T}} \frac{1}{1+t p_{l} \mu_{l}} \cdot \frac{\mu_{k}}{\left(1+t \mu_{k} p_{k}\right)^{2}} d t \tag{4.6}
\end{equation*}
$$

These coefficients in (4.6) naturally arise in the first derivative of the Lagrangian of (4.2) and directly correspond to the first KKT condition in (4.5) where we have used the fact that

$$
\mathbb{E}\left[\frac{w_{l}}{1+\sum_{k=1}^{n} p_{k} \mu_{k} w_{k}}\right]=\mathbb{E}\left[w_{l} \int_{0}^{\infty} e^{-t\left(1+\sum_{k=1}^{n} p_{k} \mu_{k} w_{k}\right)} d t\right] .
$$

Furthermore, we define the set of indices for which $p_{i}>0$, i.e.

$$
\begin{equation*}
\mathcal{I}(\mathbf{p})=\left\{k \in\left[1, \ldots, n_{T}\right]: p_{k}>0\right\} \tag{4.7}
\end{equation*}
$$

We have the following characterisation of the optimum point $\hat{\mathbf{p}}$.
Theorem 4.1. A necessary and sufficient condition for the optimality of $\hat{\mathbf{p}}$ is

$$
\begin{align*}
&\left\{k_{1}, k_{2}\right. \in \mathcal{I}(\hat{\mathbf{p}}) \\
& k \notin \mathcal{I}(\hat{\mathbf{p}}) \Longrightarrow \alpha_{k_{1}}=\alpha_{k_{2}} \leq \max _{l \in \mathcal{I}(\hat{\mathbf{p}})} \text { and }  \tag{4.8}\\
&\left.\alpha_{l}\right\} .
\end{align*}
$$

This means that all indices $l$ which obtain $p_{l}$ greater than zero have the same $\alpha_{l}=\max _{l \in\left[1, \ldots, n_{T}\right]}$. Furthermore, all other $\alpha_{i}$ are less than or equal to $\alpha_{l}$.

Proof. We name the optimal point $\hat{\mathbf{p}}$, i.e. from (4.2)

$$
\hat{\mathbf{p}}=\arg \max _{\|\mathbf{p}\| \leq P, p_{i} \geq 0} C(\mathbf{p}, \rho, \mu) .
$$

Let the $\mu_{1}, \ldots, \mu_{n_{T}}$ be fixed. We define the parametrised point

$$
\mathbf{p}(\tau)=(1-\tau) \hat{\mathbf{p}}+\tau \mathbf{p}
$$

with arbitrary $\mathbf{p}:\|\mathbf{p}\| \leq P, p_{i} \geq 0$. The objective function is given by

$$
\begin{equation*}
C(\tau)=\mathbb{E} \log \left(1+\rho \sum_{l=1}^{n_{T}} \hat{p}_{k} \mu_{k} w_{k}+\rho \tau \sum_{l=1}^{n_{T}}\left(p_{k}-\hat{p}_{k}\right) \mu_{k} w_{k}\right) . \tag{4.9}
\end{equation*}
$$

The first derivative of (4.9) at the point $\tau=0$ is given by

$$
\left.\frac{d C(\tau)}{d \tau}\right|_{\tau=0}=\sum_{k=1}^{n_{T}}\left(p_{k}-\hat{p}_{k}\right) \alpha_{k}(\hat{\mathbf{p}})
$$

with $\alpha_{k}(\hat{\mathbf{p}})$ defined in 4.6). It is easily shown that the second derivative of $C(\tau)$ is always smaller than zero for all $0 \leq \tau \leq 1$. Hence, it suffices to show that the first derivative of $C(\tau)$ at the point $\tau=0$ is less than or equal to zero, i.e.

$$
\begin{equation*}
\sum_{k=1}^{n_{T}}\left(p_{k}-\hat{p}_{k}\right) \alpha_{k}(\hat{p}) \leq 0 . \tag{4.10}
\end{equation*}
$$

We split the proof into two parts. In the first part, we will show that the condition in (4.8) is sufficient. We assume that $\sqrt{4.8}$ is fulfilled. We can rewrite the first derivative of $C(\tau)$ at the point $\tau=0$ as

$$
\begin{align*}
Q & =\sum_{k=1}^{n_{T}}\left(\hat{p}_{k}-p_{k}\right) \alpha_{k}\left(\hat{p}_{k}\right) \\
& =\sum_{k=1}^{n_{T}} \hat{p}_{k} \alpha_{k}(\hat{p})-\sum_{k=1}^{n} p_{k} \alpha_{k}(\hat{p}) \\
& =\max _{k \in\left[1, \ldots, n_{T}\right]} \alpha_{k}(\hat{p}) \sum_{l \in \mathcal{I}(\hat{p})} \hat{p}_{l}-\sum_{l=1}^{n_{T}} p_{l} \alpha_{l}(\hat{p}) . \tag{4.11}
\end{align*}
$$

But we have that

$$
\sum_{l=1}^{n_{T}} p_{l} \alpha_{l}(\hat{p}) \leq \sum_{l=1}^{n_{T}} p_{l} \max _{k \in\left[1, \ldots, n_{T}\right]} \alpha_{l}(\hat{p})
$$

Therefore, it follows for $Q$ in 4.11)

$$
Q \geq \max _{k \in[1, \ldots, n]} \alpha_{k}(\hat{p})\left(\sum_{l \in \mathcal{I}(\hat{p})} \hat{p}_{l}-\sum_{l=1}^{n} p_{l}\right)=0,
$$

i.e. (4.10) is satisfied.

In order to show that condition (4.8) is a necessary condition for the optimality of power allocation $\hat{\mathbf{p}}$, we study two cases and prove them by contradiction.
(1) Assume 4.8 is not true. Then we have a $k \in \mathcal{I}(\hat{p})$ and $k_{0} \in \mathcal{I}(\hat{p})$ with the following properties:

$$
\max _{1 \leq k \leq n_{T}} \alpha_{k}(\hat{p})=\alpha_{k_{0}(\hat{p})}
$$

and $\alpha_{k}(\hat{p})<\alpha_{k_{0}}(\hat{p})$. We set $\tilde{p}_{k_{0}}=1$ and $\tilde{p}_{i \in\left[1, \ldots, n_{T}\right] k_{0}}=0$. It follows that

$$
\sum_{l=1}^{n_{T}}\left(\hat{p}_{k}-\tilde{p}_{k}\right) \alpha_{k}(\hat{p})<0
$$

which is a contradiction.
(2) Assume there is a $k_{0}: \alpha_{k_{0}}>\alpha_{k}$ with $k_{0} \notin \mathcal{I}(\hat{p})$ and $k \in \mathcal{I}(\hat{p})$, then set $\tilde{p}_{k_{0}}=1$ and $\tilde{o}_{l \in\left[1, \ldots, n_{T}\right] k_{0}}=0$. Then we have the contradiction

$$
\sum_{k=1}^{n_{T}}\left(\hat{p}_{k}-\tilde{p}_{k}\right) \alpha_{k}<0
$$

This completes the proof of Theorem 4.1

## 5. Schur-convexity of $I(\mu, P)$

We use the results from the previous section to derive the Schur-convexity of the function $I(\mu, P)$ for all $P>0$. The representation of the $\alpha_{k}(\mathbf{p})$ in (4.6) is necessary to show that the condition $\frac{p_{l}}{\mu_{l}} \geq \frac{p_{l+1}}{\mu_{l+1}}$ is fulfilled for all $1 \leq l \leq n-1$. This condition is stronger than majorization, i.e. it follows that $\mathbf{p} \succeq \mu$ [11, Proposition 5.B.1]. Note that $\sum_{k=1}^{n} p_{k}=\sum_{k=1}^{n} \mu_{k}=1$. The result is summarised in the following theorem.

Theorem 5.1. For all $P>0$, the function $I(\mu, P)$ is a Schur-convex function with respect to the parameters $\mu_{1}, \ldots, \mu_{n}$.

Proof. The proof is constructed in the following way: At first, we consider two arbitrary parameter vectors $\mu^{1}$ and $\mu^{2}$ which satisfy $\mu^{1} \succeq \mu^{2}$. Then we construct all possible linear combinations of $\mu^{1}$ and $\mu^{2}$, i.e. $\mu(\theta)=\theta \mu^{2}+(1-\theta) \mu^{1}$. Next, we study the parametrised function $I(\mu(\theta))$ as a function of the linear combination parameter $\theta$. We show that the first derivative of the parametrised capacity with respect to $\theta$ is less than or equal to zero for all $0 \leq \theta \leq 1$. This result holds for all $\mu^{1}$ and $\mu^{2}$. As a result, we have shown that the function $I(\mu)$ is Schur-convex with respect to $\mu$.
With arbitrary $\mu^{1}$ and $\mu^{2}$ which satisfy $\mu^{1} \succeq \mu^{2}$, define the vector

$$
\begin{equation*}
\mu(\theta)=\theta \mu^{2}+(1-\theta) \mu^{1} \tag{5.1}
\end{equation*}
$$

for all $0 \leq \theta \leq 1$. The parameter vector $\mu(\theta)$ in (5.1) has the following properties which will be used throughout the proof.

- The parametrisation in (5.1) is order preserving between the vectors $\mu^{1}$ and $\mu^{2}$, i.e.

$$
\forall 0 \leq \theta_{1} \leq \theta_{2} \leq 1: \mu^{2}=\mu(1) \preceq \mu\left(\theta_{2}\right) \preceq \mu\left(\theta_{1}\right) \preceq \mu(0)=\mu^{1} .
$$

This directly follows from the definition of majorization. E.g. the first inequality is obtained by

$$
\mu\left(\theta_{2}\right)=\theta_{2} \mu^{2}+\left(1-\theta_{2}\right) \mu^{1} \geq \theta_{2} \mu^{2}+\left(1-\theta_{2}\right) \mu^{2}=\mu^{2} .
$$

- The parametrisation in (5.1) is order preserving between the elements, i.e. for ordered elements in $\mu^{1}$ and $\mu^{2}$, it follows that for the elements in $\mu(\theta)$, for all $0 \leq \theta \leq 1$,

$$
\forall 1 \leq l \leq n_{T}-1: \mu_{l}(\theta) \geq \mu_{l+1}(\theta)
$$

This directly follows from the definition in (5.1).
The optimum power allocation is given by $p_{1}(\theta), \ldots, p_{n}(\theta)$. The parametrised objective function $H(\mu(\theta), \mathbf{p}(\theta))$ as a function of the parameter $\theta$ is then given by

$$
\begin{align*}
H(\theta) & =\mathbb{E} \log \left(1+\rho \sum_{k=1}^{n} \mu_{k}(\theta) p_{k}(\theta) w_{k}\right) \\
& =\mathbb{E} \log \left(1+\rho \sum_{k=1}^{n}\left(\mu_{k}^{1}+\theta\left(\mu_{k}^{2}-\mu_{k}^{1}\right)\right) p_{k}(\theta) w_{k}\right) . \tag{5.2}
\end{align*}
$$

The first derivative of (5.2) with respect to $\theta$ is given by

$$
\begin{equation*}
\frac{d H(\theta)}{d \theta}=\mathbb{E}\left(\frac{\sum_{k=1}^{n}\left(\mu_{k}^{2}-\mu_{k}^{1}\right) p_{k}(\theta) w_{k}+\frac{d p_{k}(\theta)}{d \theta}\left(\mu_{k}^{2}+\theta\left(\mu_{k}^{1}-\mu_{k}^{2}\right)\right)}{1+\sum_{k=1}^{n}\left(\mu_{k}^{2}+\theta\left(\mu_{k}^{1}-\mu_{k}^{2}\right)\right) p_{k}(\theta) w_{k}}\right) . \tag{5.3}
\end{equation*}
$$

Let us consider the second term in (5.3) first. Define

$$
\phi_{k}(\theta)=\left(\mu_{k}^{2}+\theta\left(\mu_{k}^{1}-\mu_{k}^{2}\right)\right) \quad \forall k=1, \ldots, n .
$$

Then we have

$$
\begin{equation*}
\sum_{k=1}^{n} \frac{d p_{k}(\theta)}{d \theta} \mathbb{E}\left(\frac{\phi_{k}(\theta) w_{k}}{1+\sum_{k=1}^{n} \phi_{k}(\theta) p_{k}(\theta) w_{k}}\right)=\sum_{k=1}^{n} \frac{d p_{k}(\theta)}{d \theta} \alpha_{k}(\theta) . \tag{5.4}
\end{equation*}
$$

In order to show that (5.4) is equal to zero, we define the index $m$ for which holds

$$
\begin{equation*}
\frac{d p_{k}(\theta)}{d \theta} \neq 0 \quad \forall 1 \leq k \leq m \quad \text { and } \quad \frac{d p_{k}(\theta)}{d \theta}=0 \quad k \geq m+1 . \tag{5.5}
\end{equation*}
$$

We split the sum in (5.4) in two parts, i.e.

$$
\begin{equation*}
\sum_{k=1}^{m} \frac{d p_{k}(\theta)}{d \theta} \alpha_{k}(\theta)+\sum_{k=m+1}^{n} \frac{d p_{k}(\theta)}{d \theta} \alpha_{k}(\theta) . \tag{5.6}
\end{equation*}
$$

For all $1 \leq k \leq m$ we have from (5.5) three cases:

- First case: $p_{m}(\theta)>0$ and obviously $p_{1}(\theta)>0, \ldots, p_{m-1}(\theta)>0$. It follows that

$$
\alpha_{1}(\theta)=\alpha_{2}(\theta)=\cdots=\alpha_{m}(\theta)
$$

- Second case: There exists an $\epsilon_{1}>0$ such that $p_{m}(\theta)=0$ and $p_{m}(\theta+\epsilon)>0$ for all $0<\epsilon \leq \epsilon_{1}$. Therefore, it holds

$$
\begin{equation*}
\alpha_{1}(\theta+\epsilon)=\cdots=\alpha_{m}(\theta+\epsilon) . \tag{5.7}
\end{equation*}
$$

- Third case: There exists an $\epsilon_{1}>0$ such that $p_{m}(\theta)=0$ and $p_{m}(\theta-\epsilon)>0$ for all $0<\epsilon \leq \epsilon_{1}$. Therefore, it holds

$$
\begin{equation*}
\alpha_{1}(\theta-\epsilon)=\cdots=\alpha_{m}(\theta-\epsilon) . \tag{5.8}
\end{equation*}
$$

Next, we use the fact that if $f$ and $g$ are two continuous functions defined on some closed interval $\mathcal{O}, f, g: \mathcal{O} \rightarrow \mathcal{R}$. Then the set of points $t \in \mathcal{O}$ for which $f(t)=g(t)$ is either empty or closed.

Assume the case in (5.7). The set of points $\theta$ for which $\alpha_{k}(\theta)=\alpha_{1}(\theta)$ is closed. Hence, it holds

$$
\begin{equation*}
\alpha_{k}(\theta)=\lim _{\epsilon \rightarrow 0} \alpha_{k}(\theta+\epsilon)=\lim _{\epsilon \rightarrow 0} \alpha_{1}(\theta+\epsilon)=\alpha_{1}(\theta) . \tag{5.9}
\end{equation*}
$$

For the case in (5.8), it holds

$$
\alpha_{k}(\theta)=\lim _{\epsilon \rightarrow 0} \alpha_{k}(\theta-\epsilon)=\lim _{\epsilon \rightarrow 0} \alpha_{1}(\theta-\epsilon)=\alpha_{1}(\theta) .
$$

The consequence from (5.9) and (5) is that all active $k$ with $p_{k}>0$ at point $\theta$ and all $k$ which occur or vanish at this point $\theta$ fulfill $\alpha_{1}(\theta)=\alpha_{2}(\theta)=\cdots=\alpha_{m}(\theta)$. Therefore, the first addend in (5.6) is

$$
\sum_{k=1}^{m} \frac{d p_{k}(\theta)}{d \theta}=\alpha_{1}(\theta) \sum_{k=1}^{m} \frac{d p_{k}(\theta)}{d \theta}=0 .
$$

The second addend in (5.6) is obviously equal to zero. We obtain for (5.3)

$$
\frac{d H(\theta)}{d \theta}=\mathbb{E}\left(\frac{\sum_{k=1}^{n}\left(\mu_{k}^{2}-\mu_{k}^{1}\right) p_{k}(\theta) w_{k}}{1+\sum_{k=1}^{n}\left(\mu_{k}^{2}+\theta\left(\mu_{k}^{1}-\mu_{k}^{2}\right)\right) p_{k}(\theta) w_{k}}\right) .
$$

We are going to show that

$$
\begin{equation*}
\sum_{k=1}^{n}\left(\mu_{k}^{2}-\mu_{k}^{1}\right) \mathbb{E}\left(\frac{p_{k}(\theta) w_{k}}{1+\sum_{k=1}^{n}\left(\mu_{k}^{2}+\theta\left(\mu_{k}^{1}-\mu_{k}^{2}\right)\right) p_{k}(\theta) w_{k}}\right) \leq 0 \tag{5.10}
\end{equation*}
$$

We define

$$
\begin{aligned}
a_{k} & =\mu_{k}^{1}-\mu_{k}^{2} \\
s_{l} & =\sum_{k=1}^{l} a_{k} \\
s_{n} & =0 \\
s_{0} & =0 .
\end{aligned}
$$

Therefore, it holds that $s_{k} \geq 0$ for all $1 \leq k \leq n$. We can reformulate (5.10) and obtain

$$
\begin{equation*}
\sum_{l=1}^{n-1} s_{l}\left(b_{l}(\theta)-b_{l+1}(\theta)\right) \geq 0 \tag{5.11}
\end{equation*}
$$

with

$$
b_{l}(\theta)=\mathbb{E}\left(\frac{p_{l}(\theta) w_{l}}{1+\sum_{k=1}^{n}\left(\mu_{k}^{2}+\theta\left(\mu_{k}^{1}-\mu_{k}^{2}\right)\right) p_{k}(\theta) w_{k}}\right)
$$

The inequality in (5.11) is fulfilled if

$$
b_{l}(\theta) \geq b_{l+1}(\theta)
$$

The term $b_{l}$ in (5) is related to $\alpha_{l}$ from (4.8) by

$$
b_{l}(\theta)=\frac{p_{l}(\theta)}{\mu_{l}(\theta)} \alpha_{l}(\theta)
$$

As a result, we obtain the sufficient condition for the monotony of the parametrised function $H(\theta)$

$$
\begin{equation*}
\frac{p_{l}(\theta)}{\mu_{l}(\theta)} \geq \frac{p_{l+1}(\theta)}{\mu_{l+1}(\theta)} . \tag{5.12}
\end{equation*}
$$

As mentioned above this is a stronger condition than that the vector $\mathbf{p}$ majorizes the vector $\mu$. From (5.12) it follows that $\mu \succeq \mathbf{p}$.
Finally, we show that the condition in (5.12) is always fulfilled by the optimum p. In the following, we omit the index $\theta$. The necessary and sufficient condition for the optimal $\mathbf{p}$ is that for active $p_{l}>0$ and $p_{l+1}>0$ it holds

$$
\alpha_{l}-\alpha_{l+1}=0,
$$

i.e.

$$
\begin{equation*}
\int_{0}^{\infty} e^{-t} f(t) \frac{\mu_{l}}{1+\rho t \mu_{l} p_{l}} d t-\int_{0}^{\infty} e^{-t} f(t) \frac{\mu_{l+1}}{1+\rho t \mu_{l+1} p_{l+1}} d t=0 \tag{5.13}
\end{equation*}
$$

with

$$
f(t)=\prod_{k=1}^{n} \frac{1}{1+\rho t \mu_{k} p_{k}}
$$

and

$$
g_{l}(t)=\left(1+\rho t \mu_{l} p_{l}\right)^{-1}\left(1+\rho t \mu_{l+1} p_{l+1}\right)^{-1} .
$$

From (5.13) it follows that

$$
\int_{0}^{\infty} e^{-t} f(t) g_{l}(t)\left(\mu_{l}-\mu_{l+1}-\left(\rho t \mu_{l+1} \mu_{l}\right)\left(p_{l}-p_{l+1}\right)\right) d t=0 .
$$

This gives

$$
\int_{0}^{\infty} e^{-t} f(t) g_{l}(t)\left(\frac{\mu_{l}-\mu_{l+1}}{p_{l}-p_{l+1}} \frac{1}{\rho \mu_{l} \mu_{l+1}}-t\right) d t=0
$$

and

$$
\begin{equation*}
\frac{\mu_{l}-\mu_{l+1}}{p_{l}-p_{l+1}} \frac{1}{\rho \mu_{l} \mu_{l+1}} \int_{0}^{\infty} e^{-t} f(t) g_{l}(t) d t-\int_{0}^{\infty} e^{-t} f(t) g_{l}(t) t d t=0 . \tag{5.14}
\end{equation*}
$$

Note the following facts about the functions $f(t)$ and $g_{l}(t)$

$$
\begin{align*}
& g_{l}(t) \geq 0 \quad \forall 0 \leq t \leq \infty \quad f(t) \geq 0 \quad \forall 0 \leq t \leq \infty \\
& \frac{d g_{l}(t)}{d t} \leq 0 \quad \forall 0 \leq t \leq \infty \quad \frac{d f(t)}{d t} \leq 0 \quad \forall 0 \leq t \leq \infty \tag{5.15}
\end{align*}
$$

By partial integration we obtain the following inequality

$$
\begin{equation*}
\int_{0}^{\infty} f(t) g_{l}(t)(1-t) e^{-t} d t=\left(f(t) g_{l}(t) t e^{-t}\right)_{t=0}^{\infty}-\int_{0}^{\infty} \frac{d\left(f(t) g_{l}(t)\right)}{d t} t e^{-t} d t \geq 0 \tag{5.16}
\end{equation*}
$$

From 5.16) and the properties of $f(t)$ and $g_{l}(t)$ in 5.15) follows that

$$
\int_{0}^{\infty} e^{-t} f(t) g_{l}(t) d t \geq \int_{0}^{\infty} t e^{-t} f(t) g_{l}(t) d t
$$

Now we can lower bound the equality in (5.14) by

$$
\begin{align*}
0 & =\frac{\mu_{l}-\mu_{l+1}}{p_{l}-p_{l+1}} \frac{1}{\rho \mu_{l} \mu_{l+1}} \int_{0}^{\infty} e^{-t} f(t) g_{l}(t) d t-\int_{0}^{\infty} e^{-t} f(t) g_{l}(t) t d t \\
& \geq \frac{\mu_{l}-\mu_{l+1}}{p_{l}-p_{l+1}} \frac{1}{\rho \mu_{l} \mu_{l+1}}-1 . \tag{5.17}
\end{align*}
$$

From (5.17) it follows that

$$
1 \geq \frac{\mu_{l}-\mu_{l+1}}{p_{l}-p_{l+1}} \frac{1}{\rho \mu_{l} \mu_{l+1}}
$$

and further on

$$
\begin{equation*}
\mu_{l}-\mu_{l+1} \leq\left(p_{l}-p_{l+1}\right) \rho \mu_{l} \mu_{l+1} \tag{5.18}
\end{equation*}
$$

From (5.18) we have

$$
\mu_{l}\left(1-\rho \mu_{l+1} p_{l}\right) \leq \mu_{l+1}\left(1-\rho \mu_{l} p_{l+1}\right)
$$

and finally

$$
\begin{equation*}
\rho \mu_{l+1} p_{l} \geq \rho \mu_{l} p_{l+1} \tag{5.19}
\end{equation*}
$$

From 5.19) follows the inequality in 5.12. This result holds for all $\mu^{1}$ and $\mu^{2}$ with $\sum_{k=1}^{n} \mu_{k}^{1}=$ $\sum_{k=1}^{n} \mu_{k}^{2}=1$. As a result, $I(\mu)$ is a Schur-convex function of $\mu$. This completes the proof.

## 6. Application and Connection to Wireless Communication Theory

As mentioned in the introduction, the three problem statements have an application in the analysis of the maximum amount of information which can be transmitted over a wireless vector channel. Recently, the improvement of the performance and capacity of wireless systems employing multiple transmit and/or receive antennae was pointed out in [15, 6]. Three scenarios are practical relevant: The case when the transmitter has no channel state information (CSI), the case in which the transmitter knows the correlation (covariance feedback), and the case where the transmitter has perfect CSI. These cases lead to three different equations for the average mutual information. Using the results from this paper, we completely characterize the impact of correlation on the performance of multiple antenna systems.

We say, that a channel is more correlated than another channel, if the vector of ordered eigenvalues of the correlation matrix majorizes the other vector of ordered eigenvalues. The
average mutual information of a so called wireless multiple-input single-output (MISO) system with $n_{T}$ transmit antennae and one receive antenna is given by

$$
\begin{equation*}
C_{n o C S I}\left(\mu_{1}, \ldots, \mu_{n_{T}}, \rho\right)=\mathbb{E} \log _{2}\left(1+\rho \sum_{k=1}^{n_{T}} \mu_{k} w_{k}\right) \tag{6.1}
\end{equation*}
$$

with signal to noise ratio (SNR) $\rho$ and transmit antenna correlation matrix $\mathbf{R}_{T}$ which has the eigenvalues $\mu_{1}, \ldots, \mu_{n_{T}}$ and iid standard exponential random variables $w_{1}, \ldots, w_{n_{T}}$. In this scenario it is assumed that the receiver has perfect channel state information (CSI) while the transmit antenna array has no CSI. The transmission strategy that leads to the mutual information in (6.1) is Gaussian codebook with equal power allocation, i.e. the transmit covariance matrix $\mathbf{S}=\mathbb{E} \mathbf{x x}^{H}$, with transmit vectors $\mathbf{x}$ that is complex standard normal distributed with covariance matrix $\mathbf{S}$, is the normalised identity matrix, i.e. $\mathbf{S}=\frac{1}{n_{T}} \mathbf{I}$.

The ergodic capacity in (6.1) directly corresponds to $C_{1}$ in (3.1). Applying Theorem 3.1. the impact of correlation can be completely characterized. The average mutual information is a Schur-concave function, i.e. correlation always decreases the average mutual information. See [2] for an application of the results from Theorem 3.1. If the transmitter has perfect CSI, the ergodic capacity is given by

$$
C_{p C S I}\left(\mu_{1}, \ldots, \mu_{n}, \rho\right)=\mathbb{E} \log _{2}\left(1+\rho \sum_{k=1}^{n} \mu_{k} w_{k}\right) .
$$

This expression is a scaled version of (6.1). Therefore, the same analysis can be applied.
If the transmit antenna array has partial CSI in terms of long-term statistics of the channel, i.e. the transmit correlation matrix $\mathbf{R}_{T}$, this can be used to adaptively change the transmission strategy according to $\mu_{1}, \ldots, \mu_{n_{T}}$. The transmit array performs adaptive power control $\mathbf{p}(\mu)$ and it can be shown that the ergodic capacity is given by the following optimisation problem

$$
\begin{equation*}
C_{c v C S I}\left(\mu_{1}, \ldots, \mu_{n_{T}}, \rho\right)=\max _{\|\mathbf{p}\|=1} \mathbb{E} \log _{2}\left(1+\rho \sum_{k=1}^{n_{T}} p_{k} \mu_{k} w_{k}\right) . \tag{6.2}
\end{equation*}
$$

The expression for the ergodic capacity of the MISO system with partial CSI in (6.2) directly corresponds to $C_{2}$ in (4.1). Finally, the impact of the transmit correlation on the ergodic capacity in (6.2) leads to Problem 3, i.e. to the result in Theorem 5.1. In [10], Theorem 4.1] and 5.1 have been applied. Interestingly, the behavior of the ergodic capacity in (6.2) is the other way round: it is a Schur-convex function with respect to $\boldsymbol{\mu}$, i.e. correlation increases the ergodic capacity.

## 7. NOTE ADDED IN PROOF

After submission of this paper, we found that the cumulative distribution function (cdf) of the sum of weighted exponential random variables in (1.1) has not the same clear behavior in terms of Schur-concavity like the function (3.1). In [3], we proved that the $\operatorname{cdf} F(x)=$ $\operatorname{Pr}\left[\sum_{k=1}^{n} \mu_{k} w_{k} \leq x\right]$ is Schur-convex for all $x \leq 1$ and Schur-concave for all $x \geq 2$. Furthermore, the behavior of $F(x)$ between 1 and 2 is completely characterized: For $1 \leq x<2$, there are at most two global minima which are obtained for $\mu_{1}=\ldots=\mu_{k}=\frac{1}{k}$ and $\mu_{k+1}=\ldots=$ $\mu_{n}=0$ for a certain $k$. This result verifies the conjecture by Telatar in [15].
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[^0]:    ${ }^{1}$ A random variable is obviously positive, if $\operatorname{Pr}\left(w_{l}<0\right)=0$. Those variables are called positive throughout the paper.

