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Abstract: Maximum entropy principles in nonextensive statistical physics are revisited as
an application of the Tsallis relative entropy defined for non-negative matrices . lof | lti
in the framework of matrix analysis. In addition, some matrix trace inequalities !oumq 0 'nequqll Ies
related to the Tsallis relative entropy are studied. in pure and applied
mathematics
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1. Introduction

In 1988, Tsallis introduced the one-parameter extended entropy for the analysis of
a physical model in statistical physick(]. In our previous papers, we studied the
properties of the Tsallis relative entroply, ] and the Tsallis relative operator en-
tropy [17, 6]. The problems on the maximum entropy principle in Tsallis statistics
have been studied for classical systems and quantum syserhg P, 1]. Such
problems were solved by the use of the Lagrange multipliers formalism. We give
a new approach to such problems, that is, we solve them by applying the non-
negativity of the Tsallis relative entropy without using the Lagrange multipliers for-
malism. In addition, we show further results on the Tsallis relative entropy.

In the present paper, the setofx n complex matrices is denoted by, (C).
That is, we deal witlm x n matrices because of Lemmnia? in Section2. However

some results derived in the present paper also hold for the infinite dimensional case.

In the sequel, the set of all density matrices (Qquantum states) is represented by
D,(C)={X e M,(C): X >0, Tr[X] =1}.

X € M,(C) is called by a non-negative matrix and denoted¥y> 0, if we have
(Xx,z) > 0forall x € C". Thatis, for a Hermitian matriX’, X > 0 means that

all eigenvalues oK are non-negative. In additioX’ > Y is defined byX —Y > 0.
For—I < X < TandX € (—1,0) U (0,1), we denote the generalized exponential
function byexp, (X) = (I + AX)"*. As the inverse function afxp, (-), for X > 0
and\ € (—1,0)U(0, 1), we denote the generalized logarithmic functioniby X =
X;‘I. Then the Tsallis relative entropy and the Tsallis entropy for non-negative
matricesX andY” are defined by

DAX[Y)=Tr [ X" (I X —In, V)],  S\(X) = -—Dy(X|I).

These entropies are generalizations of the von Neumann entt@pynd of the
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Umegaki relative entropylH] in the sense that
}\iné SA(X) = Sp(X) = —Tr[X log X]

and

lim DA(X[Y) = Dy(X[V) = Tr X (log X — log ).
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2. Maximum Entropy Principle in Nonextensive Statistical Physics

In this section, we study the maximization problem of the Tsallis entropy with a
constraint on the\--expectation value. In quantum systems, the expectation value of
an observable (a Hermitian matri¥j in a quantum state (a density matriX) €
D,,(C) is written asTr[ X H|. Here, we consider thie-expectation valudr[ X'~ H]|

as a generalization of the usual expectation value. Firstly, we impose the following
constraint on the maximization problem of the Tsallis entropy:

Cy = {X € D,(C) : Tt[X'" H] = 0},

for a givenn x n Hermitian matrixH. We denote a usual matrix norm by
for A € M,(C) andz € C,

, hamely

|A]| = max ||Az]| .

llz=1
Then we have the following theorem.

Theorem 2.1.LetY = Z,'exp, (—H/| H||), whereZ, = Trlexp, (—H/||H]||)],

for an n x n Hermitian matrix # and A € (—1,0) U (0,1). If X € (), then
Sy(X) < —exIny Z, ', wherecy, = Tr[X1).

Proof. SinceZ, > 0 and we havény(z~'Y) = In, Y + (Inyz~!)Y* for a non-
negative matrix” and scalar:, we calculate
Te[ X" M, Y] = Te[ X" My {Z, " exp, (—H/ ||H||) }]
= Te[X'"{—H/ [|H| +ny Z7' (I = AH/ [|H|) }]
=Te[X" "My Z' T — Z7H/ || H|| ] = exlny Z3 Y
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sincelny Z, ' = Z;:_l by the definition of the generalized logarithmic function
In,(+). By the non-negativity of the Tsallis relative entropy:

(2.1) Tr[ X ny Y] < Tr[ X' Iny, X7,

we have

Sy(X) = —Tr[X'" Iy X] < —Tr[ X' Iny V] = —cyIny Z,
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Next, we consider the slightly changed constraint: vol. 9, iss. 1, art. 1, 2008
Ch={X € D,(C): e[X'" *H] < Tr[Y'" ™ H| and Tr[X' ] <Tr[Y'}
for a givenn x n Hermitian matrixH, as the maximization problem for the Tsallis Viie Fege
entropy. To this end, we prepare the following lemma. Contents
Lemma 2.2. For a givenn x n Hermitian matrixH, if n is a sufficiently large integer, « Y
then we haveZ, > 1.
Proof. < >
(i) For afixed) < )\ < 1 and a sufficiently large, we have Page 7 of 14
(2.2) (1/n) <1—A Go Back
From the inequalities- | H|| / < H < ||H]|| I, we have Full Screen
(2.3) (1= NI < expy (—H/ |H||) < (1+ )31 Close
By inequality ¢.2), we have journal of inequalities
1 1 in pure and applied
g (L =N>I <exp, (—H/[H]), mathematics
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(i) Forafixed—1 < A\ < 0 and a sufficiently large, we have
(2.4) (1/n)* > 1=

Analogously to (i), we have inequalities.() for —1 < A < 0. By inequality
(2.4), we have

1 1
< (1= )T < expy () | H]),

which impliesZ, > 1.
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Then we have the following theorem by the use of Lenminia

Theorem 2.3.LetY = Z,'exp, (—H/| H||), whereZ, = Trlexp, (—H/||H||)],
for A € (—1,0) U (0,1) and ann x n Hermitian matrixH4. If X € C) andn is Contents

sufficiently large, thets, (X) < S\ (Y).

Title Page

<« >
Proof. Due to Lemma.2, we havelny, Z; ' < 0 for a sufficiently largex. Thus we
haveln, Z, ' Tr[X'7*] > In, Z, ' Tr[Y'~*] for X € Cy. Similarly to the proof of N X
Theorem2.1, we have Page 8 of 14
Te[X'" My Y] = Te[X" "My {Z; " exp, (—H/ [|H||) }] Go Back
TI‘[Xl A { H/ HHH + ln>\ Z>T1 (I - )‘H/ HHH)}] Full Screen
= Te[X'"M{In\ Z,'1 — Z*H/ |H||}] Close
> Te[Y'" M {Iny Z, '] — Z*H/ || H| }]
1-) “1/7 journal of inequalities
Tr[Yl A { 7 |H +1ny 2,7 (= AR/ HHH)}] in pure and applied
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By EqQ.(2.1) we have
Sy(X) = —Tr[X'" M Iny X] < —Tr[ XA n, V] < —Tr[Y' Iny Y] = Sy (Y).
O

Remarkl. Since—z'~*In, z is a strictly concave functiorf, is a strictly concave
function on the sef’,. This means that the maximizirig is uniquely determined

so that we may regard as a generalized Gibbs state, since an original Gibbs state
e PH | Tr[e=PH], where3 = 1/T andT represents a physical temperature, gives the
maximum value of the von Neumann entropy. Thus, we may define a generalized
Helmholtz free energy by

F\X, H) = Te[X'H] — | H|| S\(X).
This can be also represented by the Tsallis relative entropy such as
F\(X, H) = [H|| DA(X|Y) + Iny ZY T [ XA H | = AH)].
The following corollary easily follows by taking the limit as— 0.

Corollary 2.4 ([12,15]). LetY = Z, ' exp (—H/||H||), whereZ, = Tr[exp (—H/||H||)],
for ann x n Hermitian matrixH .

(i) If X € C, thenSy(X) < log Z.
(ll) If X € Co, thenSO(X) < S()(Y)

Matrix Trace Inequalities
on the Tsallis Entropies

Shigeru Furuichi
vol. 9, iss. 1, art. 1, 2008

Title Page
Contents
44 44
< >
Page 9 of 14
Go Back
Full Screen

Close

journal of inequalities
in pure and applied
mathematics

issn: 1443-575k

© 2007 Victoria University. All rights reserved.


http://jipam.vu.edu.au
mailto:furuichi@ed.yama.tus.ac.jp
http://jipam.vu.edu.au

3. On Some Trace Inequalities Related to the Tsallis Relative
Entropy

In this section, we consider an extension of the following inequaiky [
1

(3.1) Tr[X (log X +logY)] < —Tr[X log X?/2YP X?/?]
p

for non-negative matrice¥ andY’, andp > 0.

For the proof of the following Theorem 3, we use the following famous inequal-
ities.
Lemma 3.1 (8]). For any Hermitian matricest and B, 0 < A < 1l andp > 0, we
have the inequality:

Tr [(epAﬁAepB>1/pi| <Tr [e(l—A)A+>\B} 7
where the\-geometric mean for positive matricdsand B is defined by
AfAB = A2 (A72BATY2)Y A2,

Lemma 3.2 ([7, 13]). For any Hermitian matricess and H, we have the Golden-
Thompson inequality:
Tr [eGJrH} <Tr [eGeH] .

Theorem 3.3. For positive matrices andY, p > 1 and0 < A < 1, we have
(3:2) DA(X[Y) < —Te[X Iny (X P/2YPX P/2)1r],

Matrix Trace Inequalities
on the Tsallis Entropies

Shigeru Furuichi
vol. 9, iss. 1, art. 1, 2008

Title Page
Contents
44 44
< >
Page 10 of 14
Go Back
Full Screen

Close

journal of inequalities

in pure and applied
mathematics
issn: 1443-575k

Proof. First of all, we note that we have the following inequali8} [

(33) Tr[<Y1/2XY1/2>Tp] 2 Tr[<YT/2XT‘YT/2)p]

© 2007 Victoria University. All rights reserved.


http://jipam.vu.edu.au
mailto:furuichi@ed.yama.tus.ac.jp
http://jipam.vu.edu.au

for non-negative matriceX andY, and0 < r < 1, p > 0. Similar to the proof
of Theorem 2.2 in ], inequality 3.2) easily follows by settingd = log X and
B =logY in Lemma3.1such that

Tr[(XP5,YP)YP] < Tr[elos X' +log Y*]
S Tr[elog X1_>‘€10g Y)‘]
Matrix Trace Inequalities
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(3.5) Te[X"Y"] < Te[(YV2XYY2)],  (0<r <),
on takingp = 1 of inequality 3.3). By (3.4) and (3.5) we obtain: Title Page
Contents
Trl( XP4, VPP = Ty [ XP/2( X —P/2yP X —P/2)A xP/2 Up}
[(XPEAYP) /7] {XP%( ) i « N
> Te[ X (X PR2YPX PN,
- < >

Thus we have, Page 11 of 14
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DA(X|Y) _ l"[ - ] Go Back
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- A Close
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= _ 3 journal of inequalities
in pure and applied
= —Tr[X Iny (X P2YPX P21 mathematics
= issn: 1443-575k

© 2007 Victoria University. All rights reserved.


http://jipam.vu.edu.au
mailto:furuichi@ed.yama.tus.ac.jp
http://jipam.vu.edu.au

Remark2. For positive matricex andY, 0 < p < 1 and0 < A < 1, the following
inequality does not hold in general:

(3.6) DA(X|Y) < —Tr[X Iny (X P/2YPXP/2)1/p],

Indeed, the inequality3(6) is equivalent to

(3.7) Tr[X (X P2YPX PV < Tr[ X1V
Then we have many counter-examples. If wegset 0.3, A = 0.9 and X =
( ;)0 S LY = i ;l , then inequality §.7) fails. (R.H.S. minus L.H.S. of

(3.7) approximately becomes -0.00309808.) Thus, inequalitg) (is not true in
general.

Corollary 3.4.

(i) For positive matricesY andY’, the trace inequality

DA(X]Y) < —Tr[X Iny (X V2V X—1/2)]
holds.

(i) For positive matricesY andY, andp > 1, we have inequality3(1).
Proof.

(i) Putp =1in (1) of Theorens.3.

(i) Take the limit as\ — 0.
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