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ABSTRACT. In this paper we introduce a new subclass of normalized analytic functions in the
open unit disc which is defined by the Al-Oboudi differential operator. A coefficient inequality,
extreme points and integral mean inequalities of a differential operator for this class are given.
We investigate various subordination results for the subclass of analytic functions and obtain suf-
ficient conditions for univalent close-to-starlikeness. We also discuss the boundedness properties
associated with partial sums of functions in the class. Several interesting connections with the
class of close-to-starlike and close-to-convex functions are also pointed out.

Key words and phrasesClose-to-convex function, Close-to-starlike function, Ruscheweyh derivative operator, Al-Oboudi
differential operator and subordination relationship.
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1. INTRODUCTION AND PRELIMINARIES

Let A denote the class of normalized functiohdefined by
(1.1) f(z)= z+Zakzk
k=2

which are analytic in the open unit dist= {z € C : |z| < 1}. For f € A, [1] has introduced
the following differential operator.

(1.2) D°f(2) = f(2)

(13) D'f(z) = (1= 6)f(z) +02f'(z) = Dsf(2), 520
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2 S.M. KHAIRNAR AND MEENA MORE

(1.4) D"f(z) = D(g(D”’lf(z)), (n € N).

For f(z) given by [1.1), we notice fronj (1.3) and ([L.4) that

(1.5) D"f(z) =2+ i[l + (kb — 1)0]"ax2" (n € Ng=NuU{0}).
k=2

Ford = 1 we obtain the 8lagean operator [11].

Definition 1.1. A function f in A is said to be starlike of order (0 < o < 1) in U, that is,
f € S*(a), ifand only if

(1.6) Re {i{g} >a  (z€U).

Definition 1.2. A function f in A is said to be convex of order (0 < o < 1) in U, that is,
f € K(«), ifand only if

zf”(z) }
1.7 Re< 1+ >« zeU).
Definition 1.3. A function f in A is said to be close-to-convex i, of ordera, that is, f €
C(«), if and only if
(1.8) Re{f'(2)} > « (z€U).

Definition 1.4. A function f in A is said to be close-to-starlike of order0 < a < 1) in U,
thatis,f € C'S*(«), if and only if
(1.9) Re{@} > (z € U\ {0}).
We note that the classés S*(0) = S*, K(0) = K, C(0) = C, CS*(0) = C'S* are the well
known classes of univalent, starlike, convex, close-to-convex and close-to-starlike functions in
U, respectively. It is also clear that

() f e K(a)ifandonly if zf' € S*(«);

(i) K(a) C S*(a) C C(a) C S.

Definition 1.5. For two functionsf andg analytic inU, we say that the functiofi(z) is subor-
dinate tog(z) in U, and write

(1.10) f(z)<g(z)  (z€U)

if there exists a Schwarz functian(z), analytic inU with w(0) = 0 and|w(z)| < 1 such that
(1.11) f(z) = g(w(z))  (z€l).

In particular, if the functiory is univalent inU, the above subordination is equivalent to
(1.12) f(0)=g(0),  f(U)Cg).

Littlewood [7] in 1925 has proved the following subordination theorem which we state as a
lemma.

Lemma 1.1. Let f andg be analytic in the unit disc, and suppage< f. Then for0 < p < o,

27 27
(1.13) / lg(re)[Pdo < / | f(re?)|Pdo (0<r<1,p>0).
0 0

Strict inequality holds fof) < » < 1 unlessf is constant orw(z) = az, |o| = 1.
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Definition 1.6. Letn € NU {0} andX > 0. Let D} f denote the operator defined by : A —
A such that

(1.14) DYf(z) =(1—=XNS"f(2)+ A\R"f(2) ze€U,

whereS™ f is the Slagean differential operator afitf f is the Ruscheweyh differential operator
defined byR"™ : A — A such that

R'f(z) = f(2), R f(2) = 2f'(2),

with recurrence relation given by

(1.15) (n+ DR f(2) = 2[R"f(2)] + nR"f(2) (z € U).

For f € A given by [1.1)

(1.16) R'f(z) =2+ i O h1ap2" (z€U).
k=2

Notice thatDy is a linear operator and fgf € A defined by[(T.]l), we have
(1.17) Dif(z) =24 Y [(1=NE"+ X "Crypr)agz".
k=2

It is observed that fon = 0,

D3f(2) = (1= NS (2) + AR f(2) = f(2) = S°f(2) = R°f(2),
and forn =1

Dyf(2) = (1 = NS'f(2) + AR f(2) = 2f'(2) = S' f(2) = R' f(2).
Definition 1.7. Let K (v, u,m,3) denote the subclass of consisting of functions which
satisfy the inequality

1 D™ ,

(1.18) \; (=™ s pomyy - 1)\ <5,
wherez € U, 7 e C\ {0},0 < 3<1,0< pu<1,meNyandD™ is as defined ir (1]5).

Remark 1. Fory =1, 4 = 1, m = 0, we obtain the class of close-to-convex functions of order
(1 — ). For the values = 1, u = 0, m = 0, we obtain the class of close-to-starlike functions
of order(1 — f3).

Let
f(2)

T, f) = (1—77)7+77 fl(z) (€ U\{0})

for n real andf € A. Define

T, ={feA:Re{T(n, f)} > 0}.

We note thatl;, can be derived from the clags(v, 11, m, 3) by replacingu by n andD™ f by
f.
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2. COEFFICIENT INEQUALITIES , GROWTH AND DISTORTION THEOREMS
Here we first give a sufficient condition fgre A to belong to the clas& (v, u, m, 3).
Theorem 2.1.Let f(z) € A satisfy

[e.9]

(2.1) SO+ (k= D)+ (k — 1)8)™|a] < 115,

k=2
wherey € C\ {0}, 0< 8 <1,0< u<1,meNy, §>0.Thenf(z) € K(v, u,m,3).

Proof. Suppose thaf (211) is true for(y € C\ {0}), 3 (0 < 3 < 1), u (0 < pp < 1), m € Ny,
andé (6 > 0) for f(z) € A.
Using [1.5) for|z| = 1, we have
Dm
=2 uomy 1| < Y - v - Dol
k=2
< [v16-

Thus by Definitior 1.J7f(z) € K (v, p, m, §).
Notice that the function given by

o0

N RIE:
(2:2) /() _“; N

belongs to the clas& (v, i, m, 3) and plays the role of extremal function for the result|(2.1).
O

We denote by (v, i1, m, 3) € K (v, 1, m, 3) the functions
f(Z) =Z+ Zakzk7
k=2

where the Taylor-Maclaurin coefficients satisfy inequality|(2.1).
Next we state the growth and distortion theorems for the déssg i, m, 5). The results
follow easily on applying Theorem 2.1, therefore, we omit the proof.

Theorem 2.2. Let the functionf(z) defined b1) be in the cla$§(v, i, m, 5). Then

V18 ilé; 122
(1+p)(149) (14 p)(1+06)m
The equality in[(2]3) is attained for the functigiz) given by

1718 2
2.4 = .
(2.4) 1) (1+u)(1+6)mz
Theorem 2.3. Let the functionf(z) defined bl) be in the cla$s(v, ui, m, 5). Then

2116 : 2116

The equality in[(2]5) is attained for the functigitz) given by [(2.14).

In view of Remark L, Theorem 2.2 and Theoienj 2.3 would yield the corresponding distortion
properties for the class of close-to-convex and close-to-starlike functions.

(2.3) 2| = Sl < 1f )] < 2l +
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3. EXTREME POINTS
Now we determine the extreme points of the clags, 1., m, 3).

Remark 2. Fory € C\{0},0<p<1,0<u<1,meNyandd > 0the following functions
are in the clas¥(v, i, m, )

- Bl 2 .
fl(z)—z+(1+u)(1+6)mz (ze€U);

. ﬁ|7| 3 .
R =2+ g g FEU)
fs(z) =2+ ! I (o]l (zeU).

(14 p)(1+ o)™ (14 2p)(1 4 26)™
Theorem 3.1.Let f,(z) = z and

716 Sk
1+ (k=D + (k—1)0)™

Thenf(z) € K (v, u, m, ), if and only if it can be expressed in the form

(3-2) F2) =D Mfil2)

(3.1) fulz) = 2 + (k> 2).

where), > 0and) 7, Ay = 1.

Proof. Suppose that
F2) = Mefu(2)
k=1

o S |7|5 k
- Z*;A’“a k- DA+ (k- Do)

Then

V18
(L4 (k= Dp)(1 + (k= 1)o)™

Ak

> (4 (k=D)AL + (k—1)5)"

o
=B Z Ak
o

< B (1= M)
< |v[B.

Thus, in view of Theoren 2 1(z) € K (v, 1, m, 3).
Conversely, suppose thétz) € K (v, u, m, 3). Setting

Ap = I+ (k-1 + (k- 1)5)mak and A\ =1— Z)\k’
lle; k=2

we obtain

f(z) = Z Mo fi(2).
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Corollary 3.2. The extreme points df (v, 1, m, 3) are the functiond(z) = z and

_ 1718 " B
fk(z>_z+(1+(/~c—1),u)(1—|—(k—1)5)m2 (k=2,3,...).

4. INTEGRAL MEAN INEQUALITIES FOR A DIFFERENTIAL OPERATOR

Theorem 4.1.Let f(z) € K(v, u, m, ) and suppose that

- _ n n a |’Y|ﬁ[(1_)\)]n+)\n n+j—1]
(4.1) ’;[(1 MK+ 0" Copmallan] < o) SN 5
Also, let the function
(4.2) () = 715 g (j22)

+ ; -
(L+p(—1)A+60G —1)m
If there exists an analytic functian(z) given by

o0

-1 _ (I+p(—-1)0+0(G—1)"
W) = B =g TG ] 20

then forz = re® with0 < r < 1,

NE™ + XA "Crppo]arz™ 1,

k=2

2m 2m
| isseras < [ iorepe 0<a<1p>0)
0 0
for the differential operator defined i (1]17).
Proof. By Definition[1.6 and by virtue of relation (T.]L7), we have

(4.3) Dif(z) =2+ Y [(1=NE"+ X "Crrppr]agz”.
k=2

Likewise,

(4.4) Difi(z) = VB[ = A" + A Cryja]

(I4+p(—1))A+60G—1)™
Forz =re? 0 < r < 1, we need to show that

@s) [ K

p

do

L4 ) [(1= Nk 4+ A Crppr)apz™"
Y18l = A)j" + A "Crsji]

= / L+ u( — )AL+ 00 — D)=

By applying Littlewood’s subordination theorem, it would be sufficient to show that

VBT = N)j" + A" n+j71] j—1

1+ Z7Hdo (p > 0).

(4.6) 14> [(1=NE" + A "Copp]arz”™ <1+

k=2 (L+p(i—1))A+6( —1)m
Set
3 "y L RIBIA =N A ]
1+ ;[(1 = NE" + A" Crypa]ar2 =1+ S ) S A
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We note that

wzj—1:(1+ﬂ(j_1))(1+5j_1 n an k1
4.7 (w(z)) B[ = N)j" + A "Cry] % MNE" + XN "Chip_1]ag

andw(0) = 0. Moreover, we prove that the analytic functiofz) satisfiew(z)| < 1, z € U

(L+pG—1))A+6( —1)"

Y

=1 < . 1= k" +A"Cp E_1
= B = 0+ A *Cry kZQK ) a1l
(L4 G = D)AH5G 1) S5y -
V1811 = X)j" + A "Crji] kQ[(l MNE" + X" Cryp]|arl| 2|
(L+p( —1)A+6( —1)" ¢

= - 1= M)k + A "Coppp

> ’Z‘ |’Y|B[(1 _ A)]n + )\nOn+j—1] k2[< ) +k 1]|ak\

<|z| <1 by hypothesis[4]1)

This completes the proof of Theor¢m}4.1. a

As a particular case of Theor¢m 4.1, we can derive the following result whe. That is,

for DY f(2) = f(2).
Corollary 4.2. Let f(z) € K(v, u, m, 3) be given b1), then far=re?? (0 < r < 1)

27 ) 27 )
/ wwwws/ e Pde (0> 0),
0 0

where

RilE i
(I+pG-1)A+6G —1)™
We conclude this section by observing that by specializing the parameters in THeofem 4.1,

several integral mean inequalities can be deducedfgi(z), R" f(z), the class of close-to-
convex functions and the class of close-to-starlike functions as mentioned in Rémark 1.

fi(z) =2+

(j=2).

5. SUBORDINATION RESULTS FOR THE CLASS T'(7, f)

In proving the main subordination results we need the following lemma dué to [8, p. 132].

Lemma 5.1. Let g be univalent inV andf and ¢ be analytic in a domairD containingq(U),
with ¢(w) # 0, whenw € ¢(U). Set

Q(z) = 2¢'(2) - dla(2)],  h(z) =0[q(2)] + Q(2)
and suppose that either:

() Q is starlike or
(ii) his convex.
In addition, assume that

(iii) Re (Zh ) Re <9/ q((z)))) +z ((z))) > 0.

If P is analytic inU, with P(0 ; q(0), P(U) ¢ D and
0[P(2)] = 2P'(2) - 0[P(2)] = 0lq(2)] + 24/ (2)8la(2)] = h(2)

thenP < ¢, andgq is the best dominant.
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Lemmab5.2.Letg e H={f € A: f(z) =14 b1z + bs2* + - - - } be univalent and satisfy the
following conditions:q(z) is convex and

(5.1) Re { (1 + 1) + Zqﬂ(z>} >0
U] q'(z)

forn#0andallze U.ForP € HinU if

(5.2) P(z) +nzP'(2) < q(2) +n2¢'(2),

thenP < ¢ andq is the best dominant.
Proof. Forn # 0 a real number, we defirltand¢ by
(5.3) O(w) :=w, ¢w):=n D={w: w0}
in LemmdX5.1. Then the functions
Q(z) = 2¢'(2)¢(a(2)) = nzq'(2)
h(z) =0(q(z)) + Q(z) = q(2) + nzq’(Z)-
Using (5 ) we notice thap(z) is starlike inU andRe Q( ) > 0 forall z € U andn # 0.
st

Thus the hypotheses of Leminal5.1 are satisfied. Therefore, [from (5.2) it follow8 tha;t
andg is the best dominant.

Theorem 5.3. Letq € H be univalent and satisfy the conditign (5.1) in Lenima 5.2. [Fotf
if

(5.4) T(n,D™f) < a(z) +nzq (2),

thenZ/E < ¢(2) andq(z) is the best dominant.

Proof. SubstitutingP(z) = f ) whereP(0) = 1, we have
P( ) +nzP'(z) = T(n, D" ).
Thus using[(5}4) and Lemma .2, we get the required result. O

Corollary 5.4. Letq € H be univalent and satisfy the conditions {5.1) in Lemimé 5.2. For
feAfT(n, f) < q(z) +nzd(2), then!2 < ¢(z) andq is the best dominant.

Proof. By substituting» = 0 in Theorenj 5.3 we obtain Corollafry $.4. O
Corollary 5.5. Letg € H be univalent and convex foralle U. For P € H in U if

(5.5) P(z)+ 2P'(2) < q(2) + 24 (2),

thenP < ¢, andq is the best dominant.

Proof. Taken = 1in Lemmg5.D. O

Corollary 5.6. Letq € S be convex. Forf € A if
f(z) < a(2) + 2¢' (),
then@ < ¢(z) andgq is the best dominant.
Proof. Taken = 1 in Corollary[5.4. O

Corollary 5.7. Letg € S satisfy

T(n, f) < L+2n -« (_177?);)2_ (L= 207

wheref € A. Then@ € C'S*(«) andgq is the best dominant.
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Proof. Takegq(z) = “U=22% jn CoroIIar. Then it follows that

f(2) . 14 (1 —2a)z
z 1—=2

Y

which is equivalent t&Re {f(z)} > «. Therefore

z

1) ¢ o5

U
Corollary 5.8. Letg € S satisfy
14+2(1 —2a)z — (1 —2a)2?
!/
wheref € A. Then@ € C'S*(«) andgq is the best dominant.
Proof. Substitutingy = 1 in Corollary[5.7, we get the desired result. O
Corollary 5.9. Letq € S satisfy
1+ 22— 22
/ —_—
f (Z) = (1 . 2)2 )
wheref € A. Thenf(z) € C'S* andgq is the best dominant.
Proof. Takea = 0 in Corollary[5.8. O

6. PARTIAL SUMS

In line with the earlier works of Silvermah [12] and Silvia [13] on the partial sums of analytic
functions, we investigate in this section the partial sums of functions in the Elagg:, m, 3).
We obtain sharp lower bounds for the ratios of the real paf{ef to fx(z) andf’(z) to fy(z).

Theorem 6.1.Let f(z) of the form|(1.]1) belong t& (y, 1, m, ) andh(N +1,, ,m, 3) > 1.
Then

(6.1) Re(f@>)21— !

fN(Z) h(N+ 17’77/L>m7ﬁ)
and

fN(Z) h(N+ 1,’7,/1,77176)
©2) R (F5) 2 B s
where
(6.3) Bk, . ) = (1+(k—1)u)(1+(k—1)5)m.

fodles

The result is sharp for every’, with extremal functions given by

1 1
(6.4) ﬂ@:z+MN+L%meﬁzm’ (N € N\ {1}).
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Proof. To prove [6.1), it is sufficient to show that

f(z) ( 1 )} 1+ 2
h(N +1,~, u,m, — 11— < zeU).
W tamd) L5 - (1 ) <1 GeY
By the subordination property (1]11), we can write
L+, a2 (1 B 1 ) 14 w(2)
1 + ZQLQ CLkail h(N + 17 s M, T, 6)

h(N + 1,7, u,m, 3)

1—w(z)
Notice thatw(0) = 0 and

|’UJ<Z)| < h(N + 17'77/%”%6) ZEO:NJrl ’a’k"
T 2250 lal — h(N + 1,7, mm, B) 0 vy ]
|lw(z)| < 1ifand only if

N 0o
S lal + h(N + 1y, m, ) S ] < 1
k=2 k=N+1
In view of (2.1), we can equivalently show that
N o]

Z(h(k>77ﬂamaﬁ) - 1>|6Lk’ + Z ((h(k777ﬂ7m75) - h(N + 1777M7m76>>|ak’ > 0.
k=2 k=N+1

The above inequality holds becausg:, v, i1, m, 3) is a non-decreasing sequence. This com-
pletes the proof of (6]1). Finally, it is observed that equality in|(6.1) is attained for the function
given by [6.4) when: = r¢*™/N asr — 1-. The proof of [(6.D) is similar to that of (6.1), and is
hence omitted. O

Using a similar method, we can prove the following theorem.

Theorem 6.2. Let f(z) of the form[(1.]) belong té& (~y, 1, m, 8), andh(N + 1,7, u,m, 3) >

N + 1. Then
f(2) N+1
fte (f;v<z>) 2 ANt Ly )

Re (f]’v(Z)) o N4y pm )
)

and

f'(z) ) = N+1+h(N+1ypmp)
whereh(N + 1,7, u,m, 3) is given by[(6.8). The result is sharp for eve¥y with extremal
functions given by (6]4).
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