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Abstract

We evaluate the number wu(n) of length-n finite sequences (ar)i<k<n of natural
numbers that satisfy the inequality a;, < k? for all k. We thus determine two recurrence
relations for u(n) by two different methods, and we give an explicit expression in closed
form for it.

1 Introduction

The general Erdds-Turdn conjecture([2, 1, 5]) states that if A ={a; <ax <---<a, <---}
is an infinite subset of the set N = {0,1,2,3...} of natural numbers satisfying a,, < cn?
for all integers n > 1, with any real constant ¢ > 0, then the number of representations
function associated with A, defined by r(A,n) = [{(a;,a;) € A x A : a; + a; = n}|, for
n € N, is unbounded. In a previous paper ([3]), we established that it is enough to prove
the conjecture for sequences satisfying a, < n? for all n > 1. More recently, we undertook a
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quantitative exploration of the conjecture ([4]) by studying a function ¢ (n) defined on the
set A(n) of all sequences A = {a; < ay < --+ < a,} of n elements in N dominated by the
squares, i.e., satisfying a; < k? for 1 < k < n. In the process, a natural question that came
up was the determination of the number u(n) = |A(n)| of such sequences. It proved to be a
non-trivial combinatorial problem of intrinsic interest. We here present two solutions to this
problem by two different methods which agree numerically.

We first introduce two auxiliary sequences of numbers u (n,t) = |A(n,t)| and v (n,t) =
| A(n|t)], depending on two integer parameters n,t € N, in terms of which u(n) can be
simply expressed, where A(n,t) (resp. A(nlt)) is the set of all subsets of A(n) contained in
the interval [0,¢] (resp. whose largest element a,, = t). We thus prove ((9) and (11)) that

n2

u(n) = Z v(n,t) =u(n,n®* —k)+k-un-1), for n>1, 1<k<2n-1.
t=n—1
These double sequences (u(n,t)), , and (v (n,t)), , have properties of intrinsic interest.
For instance, they satisfy the relations ((13) and (14) )

u(n,t) =uln,t—D)+un—1,t—1), v(n,t)=v(n,t—1)+v(n—-1,t—1), forl<t<n’

These relations are similar to the ones satisfied by the binomial coefficients, but they are
subject to the restriction ¢ < n?. It is thus possible to construct for u(n,t) and v(n,t)
analogues of Pascal triangle.

As for the main sequence u(n), we obtain two different recurrence formulas for it by two
different methods, namely ((22) and (32)), for n > 2,

) = S0 (T

and B .
u(n) = <nn—2 1) - (7:—_11) - ]; (nni;fl)u(k -1

We also establish an explicit expression in “closed form” for u(n), namely ((37))

u(k:—l):AZ(k), for2<k<n-1,

n

where A, is the (n — 2) x (n — 2) determinant

A, = det ((an(h, k))0§h§n3> )

2<k<n—1

and A, (k) is the determinant obtained by replacing in A,, the k-th column by the column
(bn(h))oghgn—:v with

n?—k+h-1 n?+h—1 n>+h—2
- (P, - () ()
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for0 < h<n-—3and 2 <k <n—1. However this expression is not practical, since the size
of the determinant grows with n.

The sequence (u(n)),en appears in N. J. A. Sloane’s database, The On-line Encyclopedia
of Integer Sequences (OEIS) [6], as A242105.

2 The auxiliary double sequences

For any n € N, let A(n) be the set of all subsets A = {a; < ay < --+ < a,} of N of cardinality
|A| = n, satisfying ap < k? for 1 < k < n. Also, for any n,t € N, let

A(n,t) ={A e A(n) : AC[0,t]},
and
A(n|t) ={A € A(n) : max (A) =t}.

Further, let u (n) = |A(n)| , u(n,t) = |A(n,t)|, and v (n,t) = |A(n|t)].
Obviously,
u(0) =1, u(l) =2. (1)

It follows from the definitions that if n > 0 and A = {a; < --- < a,} € A(n), then

k—1<a, <k® forl<k<n. (2)
It is not difficult to see that
0, if0<t<n-—1;
u(n,t) =<1, ifn=0or (n=1,t=0); (3)
u(n), ift>n*>>1.
Also,
o(n ) = 0, ?fn:()or(t:(),n#l)ort<n—1ort>n2; (1)
1, ifn=1andt=0,1.
Moreover,

un,n—1)=v(n,n—1)=1, forn>1. (5)

Lemma 1. For n,t € N, we have

uln —1,t—1), ift <n?
v(n, 1) = {O, ift >n? .

Proof. Tt t < n?, then A(nl|t) = {AU{t} : A € A(n —1,t — 1)}, and therefore v(n,t) =
u(n—1,t —1). For t > n? the result follows from (4). O
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Remark 2. It follows from (6) and (3) that
vint) =u(n—1,t—1)=u(n—1), for (n—1)> <t <n (7)

Therefore
un) =v(n+1,t), forn*><t<(n+1)>= (8)

Lemma 3. Forn > 1, we have

u(n) = Z v(n,t) = Zv(n,t). (9)

TL2
Proof. 1t follows from (2) that A(n) = |J .A(n|t), a union of pairwise disjoint sets. Hence
t=n—1

the first equality. The second equality follows from (4). O

Lemma 4. For any n,s,t € N such that s < t, we have

t

u(n,t) = u(n,s) + Z v(n, k). (10)

k=s+1

t
Proof. This follows from the simple equality A(n,t) = A(n,s) ( U A(n!k)), with a
k=s+1
union of pairwise disjoint sets. O

Lemma 5. Forn>1 and 1 < k <2n — 1, we have
u(n) = u(n,n®> — k) +k-u(n—1). (11)

Proof. By (3) and (10), we have

n2

u(n) = u(n,n?) = u(n,n® — k) + Z v(n,j).

j=n2—k+1

Moreover, for 1 < k <2n—1and n? —k < j < n?, we have (n — 1)2 < j < n?, and therefore
v(n,j) =wu(n —1), by (7). Hence the result. O

Remark 6. It follows from (10) with s = ¢ — 1, that, for n > 0,¢ > 1, we have
u(n,t) =u(n,t —1)+v(n,t). (12)
Lemma 7. For 1 <t <n?, we have

u(n,t) =u(n,t —1)+u(n—1,t —1). (13)



Proof. We clearly have
A(n,t) = A(n|t) U A(n,t — 1),

and

A(nlt)n A(n,t — 1) = 0.

Hence

u(n,t) = |A(n,t)| = [A(n|t)| + [A(n,t = 1) = v(n,t) +u(n,t —1).

Moreover, by (6),
v(n,t) =u(n—1,t—1).

The result follows immediately. O]
Lemma 8. For 1 <t <n?, we have
v(n,t) =v(n,t—1)+vn—1,t—1). (14)

Proof. Tt can be easily verified that the relation holds for ¢ = 1. So we may assume that
2 <t <n? We have a bijection

f:AMn|t) - An -1t = 1) UA(n —1,t —2)
which, to A ={a; < ay < -+ < a,}, with a, = t, makes correspond
f(A) :A\{t}:{a1 < Qo < -+ <an_1}

. And we have

An—1t—1)NAn—1,t —2) = 0.
Hence
v(n,t) = |An|t)| = |An -1t = 1)|+ |A(n—1,t —=2)| =v(n—1,t — 1) +u(n — 1,1 — 2).
Moreover, by (6), v(n,t —1) = u(n — 1,t — 2). The result follows immediately. O
Lemma 9. Forn,t > 1, we have

uln—1,t—1), ift <n?%

15
0, if t > n?. (15)

u(n,t) —u(n,t —1) = {

Proof. By (12), we have u(n,t) —u(n,t — 1) = v (n,t), and the result follows from (6). O

Lemma 10. Forn,t > 1, we have

—u(n—1), ift=n>+1;

0 if t #n?+ 1. (16)

v(n,t)—v(n,t—1)—v(n—1,t—1):{



Proof. 1f t = n? 4+ 1, then, by (4) and (7),
v(n,n?+1) —v(n,n?) —v(n —1,n*) = —u(n — 1).
If t > n?+ 1, then, by (4), all terms on the left are = 0 and the last case holds.
If 1 <t < n? then, by (6), v(n,t) = u(n —1,t — 1) and v(n,t — 1) = u(n — 1,t — 2);
and, by (12), v(n —1,t —1) =u(n —1,t — 1) —u(n — 1,t — 2). Therefore
v(n,t) —v(n,t—1)—v(n—1,t—1) =0.
Hence the result. O

Example 11. Using the relation (14), we can construct an analogue of Pascal’s triangle for
the numbers v(n,t). We here give the first few rows of such a table.

oint) n=123 4 5 6 7 8 9 10
t=0 1 00 0 O 0 0 0 0 0
1 1 10 0 O 0 0 0 0 0
2 0 21 0 0 0 0 0 0 0
3 0 23 1 0 0 0 0 0 0
4 0 25 4 1 0 0 0 0 0
5 0O 07 9 5 1 0 0 0 0
6 0 0 7 16 14 6 1 0 0 0
7 0 0 7 23 30 20 7 1 0 0
8 0 0 7 30 53 50 27 8 1 0
9 0 0 7 37 83 103 77 35 9 1
10 0 0 0 44 120 186 180 112 44 10
11 0O 0 0 44 164 306 366 292 156 54
12 0 0 0 44 208 470 672 658 448 210
13 0 0 0 44 252 678 1142 1330 1106 658
14 0 0 0 44 296 930 1820 2472 2436 1764
15 0 0 0 44 340 1226 2750 4292 4908 4200
16 0O 0 0 44 384 1566 3976 7042 9200 9108
17 0 0 0 0 428 1950 5542 11018 16242 18308
18 0 0 0 0 428 2378 7492 16560 27260 34550
19 0 0 0 0 428 2806 9870 24052 43820 61810
20 0 0 0 0 428 3234 12676 33922 67872 105630
Proposition 12. For k,n,t € N such that 1 <k <n andk <t<(n—k+ 1)2 +k—1, we
have
[k
u(n,t) = ; (Z)u(n it —k). (17)



Proof. For a given n > 1, the proof is by induction on k.
For k = 1, the equality amounts to u(n,t) = u(n,t — 1) + u(n — 1,¢ — 1), which is true
for 1 <t <n? by (13).
Assume the equality holds for some 1 < k <nandall kK <t < (n—k+ 1)2 + k- 1.
Then, for k+1 <t < (n—k)*+ k, we have, by (13),
un—it—k)=uln—it—k—1)+un—i—1t—k—1),

for 0 < ¢ < k. Hence

i)u(n—i,t—k)Zi(k) (uin —i,t—k—1)+un—i—1,t—k—1)) =

ML
Z,)u(n—z’,t—k—l)%—z(j_1)u(n—j,z€—k—1):
j=1

+(ilj1>)u(n—z’,t—k—1)+

-1 +un—k—-1t—k—1)

£
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)u(n—i,t—(k—l—l)), for k4+1<t<(n—k)*+k.

I
o

So the equality holds for k + 1 and all k+1 < t < (n — k) + k. This completes the
induction. ]

3 The main sequence (u(n)), -

We now propose to establish a recurrence formula for the numbers u(n). In the course of
the work, we will need the following summation formulas for binomial coefficients.

Lemma 13. For all integers N > m > 0, we have

> ()= 1) ®

k=m

Proof. The proof is by a simple induction on N, using the fundamental recurrence for bino-

mial coefficients
N N N +1
- = .
m m—+1 m—+1



Corollary 14. For all integers N > M > m > 0, we have
ZN:k_ZN:k_ik:_NJrl_M (19)
= \m _k:m m = \m \m+1 m+1)

Remark 15. In the remainder of this section, we set ag = 0.

Lemma 16. Forn > 1, we have

n2

1 4
u()=> Y - > L (20)
a=0az=a1+1  an=an_1+1
Proof. By definition, A(n) consists of all subsets A = {a; < ay < --- < a,} of N satisfying
0<a1 <1, a1 +1<ay <4, a2+1§a3§9,...,an_1+1§an§n2.
The stated relation for u (n) = |.A (n)| follows immediately. O

Theorem 17. Forn > 2 and 1 < h <n — 1, we have

u(n) = Z:(—l)k’1 ((n ke 2) k= 1> u(n — k)+

=1
1 4 (n—h)?
h Ap—p+h—1
S VD VD D | &)
a1=0 ag=a1+1 Ap—p=0p—p—1+1

Proof. For a fixed n > 2, the proof is by induction on h.
First, note that the truth of (21) for h = 1 follows immediately from (20)
Assume now, by induction, that (21) holds for some 1 < h <n — 1. By (19), we have

(n—h)? (n—h)2+h—1

L) TEO- ()

p—p=ap—p—1+1 k=ay_p_1+h



and substituting this into (21) yields

() :Z(_l)k_l((n—kJrl) +k—1)u(n_k>+

k
k=1
1 4 (n—h—1)2
—h)2+h a_h_1+h
_1)h (n _ [ _
Py ey (M) (e
a1=0az=a1+1 Ap—h—1=0Cp_ph—2+1
h
— 1 —1
Z (n k+1)°+k )u(n—k)+
k
k=1
4 (n—h—1)2
(n—h)? 4R\ <
+(_1)h( h+1 Z Z Z 1+
a1=0ags=a1+1 Ay h—1=Cp—_h—o+1
1 4 n—h—1)2
hil p—p—1+h
IR SID DI SHEN G
a1=0az=a1+1 Ap—h—1=0p—p—2+1

Moreover, by (20),

(n—h—1)2

2= Qp—h—1=0p—p—2+1

1
a1=0 a
Hence

i (n—k—i—? +k:—1)u(n_k)+(_1>h<(n—h)2+h)u(n—h—1)+

—~ h+1
1 4 (n—h—1)2
ht1 Un—n-1thY)
S VD DECID DR G
+
a1=0a2=a1+1 Ap—ph—1=0p—p—2+1
htl 2
—k+1 k—1
e L
=1
1 4 (n—h—1)2
ht1 Up—p—1+h
TESD SID DINTINED SR i
a1=0az=a1+1 Ap—h—1=Cp—p—2+1

which is just the expression (21) for A+ 1 replacing h. This completes the proof by induction
of (21). O

Corollary 18. Forn > 2, we have

u(n) = 3 (~1) (<” —k ? ke 1) w(n — k). (22)



3
£
3
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44

428

2802

102322
2239844
58849332
1810039960
63930543419

= O 00 ~J O Ol Wi+~ O

o

Table 1: First few values of u(n)

Proof. Taking h = n — 1, the multiple sum in (21) reduces to

1y ("5 = e =

n—1
a1=0

Substituting this into (21) yields the desired expression for u(n). O

Example 19. Using (22) and (1), we can compute u(n) recursively. We thus obtain the
data in Table 1.
More values of u(n) can be found in A242105 of the OEIS ([6]).

4 An alternative approach

Definition 20. For t € N, let t* = {\/ﬂ be the least integer > v/t, so that t* = m if and
only if (m —1)* < t < m? for some m € N, and let

t+1 t
) =D v(n, e =2 Ly, e (23)
n=t* n=t*

Proposition 21. Fort > 1, the polynomials p; satisfy the following recurrence formula.

(24)

1 | o |
P (x) = (E(( —; Dp(x) —u(m—1)), ift=m? withm e N;

+ 1) pi(z), otherwise.

10
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Proof. Note first that if n > (¢ + 1)* then n® > ¢, and that by (14), v (n,t + 1) = v(n,t) +
v(n —1,t), for 0 <t < n? Hence

t+2 42
pea(@) = Y ol t+ D" =% T (u(n,t) +o(n — 1,0) 2 =
n=(t+1)* n=(t+1)*
t42 t+1
— Z u(n, )a"~ D 4 Z o(n, 1)z =D
n=(t+1)* n=(t+1)*—1

If t = m?, then t* =m and (t +1)" = m + 1, so that

t+2 m2+42 t+2

E v(n,t)x"f(tﬂ) — § o(n,m2)z" Mt = = Z _
n=(t+1)* n=m+1 n=t*+1

1

=~ (plo) = v (mom?) o (- 2.m?) 272 = % (pe(2) —u(m — 1)),

since v (m,m?) = u(m — 1) by (8), and v (m? 4+ 2,m?) = 0 by (4), and

t+1 m2+1 t+1
Z v(n, )" D Z v(n = Z v(n, )" = py(x).
n=(t+1)*—1 n=m n=t*

Therefore, in the case t = m?, we have
1 1
peni (@) = — (pe(2) —u(m = 1)) + pi(2) = — (2 + 1) pe(2) — u(m —1)).

Otherwise, if ¢ is not a square, i.e., m?* < t < (m + 1)2, with m € N, then t* = (t + 1)" =
m —+ 1, so that

t+2 142
Z (n t —(t+1)* Z v(n, t — pt(x) +v (t —+ Q,t) xt+2,t* — pt(x),
n=(t+1)*

since v (t +2,t) = 0 by (4); and

t+1 t+1 t+1
§ : v(n, t)l‘n+1_(t+1) _ § : (n t n+l—t* __ — § : _
n=(t+1)*—1 n=t*—1 n=t*—1

=z (p(z)+ vt —1,t)a7") = ap (2),

since v (t* — 1,t) = v (m,t) = 0, by (4). Therefore, in this case, we have

pee1(x) = pi() + 2pi(x) = (2 + 1) pe().

11



Corollary 22. Forn>1 and 1 < h <2n+ 1, we have

1

prn (@) = - (@ + 1) (@) —u(n = 1) (@ + 1"). (25)

1
Proof. The proof is by induction on h. By (24), pp2i1(z) = = ((z + 1) pp2(x) —u(n — 1)),
x
so that the property holds for A = 1. Assume, by induction that it holds for some 1 < h < 2n.
Then, by (24) and the induction assumption,

r+1

(@41 pusl) —uln— 1) (a4 1)) =

= % <(3: + 1) pa(z) —u(n—1) (z+ 1)h> ;

Pr2int1 (@) = (@ + 1) pozin (2) =

which shows that the result holds for h 4+ 1 and completes the induction. O

Example 23. We have
pO('CE):'T? pl(x) :x+17 pg(ﬂf) :$+27
p3(x) = 2* + 31 + 2, pa(x) = 2° + 42* + 52 + 2, ps(r) = 2® + 522 + 92 + 7.

Definition 24. For any integer n > 2, let
T (x) =Y u(k—1)z"2(x+ 1)"2_’62_1 :

Example 25. We have
Ty(x) =0, Ts(x)=2(z+1)%,

Ty(x) = 22" +222'°4+1102° +3302° + 66727 +9662° +10292° +-8002* +-4352° +-1522° +-2914-2.

Lemma 26. Forn > 2, we have
Topi(x) = (z+ 1), (2) +u(n—1) 2" 2 (z + 1), (26)

Proof. By definition,
T (x Zu =2 (g 4 1) ok Zu 7% (z + 1)"2+2n_k2
n—1 s o
:c+12"+12u P+ )" i — D" (e 4+ 1)
k=2

= (x+ )" T (@) +u(n—1)a" 2 (@ + 1)

12



Lemma 27. Forn > 2, we have

P (2) = (x+1D)" 7+ (z4+1)" = Tn(:c)‘ (27)

xn72

Proof. The proof is by induction on n. Using the Examples given above, it is easily verified
that py(x) = (z 4+ 1)> 4+ (z 4+ 1)* — T (x), so that the relation holds for n = 2.

Assume inductively that it holds for n. Then, by (25), the induction assumption and
(26), we have

PP () = TP ianin (2) = (2 + 1D po(e) —u(n—1) (z + 1) =
et (24 D" (1) - T ()

e —u(n—1)(z+1)"

=(z+1

Therefore
TP (@) = (4 1"+ (2 4+ 1) = (a4 1) T ()
—un—1)2"2(z+ )" =@+ D" e+ D)2 T ().
Thus the relation holds for n + 1. O
Corollary 28. Forn >2 and1 < h <2n+ 1, we have

pn2+h(x) = (28)
+ D) e )T e+ DT (@) —u(n— 1) 22 (z+ 1)

xn—l

Proof. By (25), we have py2,, (z) = 1 ((z +1)"pu2(z) — u(n — 1)(z + 1)"71). Substituting
in this equality the expression in (27) for p,2(x) yields the result. O

Lemma 29. Forn > 2, we have

f (HZ: (7:71_ 2 ;21)“(1“ B 1>> v (29)

Proof. From the definition and the binomial expansion, and taking into account that (]JV) =0

13



if j > N (5, N € N), we have

n—1
To(w) =Y ulk—1)a"2 (@ +1)"
k=2
n—1 n?—k*-1 , o 2
k-1
:Zu(k—l)xk_2 Z (n . >xj
k=2 =0 J
n—1 2 2 n—1 2 2
— k21 . | A
:zy@—mkﬁjc ¢ )ﬂ:zgjc ¢ )thwwa
= j20 J >0 k=2 J
n?—5n—1
n”—k7—1 n?—k*—1
= k—1)a™ = k—1)a™
ZZ(m k‘+2) ( )z Zz(m k‘+2)u( )z
m>0 k=2 m=0 k=2

Here, we have set m = k + j — 2, and we note that, for 2 < k£ < n — 1, the condition
0<m-—k+2<n?>—k*—1amounts to 0 <m <n?—k(k—1)—3<n?-5. m

Theorem 30. For 1 < h<2n+1 and n > 2, we have

n2+h—1 24+ h—2\ X /m2—k2+h-—1
u(n) ( n—1 )+( n—1 ) Z;( n—k+1 )u( )

k=

—(h—=1Du(n-1). (30)
n2+h+1
Proof. The constant coefficient of py2yp(z) = Y. wv(k,n?+ h)aF "1 is
k=n+1

P (0) = v (n+1,0% + ) = u(n),
by (7). So u(n) is the coefficient of "' in 2" p,2,, (z). Moreover by (28), we have
2" ppagn (@) = (@ + D" (a4 ) @ D) () —u(n - 1) 2" (e + 1)

and, by binomial expansions, we get

n—1

Sk — 1) (@4 )" =

2_j24h—1\ .
u(k—1)>" (” + )xﬁw.
§>0

(z + )", ()

T
|
= N

J

M

2

n2+h—1 n2+h—1 n2+h—2 n2+h—2
-1
S (T
k=0 k=0

=S Z (” —R - 1) (k= 1)23+=2 — y (n — 1) h_: (hk1> 2,

>0 k=2 k=

Therefore

14



So the coefficient of ™1 in 2" p,2., () is the sum of the coefficients of z"~! in each of the
last four sums, namely

n®+h—1 n24h—2\ = /n:—k+h-1
— E—1)—(h—1 —-1).
(P RN GV B Sl (SR TS IR
The result follows by identifying the two expressions for the coefficient of 271 O]

Corollary 31. Forn > 2, we have

w2 )R e

Proof. This is the special case h = 1 of (30). O

Corollary 32. Forn > 2 and 0 < h < 2n, we have
w(n — 1) = n?+h—1 N n?+h—2 _n
N n—2 n—2
Proof. Replacing h by h + 1 in (30), we get
n?+h n24+h—1\ <= /n2—k2+h
= - 1) - —1).
u(n) (n_1)+( n_1> ;(n_k+1)u(k ) —hu(n—1) (33)

Then, substracting (30) from (33), and using the fundamental relation for binomial coeffi-

cients,
(-0

we get the desired result. O

: (”2 - sszh - 1) wlk—1).  (32)

>
||

Corollary 33. Forn > 3 and 0 < h < 2n — 1, we have

n-l o/ 2 2 2 2
n°—k“+h—-1 n“+h—1 n®+h—2
Z( o )u(k—l)—( s )+( s ) (35)
k=2
Proof. 1t follows from (32) that the expression
n?+h—1\  (n*+h—2\ <= (n—k+h-1
F(n,h) = — E—1
(n, ) < n—2 >+< n—2 ) ;( n—k )u( )

is independent of 0 < h < 2n. Therefore F(n,h) — F(n,h+1) =0 for 0 < h < 2n —1,
which, in view of (34), yields the desired result. O
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Corollary 34. Forn >3 and 2 < k < n — 1, we have the expression in “closed form”

An(k)
An

ulk —1) = , (36)

where A, is the (n — 2) x (n — 2) determinant

2 1.2 .
A, — det ((n k*+ h 1))
n—kFk—1 0<h<n-—3

2<k<n—1

and A, (k) is the determinant obtained by replacing in A,, the k-th column by the column

(<n2+h—1)+(n2+h—2))
n—3 n—3 0§h§n_3'

Proof. The relations (35), restricted to 0 < h < n—3, give a system of n — 2 linear equations
into the n — 2 unknowns w(1), u(2),...,u(n — 2), which can be written

—_

3

an (k,h)u(k —1) =b,(h), 0<h<n-3, (37)

n?—k*+h—1 n>+h—1 n®>+h—2
nlk,h) = d b,(h) = .
an(k; ) ( n—k—1 ) o (h) ( n—3 >+< n—3 )

So, by Cramer’s rule, we get the stated expressions for u(k — 1). ]

B
||

with

Remark 35. Computations of a number of values of A,, suggested that A,, = +1. We have
since proved that A, = (—1)"=2(=3)/2,

Remark 36. Computations of f(n) = log,u(n) and of g(n) = @ for 1 < n < 105 seem
to indicate that there exist constants 0 < ¢; < ¢g such that ¢;n < g(n) < ean, i.e. cn? <
f(n) < ean?, so that 2° < u(n) < 22" for large enough n.

Remark 37. The expression (37) gives another method for computing the values of u(n) quite
different from the one given in (22). The two methods “fortunately” give identical numerical
results. Our attempts to relate the two methods, by deducing one from the other, have so
far not been fruitful. Thus the relation between the two approaches described in sections 3
and 4 remains for now an open problem.

Remark 38. Here are some of the steps that led us to the polynomials p; and T,,. We used
generating functions and their ability to hold data quite tight. Set I = N x N and introduce
the following formal series:

Ulw,y) = Y uln,)a"y', Viey)= Y vlnt)a"y', Glny) =) ulnt)y

(nt)el (n,t)el t>0

16



and

P(z,y) = Zu(n — 1)a"y

Thus

Also, by (3)

Glny)= Y ulnt)y +uln)-2

7 , forn >0.
0<t<n? Y

In particular,

=2 =

t>0
Now, using some formulas established in section 2, we obtain relations among these gener-
ating functions. Thus, by (4) and (9), we have

Vi(z,1) = Z v(n,t)z" = ZU(O, t) + Z Zv(n, t)z" = Zu(n)x"

n>0,t>0 t>0 n>1 t=0 n>1

Similarly using (12), we get
(1 =y)U(r,y) = V(e,y) + 1,
and using (16), we get
l—-y—ay)V=2x-P, l-y)(l—-y—ay)U=14+2—y—2ay— P,
Then, introducing F'(z,y) = > ;5,150 (nfl)x”yt, we get (1 —y — zy)F = x. Hence
(1l—y—ay)(F-V)=P.

Those relations were meant to deal with the data contained in the pseudo pascalian tableau
for the v(n,t)’s. To extract information from those relations, some heavy analytical machin-
ery is probably needed.

The truncated pascalian triangle of the v(n,t)’s, given in Table 2, starts as follows (where
the points represent 0’s):

The original binomial generating polynomial for the lines of Pascal’s triangle, (z + y)",
had to be emulated. A glance at the tableau made it clear that only lines having a square
order were needed to deal with the u(n)’s. This gave birth to the polynomials p,. Starting
with po(x) = v(1,0)x = z, the first few polynomials are easy to obtain, by induction:

pi(z) = (1 +2)r = 0)/r =1+,

pa(x) = (M +2)(1+2) - 1))z =2+,

p3(z) = 2+ 2)(1 +2) =2+ 32 + 2%,

pa(z) = (2+2)(1+2)* =2+ 50 + 42 + 2°,
ps(x) = (2+2)(1 +2)*—2)/v =7+9z +52% + 2*.

17



t/m 1 2 3 4 5 6 7
0 1

1 11

2 2 1

3 2 3 1

4 2 5 4 1

) 79 5 1

6 7 16 14 6 1
7 7 23 30 20 7
8 7 30 53 50 27
9 - - 7 37 8 103 77
0 - - - 44 120

1 - - - 44 164

2 - - - 44 208

3 - - - 44 252

4 - - - 44 296

5 - - - 44 340

6 - - - 44 384

7 - - - - 428

8 - - - - 428

Table 2: Truncated pascalian table

18



A look at the list strongly suggested the introduction of the 7,,’s. That is about every-
thing.
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