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Abstract

Given a subset A of the set {1, . . . , v}2 we say that (a1, . . . , av) exhibits pairwise

coprimality over A if gcd(ai, aj) = 1 for all (i, j) ∈ A. For a given positive x and a
given set A we give an asymptotic formula for the number of (a1, . . . , av) with 1 ≤
a1, . . . , av ≤ x that exhibit pairwise coprimality over A. This problem has been studied
before by Hu.

1 Introduction

We study tuples whose elements are positive integers of maximum value x and impose cer-
tain coprimality conditions on pairs of elements. Pairwise coprimality has a long history. It
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is a requirement of the Chinese remainder theorem which has been known for at least 1,700
years (see the book by Katz [9, pp. 131–132]). The Chinese remainder theorem is important
in many areas of modern day mathematics. Some applications in modular multiplication,
bridging computations, coding theory and cryptography can be found in the book by Ding,
Pei, and Salomaa [2, pp. 33–184] and some comments regarding modular multiplication ap-
plications can be found in the book by Knuth [10, pp. 285–292]. To date pairwise coprimality
calculations have also been necessary for quantifying v-tuples that are totally pairwise non-
coprime, that is, gcd(ai, aj) > 1 for all 1 ≤ i, j ≤ v (see articles by Hu and the second author
[8, 6], and the comments by Moree [11] regarding the manuscript of Freiberg [4]).

Tóth [12] used an inductive approach to give an asymptotic formula for the number of
height-constrained tuples that exhibit totally pairwise coprimality (that is, gcd(ai, aj) = 1
for all 1 ≤ i, j ≤ v). See also the article by Cai and Bach [1, Theorems 4 and 5] for another
approach to asymptotic results regarding total pairwise coprimality. Recently Fernández
and Fernández [3] and in subsequent discussions with the second author, have shown how to
calculate the asymptotic proportion of v random positive integers that exhibit coprimality
across given pairs. They give only an asymptotic value without information about the error
term. Their approach is non-inductive. Hu [8] was the first to estimate the number of
(a1, . . . , av) with 1 ≤ a1, . . . , av ≤ x that satisfy general coprimality conditions on pairs of
elements of a v-tuple. His inductive approach gives an asymptotic formula with an upper
bound on the error term of O(xv−1 logv−1 x).

Our result gives an upper bound of the error term of O(xv−1 logd x) where d is the
maximum number of pairwise coprimality conditions that involve a given index. In many
cases d < v − 1, and in these cases our main result gives a better error term than that in
the article by Hu [8]. Unlike Hu [8], our approach is non-inductive. In this paper we focus
exclusively on pairwise coprimality conditions, but readers interested in the generalization
from pairwise to k-wise coprimality can see another article by Hu [7].

We use a graph to represent the required primality conditions as follows. Let G = (V,E)
be a graph with v vertices and e edges. The set of vertices, V , is given by V = {1, . . . , v},
while the set of edges of G, denoted by E, is a subset of the set of pairs of elements of V .
That is, E ⊂ {{1, 2}, {1, 3}, . . . , {r, s}, . . . , {v − 1, v}}. We admit isolated vertices (that is,
vertices that are not adjacent to any other vertex). An edge is always of the form {r, s} with
r 6= s and {r, s} = {s, r}. For each real x > 0 we define the set of all tuples that satisfy the
primality conditions by

G(x) := {(a1, . . . , av) ∈ N
v : ar ≤ x, gcd(ar, as) = 1 if {r, s} ∈ E}.

We also let g(x) = card(G(x)), and denote with d the maximum degree of the vertices of G.
Finally, let QG(z) = 1 + B2z

2 + · · · + Bvz
v be the polynomial associated with the graph G

defined in Section 2.
Our main result is as follows.

Theorem 1. For real x > 0 we have

g(x) = xvρG +O(xv−1 logd x),
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where

ρG =
∏

p prime

QG

(

1

p

)

.

The quantity ρG gives the asymptotic proportion of v random positive integers that
exhibit the given pairwise coprimality conditions. When combined with Section 2 the formula
is explicit. For example, consider the ‘square’ 4-tuple. That is, 4-tuples with gcd(a1, a2) =
gcd(a2, a3) = gcd(a3, a4) = gcd(a4, a1) = 1. Then the asymptotic proportion of such 4-tuples
is given by

ρG =
∏

p prime

(

1−
4

p2
+

4

p3
−

1

p4

)

= 0.217778 · · ·

Further details can be found in Section 4.

2 Preparations

As usual, for any integer n ≥ 1, let ω(n) and σ(n) be the number of distinct prime factors of
n and the sum of divisors of n, respectively (we also set ω(1) = 0). We also use µ to denote
the Möbius function, that is, µ(n) = (−1)ω(n) if n is squarefree, and µ(n) = 0 otherwise.
P+(n) denotes the largest prime factor of the integer n > 1. By convention P+(1) = 1.
We recall that the notation U = O(V ) is equivalent to the assertion that the inequality
|U | ≤ c|V | holds for some constant c > 0. We use A ⊂ B to indicate that A is a subset of B.

For each F ⊂ E, a subset of the edges of G, let v(F ) be the number of non-isolated
vertices of F . We define two polynomials QG(z) and Q+

G(z) by

QG(z) =
∑

F⊂E

(−1)card(F )zv(F ), Q+
G(z) =

∑

F⊂E

zv(F ).

In this way we associate two polynomials with each graph. It is clear that the only F ⊂ E
for which v(F ) = 0 is the empty set. Thus the constant term of QG(z) and Q+

G(z) is always
1. If F is non-empty then there is some edge a = {r, s} ∈ F so that v(F ) ≥ 2. Therefore the
coefficient of z in QG(z) and Q+

G(z) is zero. Since we do not allow repeated edges the only
case in which v(F ) = 2 is when F consists of one edge. Thus the coefficient of z2 in Q+

G(z)
is e, that is, the number of edges e in G. The corresponding z2 coefficient in QG(z) is −e.

As a matter of notation we shall sometimes use r and s to indicate vertices. The letter
v always denotes the last vertex and the number of vertices in a given graph. Edges are
sometimes denoted by a or b. As previously mentioned, we use d to denote the maximum
degree of any vertex and e to denote the number of edges. We use terms like ej to indicate
the j-th edge.

We associate several multiplicative functions with any graph. To define these functions
we consider functions E → N, that is, to any edge a in the graph we associate a natural
number na. We call any of these functions, a 7→ na, an edge numbering of the graph. Given
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an edge numbering we assign a corresponding vertex numbering function r 7→ Nr by the rule
Nr = lcm(nb1 , . . . , nbu), where Er = {b1, . . . , bu} ⊂ E is the set of edges incident to r. We
note that in the case where r is an isolated vertex we have Er = ∅ and Nr = 1. With this
notation we define

fG(m) =
∑

N1N2···Nv=m

µ(n1) · · ·µ(ne), f+
G (m) =

∑

N1N2···Nv=m

|µ(n1) · · ·µ(ne)|.

In this and similar summations in this paper, the summation is extended to all edge num-
berings (that is, for all 1 ≤ n1, . . . , ne < ∞) satisfying the condition written under the
summation symbol, usually expressed in terms of the corresponding vertex numberings.

The following is interesting in its own right, but will also be used to prove Theorem 1.

Proposition 2. Let f : N → C be a multiplicative function. For any graph G the function

gf,G(m) =
∑

N1N2···Nv=m

f(n1) · · · f(ne)

is multiplicative.

Proof. Let m = m1m2, where gcd(m1,m2) = 1. Let us assume that for a given edge
numbering of G we have N1 · · ·Nv = m. For any edge a = {r, s} we have na|Nr and na|Ns.
Therefore n2

a|m. It follows that we may express na as na = n1,an2,a with n1,a|m1 and n2,a|m2.
In this case gcd(n1,a, n2,a) = 1, and we have

Nr = lcm(nb1 , . . . , nbv) = lcm(n1,b1 , . . . , n1,bv) lcm(n2,b1 , . . . , n2,bv),

f(n1) · · · f(ne) = f(n1,1) · · · f(n1,e) · f(n2,1) · · · f(n2,e).

Since each edge numbering na splits into two edge numberings n1,a and n2,a, we have

m1 = N1,1 · · ·N1,v, m2 = N2,1 · · ·N2,v.

Thus

gf,G(m1m2) = gf,G(m)

=
∑

N1N2···Nv=m

f(n1) · · · f(ne)

=
∑

N1,1···N1,v ·N2,1···N2,v=m1m2

f(n1,1) · · · f(n1,e) · f(n2,1) · · · f(n2,e)

=
∑

N1,1···N1,v=m1

f(n1,1) · · · f(n1,e)
∑

N2,1···N2,v=m2

f(n2,1) · · · f(n2,e)

= gf,G(m1)gf,G(m2),

which completes the proof.
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We now draw the link between f+
G (p

k) and Q+
G(z).

Lemma 3. For any graph G and prime p the value f+
G (p

k) is equal to the coefficient of zk

in Q+
G(z). In the same way the value of fG(p

k) is equal to the coefficient of zk in QG(z).

Proof. First we consider the case of fG(p
k). Recall that

QG(z) =
∑

F⊂E

(−1)card(F )zv(F ), fG(p
k) =

∑

N1···Nv=pk

µ(n1) · · ·µ(ne),

where the last sum is on the set of edge numberings of G. In the second sum we shall only
consider edge numberings of G giving a non-null term. This means that we only consider
edge numberings with na squarefree numbers. Notice also that if N1 · · ·Nv = pk, then each
na | pk. So the second sum extends to all edge numbering with na ∈ {1, p} for each edge
a ∈ E and satisfying N1 · · ·Nv = pk.

We need to prove the equality

∑

F⊂E, v(F )=k

(−1)card(F ) =
∑

N1···Nv=pk

µ(n1) · · ·µ(ne). (1)

To this end we shall define for each F ⊂ E with v(F ) = k a squarefree edge numbering
σ(F ) = (na) with N1 · · ·Nv = pk, na ∈ {1, p} and such that (−1)card(F ) = µ(n1) · · ·µ(ne).
We will show that σ is a bijective mapping between the set of F ⊂ E with v(F ) = k and
the set of edge numberings (na) with N1 · · ·Nv = pk. Thus equality (1) will be established
and the proof finished.

Assume that F ⊂ E with v(F ) = k. We define σ(F ) as the edge numbering (na) defined
by

na = p for any a ∈ F , na = 1 for a ∈ E r F .

In this way it is clear that µ(n1) · · ·µ(ne) = (−1)card(F ). Also Nr = p or Nr = 1. We have
Nr = p if and only if there is some a = {r, s} ∈ F . So that N1 · · ·Nv = pv(F ) because by
definition v(F ) is the cardinality of the union

⋃

{r,s}∈F{r, s}.

The map σ is invertible. For let (na) be an edge numbering of squarefree numbers with
N1 · · ·Nv = pk and na ∈ {1, p}. If σ(F ) = (na) necessarily we have F = {a ∈ E : na = p}.
It is clear that defining F in this way we have v(F ) = k and σ(F ) = (na).

Therefore the coefficient of zk in QG(z) coincides with the value of fG(p
k).

The proof for f+
G is the same, observing that for σ(F ) = (na) we have 1 = |(−1)card(F )| =

|µ(n1) · · ·µ(ne)|.

3 Proof of Theorem 1

We prove the theorem in the following steps:
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1. We show that

g(x) =
∑

n1,...,ne

µ(n1) · · ·µ(ne)
v
∏

r=1

⌊

x

Nr

⌋

.

2. We show that

g(x) = xv

∞
∑

n1=1

· · ·
∞
∑

ne=1

µ(n1) · · ·µ(ne)
v
∏

r=1

1

Nr

+R +O
(

xv−1 logd x
)

,

where

|R| ≤ xv−1

e
∑

j=1

∞
∑

n1=1

· · ·
∞
∑

nj−1=1

∑

nj>x

∞
∑

nj+1=1

· · ·
∞
∑

ne=1

µ(n1) · · ·µ(ne)
v
∏

r=1

1

Nr

.

3. We show that |R| = O(xv−1 logd x).

We start with the following sieve result which generalizes the sieve of Eratosthenes.

Lemma 4. Let X be a finite set, and let A1, A2, . . . , Ak ⊂ X. Then

card

(

X\
k
⋃

j=1

Aj

)

=
∑

J⊂{1,2,...,k}

(−1)card(J) card(AJ),

where A∅ = X, and for J ⊂ {1, 2, . . . , k} non-empty

AJ =
⋂

j∈J

Aj.

To prove Theorem 1 let X be the set

X = {(a1, . . . , av) ∈ N
v : ar ≤ x, 1 ≤ r ≤ v}.

Our set G(x), associated with the graph G, is a subset of X. Now for each prime p ≤ x and
each edge a = {r, s} ∈ G define the following subset of X.

Ap,a = {(a1, . . . , av) ∈ X : p|ar, p|as}.

Therefore the tuples in Ap,a are not in G(x). In fact it is clear that

G(x) = X\
⋃

a∈E
p≤x

Ap,a,

where E denotes the set of edges in our graph G. We note that we have an Ap,a for each
prime number less than or equal to x and each edge a ∈ E. Denoting Px as the set of prime
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numbers less than or equal to x we can represent each Ap,a as Aj with j ∈ Px ×E. We now
apply Lemma 4 and obtain

g(x) =
∑

J⊂Px×E

(−1)card(J) card(AJ). (2)

We compute card(AJ) and then card(J). For card(AJ) we have

J = {(p1, e1), . . . , (pm, em)}, AJ =
m
⋂

j=1

Apj ,ej .

Therefore (a1, . . . , av) ∈ AJ is equivalent to saying that pj|arj , pj|asj for all 1 ≤ j ≤ m, where
ej = {rj , sj}. We note that if pi1 , . . . , piℓ are the primes associated in J with a given edge
a = {r, s}, then the product of pi1 · · · piℓ must also divide the values ar and as associated
with the vertices of a. Let Ta ⊂ Px consist of the primes p such that (p, a) ∈ J . In addition
we define

na =
∏

p∈Ta

p,

observing that when Ta = ∅ we have na = 1. Then (a1, . . . , av) ∈ AJ is equivalent to saying
that for each a = {r, s} appearing in J we have na | ar and na | as. In this way we can define
J by giving a number na for each edge a. We note that na is always squarefree, and all its
prime factors are less than or equal to x. We also note that (a1, . . . , av) ∈ AJ is equivalent
to saying that na|ar for each edge a that joins vertex r with another vertex.

Then for each vertex r, consider all the edges a joining r to other vertices, and denote the
least common multiple of the corresponding na’s by Nr. So (a1, . . . , av) ∈ AJ is equivalent to
saying that Nr|ar. The number of multiples of Nr that are less than or equal to x is ⌊x/Nr⌋,
so we can express the number of elements of AJ as

card(AJ) =
v
∏

r=1

⌊

x

Nr

⌋

. (3)

We now compute card(J). This is the total number of prime factors across all the nj .
As mentioned before nj is squarefree, so

(−1)card(J) = (−1)
∑e

j=1 ω(nj) = µ(n1) · · ·µ(ne), (4)

where the summations are over all squarefree nj with P+(nj) ≤ x. Substituting (3) and (4)
into (2) yields

g(x) =
∞
∑

n1=1

· · ·
∞
∑

ne=1

µ(n1) · · ·µ(ne)
v
∏

r=1

⌊

x

Nr

⌋

.
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At first the sum extends to the (n1, . . . , ne) that are squarefree and have all prime factors
less than or equal to x. But we may extend the sum to all (n1, . . . , ne), because if these
conditions are not satisfied then the corresponding term is automatically 0. In fact we may
restrict the summation to the na ≤ x, because otherwise for a = {r, s} we have na | Nr and
⌊x/Nr⌋ = 0. Therefore

g(x) =
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
v
∏

r=1

⌊

x

Nr

⌋

.

We now seek to express g(x) as a multiple of xv plus a suitable error term. Observe that for
all real z1, z2, z3 > 0,

⌊z1⌋⌊z2⌋⌊z3⌋ = z1z2z3 − z1z2{z3} − z1{z2}⌊z3⌋ − {z1}⌊z2⌋⌊z3⌋,

where {y} denotes the fractional part of a number y.
Applying a similar procedure, with v factors instead of 3, we get

g(x) =
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
v
∏

r=1

x

Nr

−
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)

{

x

N1

} v
∏

r=2

⌊

x

Nr

⌋

−
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
x

N1

{

x

N2

} v
∏

r=3

⌊

x

Nr

⌋

· · ·

−
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
x

N1

· · ·
x

Nv−1

{

x

Nv

}

= xv
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
v
∏

r=1

1

Nr

+
v
∑

k=1

Rk, (5)

where for 1 ≤ k ≤ v,

Rk = −
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
x

N1

· · ·
x

Nk−1

{

x

Nk

}⌊

x

Nk+1

⌋

· · ·

⌊

x

Nv

⌋

,

with the obvious modifications for j = 1 and j = v. We then have

|Rk| ≤
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

|µ(n1) · · ·µ(ne)|
x

N1

· · ·
x

Nk−1

x

Nk+1

· · ·
x

Nv

≤ xv−1
∑

P+(m)≤x

CG,k(m)

m
,
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where
CG,k(m) =

∑

m=
∏

1≤r≤v,r 6=k Nr

|µ(n1) · · ·µ(ne)|.

By similar reasoning to that of Proposition 2 the function CG,k(m) can be shown to be
multiplicative. The numbers CG,k(p

α) = CG,k,α do not depend on p, and CG,k(p
α) = CG,k,α =

0 for α > v. So we have

∑

P+(m)≤x

CG,k(m)

m
≤
∏

p≤x

(

1 +
CG,k,1

p
+

CG,k,2

p2
+ · · ·

CG,k,v

pv

)

= O(logCG,k,1 x),

where CG,k(m) is the number of solutions (n1, . . . , ne), with nj squarefree, to

∏

1≤r≤v,r 6=k

Nr = m.

Let hk denote the degree of vertex k. It is easy to see that for a prime p we have CG,k,1 =
CG,k(p) = hk. The solutions are precisely those with all nj = 1, except one nℓ = p, where ℓ
should be one of the edges meeting at vertex k. Therefore the maximum number of solutions
occurs when k is one of the vertices of maximum degree. So if we let d be this maximum
degree, then the maximum value of CG,k(p) is d. Therefore

|Rk| = O(xv−1 logd x). (6)

Substituting (6) into (5) we obtain

g(x) = xv
∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
v
∏

r=1

1

Nr

+O(xv−1 logd x). (7)

We require the following lemma.

Lemma 5.

lim
x→∞

∑

1≤n1≤x

· · ·
∑

1≤ne≤x

|µ(n1) · · ·µ(ne)|
v
∏

r=1

1

Nr

< +∞.

Proof. We have

lim
x→∞

∑

1≤n1≤x

· · ·
∑

1≤ne≤x

|µ(n1) · · ·µ(ne)|
v
∏

r=1

1

Nr

=
∞
∑

m=1

f+
G (m)

m
, (8)

where
f+
G (m) =

∑

m=
∏v

r=1
Nr

|µ(n1) · · ·µ(ne)|.
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We note that f+
G (m) is multiplicative by Proposition 2. It is clear that f+

G (1) = 1. Also,
each edge joins two vertices r and s and thus nj|Nr and nj|Ns. This means that

n2
j

∣

∣

v
∏

r=1

Nr.

It follows that
v
∏

r=1

Nr 6= p,

for any prime p and so f+
G (p) = 0. We also note that a multiple (n1, . . . , ne) only counts in

f+
G (m) if |µ(n1) · · ·µ(ne)| = 1. Therefore each nj is squarefree. So each factor in

v
∏

r=1

Nr (9)

brings at most a p. So the greatest power of p that can divide (9) is pv. So f+
G (p

α) = 0 for
α > v. Recall that f+

G (p
α) is equal to the coefficient of zα in Q+

G(z). So, by Lemma 3, we
note that f+

G (p
α) depends on α but not on p. Putting all this together we have

∞
∑

m=1

f+
G (m)

m
=

∏

p prime

(

1 +
f+
G (p

2)

p2
+ . . .+

f+
G (p

v)

pv

)

< +∞. (10)

Substituting (10) into (8) completes the proof.

Returning to (7) it is now clear from Lemma 5 that

ρG = lim
x→∞

∑

1≤n1≤x

· · ·
∑

1≤ne≤x

µ(n1) · · ·µ(ne)
v
∏

r=1

1

Nr

is absolutely convergent. In fact,

g(x) = xvρG +R +O(xv−1 logd x), (11)

where

ρG =
∞
∑

n1=1

· · ·
∞
∑

ne=1

µ(n1) · · ·µ(ne)
v
∏

r=1

1

Nr

,

and

|R| ≤ xv−1

e
∑

j=1

∞
∑

n1=1

· · ·
∞
∑

nj−1=1

∑

nj>x

∞
∑

nj+1=1

· · ·
∞
∑

ne=1

|µ(n1) · · ·µ(ne)|
v
∏

r=1

1

Nr

.

Now

ρG =
∞
∑

m=1

1

m

∑

N1···Nv=m

µ(n1) · · ·µ(ne) =
∞
∑

m=1

fG(m)

m
.
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We note that fG(m) is multiplicative by Proposition 2. In a similar way to Lemma 5 we
have fG(1) = 1, fG(p) = 0 and fG(p

α) = 0, for all α > v. Thus, by the multiplicativity,

ρG =
∞
∑

m=1

fG(m)

m
=

∏

p prime

(

1 +
fG(p

2)

p2
+ . . .+

fG(p
v)

pv

)

,

Therefore, by Lemma 3, we have

ρG =
∏

p prime

QG

(

1

p

)

. (12)

Substituting (12) into (11), it only remains to show that |R| = O(xv−1 logd x).
We have

|R| ≤ xv−1

e
∑

j=1

∞
∑

n1=1

· · ·
∞
∑

nj−1=1

∑

nj>x

∞
∑

nj+1=1

· · ·
∞
∑

ne=1

|µ(n1) · · ·µ(ne)|
v
∏

r=1

1

Nr

.

All terms in the sum on j are analogous; so assuming that the first is the largest, we have

|R| ≤ C1x
v−1

∑

n1>x

∞
∑

n2=1

∞
∑

nj+1=1

· · ·
∞
∑

ne=1

|µ(n1) · · ·µ(ne)|
v
∏

r=1

1

Nr

,

where C1 is a function of e and not x. So it suffices to show that

R1 :=
∑

n1>x

∞
∑

n2=1

· · ·
∞
∑

ne=1

|µ(n1) · · ·µ(ne)|
v
∏

r=1

1

Nr

= O(logd x). (13)

We treat an edge e1 = {r, s} differently from the other edges. For a given (n1, . . . , ne) of
squarefree numbers we have two special Nr,

Nr = lcm(n1, nα1
, . . . nαk

), Ns = lcm(n1, nβ1
, . . . nβk

).

We also remark that we may have Nr = lcm(n1) or Ns = lcm(n1).
For any edge ej with 2 ≤ j ≤ e we define dj = gcd(n1, nj). Since the nj are squarefree,

we have
nj = djn

′
j, dj|n1, gcd(n1, n

′
j) = 1.

Then it is clear that

Nr = lcm(n1, dα1
n′
α1
, . . . , dαk

n′
αk
) = n1 lcm(n′

α1
, . . . , n′

αk
),

Ns = n1 lcm(n′
β1
, . . . , n′

βl
).

11



For any other vertex with t 6= r and t 6= s, we have

Nt = lcm(nt1 , . . . , ntm) = lcm(dt1n
′
t1
, . . . , dtmn

′
tm
)

= lcm(dt1 , . . . , dtm) lcm(n′
t1
, . . . , n′

tm
),

where m varies with t. Substituting the equations for Nr, Ns and Nt into the definition of
R1 in (13) we obtain

R1 =
∑

n1>x

∞
∑

n2=1

· · ·
∞
∑

ne=1

|µ(n1) · · ·µ(ne)|
1

Nr

1

Ns

∏

1≤t≤v
t 6=r, t 6=s

1

Nt

=
∑

n1>x

|µ(n1)|

n2
1

∑

d2|n1

· · ·
∑

de|n1

∞
∑

n′
2
=1

· · ·
∞
∑

n′
e=1

|µ(n2) · · ·µ(ne)|

lcm(n′
α1
, . . . , n′

αk
) lcm(n′

β1
, . . . , n′

βl
)

×
∏

1≤t≤v
t 6=r, t 6=s

1

lcm(dt1 , . . . , dtm) lcm(n′
t1
, . . . , n′

tm
)

=
∑

n1>x

|µ(n1)|

n2
1

∑

d2|n1

· · ·
∑

de|n1

∏

1≤t≤v
t 6=r, t 6=s

1

lcm(dt1 , . . . , dtm)

×
∞
∑

n′
2
=1

· · ·
∞
∑

n′
e=1

|µ(d2n
′
2) · · ·µ(den

′
e)|

lcm(n′
α1
, . . . , n′

αk
) lcm(n′

β1
, . . . , n′

βl
)

∏

1≤t≤v
t 6=r, t 6=s

1

lcm(n′
t1
, . . . , n′

tm
)

≤
∑

n1>x

|µ(n1)|

n2
1

∑

d2|n1

· · ·
∑

de|n1

|µ(d2) · · ·µ(de)|
∏

1≤t≤v
t 6=r, t 6=s

1

lcm(dt1 , . . . , dtm)

×
∞
∑

n′
2
=1

· · ·
∞
∑

n′
e=1

|µ(n′
2) · · ·µ(n

′
e)|

lcm(n′
α1
, . . . , n′

αk
) lcm(n′

β1
, . . . , n′

βl
)

∏

1≤t≤v
t 6=r, t 6=s

1

lcm(n′
t1
, . . . , n′

tm
)
.

The product
∞
∑

n′
2
=1

· · ·
∞
∑

n′
e=1

|µ(n′
2) · · ·µ(n

′
e)|

lcm(n′
α1
, . . . , n′

αk
) lcm(n′

β1
, . . . , n′

βl
)

∏

1≤t≤v
t 6=r, t 6=s

1

lcm(n′
t1
, . . . , n′

tm
)

is finite by Lemma 5 (but this time considering the graph G without the edge {r, s}). Thus,
for some constant C1, we have

R1 ≤ C2

∑

n1>x

|µ(n1)|

n2
1

∑

d2|n1

· · ·
∑

de|n1

|µ(d2) · · ·µ(de)|
∏

1≤t≤v
t 6=r, t 6=s

1

lcm(dt1 , . . . , dtm)

= C2

∑

n1>x

|µ(n1)|

n2
1

fG,e(n1), (14)

12



where the arithmetic function fG,e is defined as follows.

fG,e(n) =
∑

d2|n

· · ·
∑

de|n

|µ(d2) · · ·µ(de)|
∏

1≤t≤v
t 6=r, t 6=s

1

lcm(dt1 , . . . , dtm)
.

We note that there is a factor lcm(dt1 , . . . , dtm) for each vertex other than r or s. The
function fG,e is a multiplicative function. We have fG,e(p

k) = fG,e(p) for any power of a
prime p with k ≥ 2, because in the definition of fG,e(p

k) only the divisors 1 and p of pk give
non-null terms. When n = p we have

fG,e(p) = 1 +
A1

p
+ · · ·+

Av−2

pv−2
,

where Ai is the number of ways that

∏

1≤t≤v
t 6=r, t 6=s

|µ(d2) · · ·µ(de)| lcm(dt1 , . . . , dtm) = pi,

where every divisor in the product dh | n = p can only be 1 or p. Clearly Ai ≤ 2e−1 do not
depend on p, and so there must be a number w, independent of p, such that

fG,e(p
k) = fG,e(p) ≤

(

1 +
1

p

)w

.

Since fG,e is multiplicative we have, for any squarefree n,

fG,e(n) ≤
∏

p|n

(

1 +
1

p

)w

=

(

σ(n)

n

)w

, |µ(n)| = 1. (15)

Substituting (15) into (14) yields

R1 ≤ C2

∞
∑

n>x

|µ(n)|

n2

(

σ(n)

n

)w

≤ C2

∞
∑

n>x

1

n2

(

σ(n)

n

)w

.

It is well known that σ(n) = O(n log log n) (see, for example, the article by Gronwall [5]),
and thus

R1 = O

(

(log log x)w

x

)

. (16)

Comparing (16) with (13) completes the proof of Theorem 1.
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4 Calculations

We calculate the asymptotic proportion that 4 random positive integers exhibit ‘square’
pairwise coprimality conditions. That is, 4-tuples with

gcd(a1, a2) = gcd(a2, a3) = gcd(a3, a4) = gcd(a4, a1) = 1.

Here G(V,E) be given by

V = {1, 2, 3, 4}, E = {{1, 2}, {2, 3}, {3, 4}, {4, 1}}.

As shown in Theorem 1 and using Section 2,

QG

(

1

p

)

=
∑

F⊂E

(−1)card(F )

(

1

p

)v(F )

,

where v(F ) is the number of non-isolated vertices of F .
Next we examine each F ⊂ E to compute its contribution to QG(z). This is shown in

the following table:

Table 1: Subsets of edges and the polynomial QG(z)

F ⊂ E card(F ) v(F ) term = (−1)card(F )zv(F )

∅ 0 0 1

{{1, 2}}, {{2, 3}}, {{3, 4}}, {{4, 1}} 1 2 −4z2

{{1, 2}, {2, 3}},

{{2, 3}, {3, 4}},

{{3, 4}, {4, 1}},

{{4, 1}, {1, 2}}

2 3 4z3

{{1, 2}, {3, 4}},

{{2, 3}, {4, 1}},
2 4 2z4

{{1, 2}, {2, 3}, {3, 4}},

{{2, 3}, {3, 4}, {4, 1}},

{{3, 4}, {4, 1}, {1, 2}},

{{4, 1}, {1, 2}, {2, 3}}

3 4 −4z4

E 4 4 z4

QG(z) = 1− 4z2 + 4z3 − z4

14



Putting this all together we have

ρG =
∏

p prime

(

1−
4

p2
+

4

p3
−

1

p4

)

.

This gives ρG as an Euler product. As shown in the article by Wrench [13], Euler products
such as ρG can be computed to high precision.
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