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#### Abstract

We prove that the binomial transform $T(a)$ of a Dold sequence $a$ is a Dold sequence itself. We also show that if $a$ and $T(a)$ are bounded Dold sequences then they are both periodic with period 6 .


## 1 Introduction

Let $a=\left(a_{n}\right)_{n \geq 0}$ be a sequence of complex numbers. The binomial transform of the sequence $a$ is the sequence $T(a)=\left(T(a)_{n}\right)_{n \geq 0}$ defined in [16] by

$$
T(a)_{n}=\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} a_{i}, \quad n \geq 0
$$

The binomial transform is a linear involution and the original sequence $a$ can be recovered from the relation

$$
a_{n}=\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} T(a)_{i}, \quad n \geq 0
$$

We say that a sequence of integers $a=\left(a_{n}\right)_{n \geq 0}$ is a Dold sequence [11] if

$$
\begin{equation*}
\sum_{k \mid n} \mu(k) a_{n / k} \equiv 0 \quad(\bmod n), \quad n \geq 1 \tag{1}
\end{equation*}
$$

where $\mu: \mathbb{N} \rightarrow \mathbb{Z}$ is the Möbius function given by

$$
\mu(n)= \begin{cases}1, & \text { if } n=1 \\ (-1)^{k}, & \text { if } n=p_{1} \cdots p_{k}, p_{i}, \text { distinct primes } \\ 0, & \text { otherwise }\end{cases}
$$

It is easy to verify that a sequence of integers $a$ is a Dold sequence $a$ if and only if for every prime $p$ and natural numbers $m, \alpha$ such that $\operatorname{gcd}(p, m)=1$ we have

$$
a_{m p^{\alpha}} \equiv a_{m p^{\alpha-1}} \quad\left(\bmod p^{\alpha}\right)
$$

We will say that a sequence of integers $a$ is a weak Dold sequence if for every prime number $p$

$$
a_{p} \equiv a_{1} \quad(\bmod p)
$$

Obviously a Dold sequence is a weak Dold sequence. Babienko and Bogatyi proved that if a Dold sequence is bounded, then it is periodic [11]. Among the Dold sequences, the Lefschetz sequences play an important role from the point of view of applications in dynamical systems. A sequence of integers $a$ is a Lefschetz sequence if there exist a compact ENR (i.e., Euclidean neighborhood retract) $X$ and a continuous map $f: X \rightarrow X$ such that $a_{n}$ is the Lefschetz number $L\left(f^{n}\right)$ of the $n$-th iteration of $f$. Let us recall that a Lefschetz number of $f$ is defined by

$$
L(f)=\sum_{k \geq 0}(-1)^{k} \operatorname{tr} H_{k}(f),
$$

where $H_{k}(f): H_{k}(X) \rightarrow H_{k}(X)$ is the endomorphism induced by $f$ on the $k$-th singular homology of $X$ (with rational coefficients). One can prove [11] that a Dold sequence $a=$ $\left(a_{n}\right)_{n \geq 1}$ is a Lefschetz sequence if and only if there are integer matrices $A \in M_{k}(\mathbb{Z}), B \in$ $M_{m}(\mathbb{Z})$ such that

$$
a_{n}=\operatorname{tr} A^{n}-\operatorname{tr} B^{n}, \quad n \geq 1 .
$$

In the sequel we will treat a Lefschetz sequence $a=\left(a_{n}\right)_{n \geq 1}$ as a sequence $a=\left(a_{n}\right)_{n \geq 0}$ with

$$
a_{0}=\operatorname{tr} A^{0}-\operatorname{tr} B^{0}
$$

If $a$ is a Lefschetz sequence with $B=0$ then we call it a sequence of traces of integer matrix, i.e., $a_{n}=\operatorname{tr} A^{n}$.

The aim of this note is to study the binomial transforms of Dold sequences. We show that $a$ is a Dold sequence if and only if its binomial transform $T(a)$ is a Dold sequence (Theorem 7). The proof of Theorem 7 is trivial if $a$ is a Lefschetz sequence. Indeed, if $a$ is a sequence of traces then we have a closed formula for its binomial transform $T(a)$, namely

$$
T(a)_{n}=\sum_{i=1}^{n}(-1)^{i}\binom{n}{i} \operatorname{tr} A^{i}=\operatorname{tr}(I-A)^{n}
$$

so $T(a)$ is a sequence of traces. In particular, binomial transform of the sequence of traces is a Dold sequence. Obviously the same argument works in the case of a Lefschetz sequence $a$ with matrices $A$ and $B$. Then $T(a)$ is a Lefschetz sequence itself with matrices $I-A$ and $I-B$. Unfortunately, there are Dold sequences that are not Lefschetz sequences. Let us observe that if $a$ is a Lefschetz sequence then $\left|a_{n}\right| \leq k \rho^{n}$, where $\rho$ is the spectral radius of $H(f)$ and $k$ is a dimension of $H(X)$. In particular, the sequence $a_{n}=\sum_{k \mid n} k^{k}$ cannot be obtained as a Lefschetz sequence although it is Dold sequence [11].

We also prove that if $a$ is a Dold sequence such that $a$ and $T(a)$ are bounded then both $a$ and $T(a)$ are 6 -periodic. In particular, if $a$ is $l$-periodic (non-constant) Dold sequence with $l \neq 6$ then $T(a)$ is unbounded (Theorem 9). This result has interesting consequences from the point of view of the geometric method for detecting chaotic dynamics generated by non-autonomous periodic in time ordinary differential equations based on the notion of isolating segments [19, 20, 15, 17]. The above method gives a sufficient conditions for the existence of the compact invariant set $I$ for the Poincaré map $P$ such that $P$ restricted to $I$ is semi-conjugated to the shift map $\sigma: \Sigma_{2} \rightarrow \Sigma_{2}$ where $\Sigma_{2}=\{0,1\}^{\mathbb{Z}}$ i.e., there is a continuous surjective map $g: I \rightarrow \Sigma_{2}$ such that $\left.g \circ P\right|_{I}=\sigma \circ g$. The important dynamical question is if for $n$-periodic sequence $c \in \Sigma_{2}$ there exists $n$-periodic point $x$ of the Poincaré map $P$ such that $x \in g^{-1}(c)$, i.e., trajectory of $x$ is coded by the sequence $c$. In the context of results in [20] it appears that there is a Dold sequence $a$ with the property that $T(a)_{k} \neq 0$ implies that $g^{-1}(c)$ contains $n$-periodic point of $P$ for every $n$-periodic sequence $c \in \Sigma_{2}$ with $k$-symbols 1 . Our Theorem 9 guarantees the existence of infinitely many periodic points of the Poincaré map.

It seems that the results we obtained can be also interesting from the point of view of elementary number theory and combinatorics, because many classical integer sequences are Dold sequences. For example, the $k$-Lucas sequences [6, 18], the generalized $k$-Fibonacci sequences [5], sequences generated by Lucas functions [4, 6], and sequences generated by Tchebycheff polynomials of the first kind [6, 9]. In particular, the classical Lucas sequence $L$ given by

$$
L_{n}=\left(\frac{1+\sqrt{5}}{2}\right)^{n}+\left(\frac{1-\sqrt{5}}{2}\right)^{n}
$$

is a Dold sequence (even sequence of traces with the matrix $A=\left[\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right]$ ) and the following congruences

1. if $p$ is odd prime then $L_{2 p} \equiv 3(\bmod p)$,
2. for $k \geq 1$ we have $L_{2^{k}} \equiv 3(\bmod 4)$.
3. if $r \geq 2$ then $L_{2^{r}} \equiv 7(\bmod 8)$.
considered by the authors in $[1,12,13]$ easily follow by Eq. (1).

We will finish this paper with the results concerning the sequences of the form

$$
a_{n}(l, r)=\sum_{s \equiv r(\bmod l)}(-1)^{s}\binom{n}{s}, \quad b_{n}(l, r)=l a_{n}(l, r), \quad n \geq 0
$$

where $l \geq 2$ and $r \in\{0, \ldots, l-1\}$ are fixed. The congruences related to these sequences were studied in [21, 22]. As the application of Theorem 7 we get that for $l \geq 2$ and $r \in\{0, \ldots, l-1\}$ the sequence $b(l, r)$ is a Dold sequence exactly if one of the following conditions holds

1. $l \geq 2$ and $r=0$,
2. $l=2 r$ and $r \geq 1$.

We also show that $a_{n}(l, 0)=0$ if and only if $l$ is odd and $\frac{n}{l} \in 2 \mathbb{N}+1$. It is easy to check that if $a$ is $l$-periodic then $T(a)_{n}=\sum_{r=0}^{l-1} a_{r} a_{n}(l, r)$. We prove that if $a$ is $l$-periodic (weak) Dold sequence and $l$ is prime then

$$
T(a)_{n}=a_{n}(l, 0)\left(a_{0}-a_{1}\right), \quad n \geq 0 .
$$

## 2 Main results.

Lemma 1. Let a be a sequence of integers. Then a is a weak Dold sequence if and only if $T(a)$ is a weak Dold sequence.

Proof. Since $T$ is an involution so it is sufficient to show that $T(a)$ is a weak Dold sequence provided $a$ is a weak Dold sequence. We have

$$
T(a)_{1}=a_{0}-a_{1}, \quad T(a)_{2}=a_{0}-2 a_{1}+a_{2},
$$

and $a_{1} \equiv a_{2}(\bmod 2)$ so

$$
T(a)_{2} \equiv a_{0}+a_{2} \equiv a_{0}+a_{1} \equiv a_{0}-a_{2} \equiv T(a)_{1}(\bmod 2) .
$$

Let $p$ be odd prime. Then

$$
T(a)_{p}=\sum_{i=0}^{p}(-1)^{i}\binom{p}{i} a_{i} \equiv a_{0}-a_{p} \equiv a_{0}-a_{1} \equiv T(a)_{1}(\bmod p)
$$

because $p \left\lvert\,\binom{ p}{i}\right.$ for $i=1, \ldots, p-1$.
Lemma 2. Let a be a l-periodic weak Dold sequence $(l \geq 2)$. If $\operatorname{gcd}(n, l)=1$ then $a_{n}=a_{1}$.

Proof. It follows by Dirichlet's theorem that there exist infinitely many primes in the sequence $k l+n$. Let $p$ be a prime of the form $k l+n$ such that $p>\left|a_{n}-a_{1}\right|$. Since $a$ is a $l$-periodic weak Dold sequence, we have

$$
a_{n}=a_{p} \equiv a_{1}(\bmod p) .
$$

Hence $p \mid a_{n}-a_{1}$ and consequently $a_{n}=a_{1}$.
Corollary 3. Let a be a l-periodic weak Dold sequence with l prime. Then

$$
T(a)_{n}=a_{n}(l, 0)\left(a_{0}-a_{1}\right), \quad n \geq 0
$$

where $a_{n}(l, 0)=\sum_{s \equiv 0(\bmod l)}(-1)^{s}\binom{n}{s}$.
Proof. It follows by Lemma 2 that the $l$-periodic sequence $a$ has the form

$$
a_{1}=\ldots=a_{l-1}, \quad a_{0}=a_{l},
$$

hence

$$
\begin{aligned}
T(a)_{n} & =\left(\sum_{s=0}(-1)^{s}\binom{n}{s}\right) a_{0}+\left(\sum_{s \neq 0}(-1)^{s}\binom{n}{s}\right) a_{1} \\
& =a_{n}(l, 0)\left(a_{0}-a_{1}\right)
\end{aligned}
$$

because $\sum_{s=0}^{n}(-1)^{s}\binom{n}{s}=0$.
We recall the characterization of Dold sequences given in [6]. Let us note that Dold sequence in [6] is called a generalized Fermat sequence. Let $c=\left(c_{n}\right)_{n \geq 1}$ be a sequence of integers. We say that sequence $a$ is $a$ Newton sequence generated by $c$ if

$$
a_{n}=c_{1} a_{n-1}+c_{2} a_{n-2}+\cdots+c_{n-1} a_{1}+n c_{n}, \quad n \geq 1 .
$$

Remark 4. Assume that $c$ is a finite sequence, i.e., there exists $m \geq 1$ such that $c_{n}=0$ for $n>m$. One can check [6] that then

$$
a_{n}=\operatorname{tr} M_{m}^{n}, \quad n \geq 1
$$

where $M_{m}$ is the companion matrix of the polynomial $x^{m}-c_{1} x^{m-1}-c_{2} x^{m-2}-\cdots-c_{m-1} x-c_{m}$, i.e.,

$$
M_{m}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & c_{m} \\
1 & 0 & \cdots & 0 & c_{m-1} \\
0 & 1 & \cdots & 0 & c_{m-2} \\
\vdots & 0 & \ddots & 0 & \vdots \\
0 & \cdots & 0 & 1 & c_{1}
\end{array}\right] \in M_{m}(\mathbb{Z})
$$

Proposition 5. Let $a=\left(a_{n}\right)_{n \geq 1}$ be a sequence of integers. Then a is a Dold sequence if and only if there exists an integer sequence $c$ such that $a$ is a Newton sequence generated by $c$.

Proof. It follows by [6, Thm. 5, Thm. 6].
Lemma 6. Let $a=\left(a_{n}\right)_{n \geq 1}$ be a sequence of integers. Then a is a Dold sequence if and only if for every $m \geq 1$ there exists a matrix $A_{m} \in M_{m}(\mathbb{Z})$ such that

$$
a_{n}=\operatorname{tr} A_{m}^{n}, \quad 1 \leq n \leq m .
$$

Proof. We first prove the part "if", so we assume that $a$ is a Dold sequence. Let $c$ be a sequence of integers such that $a$ is a Newton sequence generated by $c$. Let $m \geq 1$ be fixed. Let us consider a finite sequence $c(m)$ such that

$$
c(m)_{n}= \begin{cases}c_{n}, & \text { if } 1 \leq n \leq m \\ 0, & \text { otherwise }\end{cases}
$$

Let $b$ be a Newton sequence generated by $c(m)$. Then

$$
b_{n}=\operatorname{tr} M_{m}^{n}, \quad n \geq 1
$$

and $a_{n}=b_{n}$ for $1 \leq n \leq m$ by definition of the Newton sequence, so the result follows.
We now prove the "only if" part. We have to show that $a$ is a Dold sequence. Let $m \geq 1$ be fixed. We show that

$$
\sum_{k \mid m} \mu(k) a_{m / k} \equiv 0 \quad(\bmod m)
$$

By assumption there exists a matrix $A_{m} \in M_{m}(\mathbb{Z})$ such that

$$
a_{n}=\operatorname{tr} M_{m}^{n}, \quad 1 \leq n \leq m .
$$

Let $b$ be a sequence defined by $b_{n}=\operatorname{tr} A_{m}^{n}, n \geq 1$. Then $b$ is a Dold sequence and $a_{n}=b_{n}$ for $1 \leq n \leq m$. In particular,

$$
\sum_{k \mid m} \mu(k) a_{m / k}=\sum_{k \mid m} \mu(k) b_{m / k} \equiv 0(\bmod m),
$$

so the proof is complete.
Theorem 7. Assume that $a=\left(a_{n}\right)_{n \geq 0}$ is a sequence of integers. Then $a$ is a Dold sequence if and only if $T(a)$ is a Dold sequence.

Proof. Since $T$ is an involution, it is sufficient to show that $T(a)$ is a Dold sequence provided that $a$ is a Dold sequence. Let $m \geq 2$ be fixed. We have to show that

$$
\sum_{k \mid m} \mu(k) T(a)_{m / k} \equiv 0 \quad(\bmod m)
$$

By Lemma 6 there exists a matrix $A_{m} \in M_{m}(\mathbb{Z})$ such that

$$
a_{n}=\operatorname{tr} A_{m}^{n}, \quad 1 \leq n \leq m
$$

Let $\tilde{a}$ be a sequence defined by

$$
\tilde{a}_{n}=\operatorname{tr} A_{m}^{n}
$$

Then

$$
a_{1}=\tilde{a}_{1}, \quad a_{m}=\tilde{a}_{m}, \quad \tilde{a}_{0}=m
$$

and $T(\tilde{a})$ is a Dold sequence given by

$$
T(\tilde{a})_{n}=\operatorname{tr}\left(I-A_{m}\right)^{n}, \quad n \geq 0
$$

In particular,

$$
\sum_{k \mid m} \mu(k) T(\tilde{a})_{m / k} \equiv 0 \quad(\bmod m)
$$

Let $1 \leq n \leq m$. Then

$$
T(\tilde{a})_{m}=\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} \tilde{a}_{i}=m-a_{0}+\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} a_{i}=m-a_{0}+T(a)_{m}
$$

Consequently, we get that

$$
\begin{aligned}
\sum_{k \mid m} \mu(k) T(a)_{m / k} & =\sum_{k \mid m} \mu(k) T(\tilde{a})_{m / k}+\left(m-a_{0}\right)\left(\sum_{k \mid m} \mu(k)\right) \\
& =\sum_{k \mid m} \mu(k) T(\tilde{a})_{m / k} \equiv 0 \quad(\bmod m)
\end{aligned}
$$

because $\sum_{k \mid m} \mu(k)=0$ for $m \geq 2$. The proof is complete since $m \geq 2$ was arbitrary.
Let $a$ be a Lefschetz sequence with matrices $A$ and $B$. We call a complex number $\lambda \in \mathbb{C}$ an essential eigenvalue of the pair $(A, B)$ if the algebraic multiplicity of $\lambda$ as the eigenvalue of $A$ is different from the algebraic multiplicity of $\lambda$ as the eigenvalue of $B$. By $\sigma_{\text {ess }}(A, B)$ we denote the set of all essential eigenvalues of $(A, B)$. Let $\rho_{\text {ess }}:=\rho_{\text {ess }}(A, B)$ be the essential spectral radius of $(A, B)$, i.e.,

$$
\rho_{\mathrm{ess}}=\max \left\{|\lambda|: \lambda \in \sigma_{\mathrm{ess}}(A, B)\right\}
$$

Remark 8. Assume that a Dold sequence $a=\left(a_{n}\right)_{n \geq 0}$ is bounded. It follows by [11, Theorem 3.1.26] that $a$ is a periodic Lefschetz sequence with $l$-periodic matrices $A$ and $B$. We treat $a$ as the sequence $\left(a_{n}\right)_{n \geq 0}$ with $a_{0}=\operatorname{tr} A^{0}-\operatorname{tr} B^{0}$. Then $a_{0}=a_{l}$ and binomial transform of $a$ is given by

$$
T(a)_{n}=\operatorname{tr}(I-A)^{n}-\operatorname{tr}(I-B)^{n}, \quad n \geq 0
$$

Theorem 9. If $a$ is a Dold sequence and $a, T(a)$ are bounded then $\left(a_{n}\right)_{n \geq 1},(T(a))_{n \geq 1}$ are 6 -periodic.

Proof. Since $a$ is bounded Dold sequence, it follows by [11, Theorem 3.1.26] that $a$ is $l$ periodic Lefschetz sequence with $l$-periodic matrices $A, B$ (i.e., $A^{l}=I_{k}, A^{l}=I_{m}$ ). In particular,

$$
\sigma(A), \sigma(B) \subset\left\{1, \omega, \ldots, \omega^{l-1}\right\}
$$

where $\omega=e^{\frac{2 \pi i}{l}}$ is a primitive root of unity. We treat $a$ as a sequence

$$
a_{n}=\operatorname{tr} A^{n}-\operatorname{tr} B^{n}, \quad n \geq 0
$$

so

$$
T(a)_{n}=\operatorname{tr}(I-A)^{n}-\operatorname{tr}(I-B)^{n}, \quad n \geq 0 .
$$

Observe that $\lambda \in \sigma_{\text {ess }}(A, B)$ if and only if $1-\lambda \in \sigma_{\text {ess }}(I-A, I-B)$ and $T(a)$ is periodic, because it is a bounded Dold sequence. Let $1-\lambda \in \sigma_{\text {ess }}(I-A, I-B) \cap \mathbb{S}^{1}$. Then $|\lambda|=|1-\lambda|=1$, so one can easily check that $\lambda=e^{ \pm \frac{\pi i}{3}}$. Observe that then $1-\lambda=\bar{\lambda}$. It follows that

$$
\sigma_{\mathrm{ess}}(A, B) \cap\left(\mathbb{S}^{1} \backslash\{1\}\right)=\sigma_{\mathrm{ess}}(I-A, I-B) \cap \mathbb{S}^{1} \subset\left\{e^{ \pm \frac{\pi i}{3}}\right\}
$$

Suppose that $\rho:=\rho_{\text {ess }}(I-A, I-B)>1$. Then there exists exactly one pair $\lambda, \bar{\lambda} \in$ $\left\{1, \omega, \ldots, \omega^{l-1}\right\}$ such that

$$
|1-\lambda|=|1-\bar{\lambda}|=\rho
$$

Then

$$
\lim _{n \rightarrow \infty} \frac{T(a)_{n}}{\rho^{n}}=g \neq 0
$$

so $T(a)$ is unbounded, a contradiction. So we get that $\rho \leq 1$. We show that

$$
\sigma_{\mathrm{ess}}(I-A, I-B) \subset\left\{0, e^{ \pm \frac{\pi i}{3}}\right\}
$$

We have that

$$
T(a)_{n}=\sum_{1-\lambda \in \sigma_{\text {ess }}(I-A, I-B) \cap\left\{0, e^{ \pm \frac{\pi i}{3}}\right\}}(1-\lambda)^{n}+\sum_{1-\lambda \in \sigma_{\mathrm{ess}}(I-A, I-B) \cap\{z: 0<|z|<1\}}(1-\lambda)^{n}
$$

so the sequence

$$
\sum_{1-\lambda \in \sigma_{\text {ess }}(I-A, I-B) \cap\{z: 0<|z|<1\}}(1-\lambda)^{n}
$$

is the periodic integer sequence that converge to 0 , so we get that

$$
\sigma_{\mathrm{ess}}(I-A, I-B) \cap\{z: 0<|z|<1\}=\emptyset
$$

Corollary 10. If $a$ is $l$-periodic (non-constant) Dold sequence with $l \neq 6$ then $T(a)$ is unbounded.

## 3 Applications to binomial sums

Assume that $l \geq 2$ and $r \in \mathbb{Z}$. We define the $l$-periodic sequence $a[l, r]=\left(a_{n}[l, r]\right)_{n \geq 0}$ by

$$
a_{n}[l, r]= \begin{cases}1, & \text { if } n \equiv r(\bmod l) \\ 0, & \text { otherwise }\end{cases}
$$

Then $a(l, r)=\left(a_{n}(l, r)\right)_{n \geq 0}=T(a[l, r])$ is its binomial transform where

$$
a_{n}(l, r)=\sum_{s \equiv r}(-1)^{s}\binom{n}{s}, \quad n \geq 0
$$

We define

$$
b[l, r]:=l a[l, r], \quad b(l, r):=l a(l, r)
$$

Remark 11. It follows by Corollary 3 we have

$$
T(a)=a(l, 0)\left(a_{0}-a_{1}\right), \quad n \geq 0
$$

if $a$ is $l$-periodic Dold sequence with $l$ prime. Moreover, by Eq. (1)

$$
a_{0}=a_{l} \equiv a_{1}(\bmod l)
$$

so $T(a)=k b(l, 0)$ for some $k \in \mathbb{Z}$.
Remark 12. The sequence $b(l, r)$ is particularly interesting from the point of view of applications in the detection of chaotic dynamics [19, 20]. It turns out that it is closely related to the sequence of indices of fixed points allowing to understand the nature of symbolic dynamics for the Poincaré mapping associated with the periodic in time ordinary differential equations $[15,17]$. More specifically, let $P$ be the Poincaré map for the planar periodic equation

$$
\dot{z}=\bar{z}^{k}\left(1+|z|^{2} e^{i \kappa t}\right), \quad z \in \mathbb{C} .
$$

For sufficiently small $\kappa>0$ there exist a compact invariant set $I$ for $P$ and a continuous surjective map $g: I \rightarrow \Sigma_{2}$ such that

$$
g \circ\left(\left.P\right|_{I}\right)=\sigma \circ g
$$

where $\sigma: \Sigma_{2} \rightarrow \Sigma_{2}$ is the shift map [20]. It follows by [20] that if $b_{n}(k+1,0) \neq 0$ and $c \in \Sigma_{2}$ is $m$-periodic sequence with $n$-symbols 1 then the Poincaré map $P$ has $m$-periodic point $x \in I$ such that $g(x)=c$.

In this section we apply Theorem 7 to prove that for $l \geq 2$ and $r \in\{0, \ldots, l-1\}$ the sequence $b(l, r)$ is a Dold sequence if and only if $l \geq 2$ and $r=0$ or $l=2 r$ and $r \geq 1$. We also prove Glaisher-type congruences for the sequence $a(l, r)$. Moreover, we show that $a_{n}(l, 0)=0$ if and only if $l$ is odd and $n$ is an odd multiplicity of $l$.

Remark 13. Let us observe that

$$
b_{n}(l, r)=\sum_{t=0}^{l-1} \omega^{-t r}\left(1-\omega^{t}\right)^{n}, \quad n \geq 0
$$

where $\omega=e^{\frac{2 \pi i}{l}}$ is a primitive $l$-root of unity. Indeed, it is well-known that

$$
\sum_{t=0}^{l-1} \omega^{t s}= \begin{cases}l, & \text { if } l \mid s \\ 0, & \text { otherwise }\end{cases}
$$

so we get that

$$
\begin{aligned}
\sum_{t=0}^{l-1} \omega^{-t r}\left(1-\omega^{t}\right)^{n} & =\sum_{t=0}^{l-1} \omega^{-t r} \sum_{k=0}^{n}(-1)^{n-k}\binom{n}{n-k} \omega^{t(n-k)} \\
& =\sum_{k=0}^{n}(-1)^{n-k}\binom{n}{n-k}\left(\sum_{t=0}^{l-1} \omega^{t(n-k-r)}\right) \\
& =\sum_{s=0}^{n}(-1)^{s}\binom{n}{s}\left(\sum_{t=0}^{l-1} \omega^{t(s-r)}\right)=b_{n}(l, r) .
\end{aligned}
$$

Theorem 14. The sequence $b(l, 0)=\left(b_{n}(l, 0)\right)_{n \geq 0}$ is a sequence of traces. In particular, $b(l, 0)$ is a Dold sequence.

Proof. Let $l \geq 2$ and $\omega=e^{\frac{2 \pi i}{l}}$. We consider the matrix $A_{l} \in M_{l}(\mathbb{Z})$ given by

$$
A_{l}=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & 0 & \ddots & 0 & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{array}\right] \in M_{l}(\mathbb{Z})
$$

One can check that $A_{l}$ has eigenvalues $1, \omega, \ldots, \omega^{l-1}$, hence

$$
\operatorname{tr}\left(I-A_{l}\right)^{n}=\sum_{t=0}^{l-1}\left(1-\omega^{t}\right)^{n}=b_{n}(l, 0)
$$

Theorem 15. Let $l \geq 2$ and $r \in\{1, \ldots, l-1\}$. The sequence $b(l, r)$ is a Dold sequence if and only if $l=2 r$.

Lemma 16. If $l=2 r$ then $b(2 r, r)$ is a Dold sequence (even a Lefschetz sequence).

Proof. For $l=2 r$ and $\omega=e^{\frac{2 \pi i}{l}}$ we have

$$
\begin{aligned}
b_{n}(2 r, r) & =\sum_{t=0}^{l-1} \omega^{-t r}\left(1-\omega^{t}\right)^{n}=\sum_{t=0}^{l-1}(-1)^{t}\left(1-\omega^{t}\right)^{n} \\
& =\sum_{t \text { even }}\left(1-\omega^{t}\right)^{n}-\sum_{t \text { odd }}\left(1-\omega^{t}\right)^{n}
\end{aligned}
$$

Let us observe that $1, \omega^{2}, \ldots, \omega^{l-2}$ are roots of the polynomial $\lambda^{r}-1=0$ and the eigenvalues of the matrix

$$
A=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & 0 & \ddots & 0 & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{array}\right] \in M_{r}(\mathbb{Z})
$$

and $\omega, \omega^{3}, \ldots, \omega^{l-1}$ are roots of the polynomial $\lambda^{r}+1=0$ and the eigenvalues of the matrix

$$
B=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & 0 & \ddots & 0 & \vdots \\
0 & \cdots & 0 & 1 & 0
\end{array}\right] \in M_{r}(\mathbb{Z})
$$

hence

$$
b_{n}(2 r, r)=\operatorname{tr}(I-A)^{n}-\operatorname{tr}(I-B)^{n},
$$

so $b(2 r, r)$ is a Dold sequence (even Lefschetz sequence).
Remark 17. If $n>2$ then there exists a prime number $p<n \operatorname{such}$ that $\operatorname{gcd}(n, p)=1$. Indeed, if $n$ is odd then one can take $p=2$. If $n=2 k$ is even then by Bertrand's postulate there is a prime $p$ such that $k<p<2 k$.

Lemma 18. If $l>2$ and $r \in\{1, \ldots, l-1\}$ then the sequence $b(l, r)$ is a weak Dold sequence if and only if $\operatorname{gcd}(r, l)>1$. In particular, $b(l, 1)$ is not a Dold sequence for $l>2$.

Proof. Assume that $l>2$. Since $b(l, r)=T(b[l, r])$, so by Theorem 7 it is sufficient to show that $b[l, r]$ is a weak Dold sequence if and only if $\operatorname{gcd}(r, l)>1$. Assume that $\operatorname{gcd}(r, l)>1$. In particular, $r>1$ so $b_{1}[l, r]=0$ by definition of the sequence $b[l, r]$. Since $\operatorname{gcd}(r, l)>1$, there is no prime $p$ of the form $k l+r$. Hence $b_{p}[l, r]=0$ for every prime $p$, and $b[l, r]$ is a weak Dold sequence.

Assume that $b[l, r]$ is a weak Dold sequence and suppose that $\operatorname{gcd}(r, l)=1$. If $r>1$ then $b_{1}[l, r]=0$ and $b_{r}[l, r]=l$ by definition. On the other hand $b_{1}[l, r]=b_{r}[l, r]$ by Lemma 2 , a contradiction. Let $r=1$. Then $b_{1}[l, 1]=l$ by definition. By Remark 17 there is a prime number $p$ such that $p<l$ and $\operatorname{gcd}(l, p)=1$. Then $b_{p}[l, 1]=b_{1}[l, 1]=l$ by Lemma 2 and $b_{p}[l, 1]=0$ by definition, a contradiction.

Lemma 19. Let $l>2$ and $r \in\{1, \ldots, l-1\}$. If $b(l, r)$ is a Dold sequence then $r>1$ and $r \mid l$.

Proof. Assume that $b(l, r)=l a(l, r)$ is a Dold sequence. We may assume that $\operatorname{gcd}(r, l)>1$. In particular, $2 \leq r<l-1$. Then for $1 \leq n<r$ we have $b_{n}(l, r)=0$ and $b_{r}(l, r)=(-1)^{r} l$. By Eq. (1) we get that

$$
(-1)^{r} l=b_{r}(l, r)=\sum_{k \mid r} \mu\left(\frac{r}{k}\right) b_{k}(l, r) \equiv 0(\bmod r),
$$

so the result follows.
Lemma 20. Assume $l>2$ and $r \in\{1, \ldots, l-1\}$. If $b(l, r)$ is a Dold sequence then $l=2 r$.
Proof. It follows by Theorem 7 that $b[l, r]$ is a Dold sequence. By Lemma 19 we may assume that $r \mid l$, so $l=m r$ for some $m>1$. By definition we have that $b_{r}[l, r]=l$ and $b_{n}[l, r]=0$ for $n \in\{1, \ldots, r(m+1)-1\} \backslash\{r\}$. Let $p<m$ be a prime number. It follows by Eq. (1) with $n=p r$ that

$$
\sum_{k \mid n} \mu(k) b_{n / k}[l, r]=b_{r}[l, r]=l \equiv 0 \quad(\bmod n) .
$$

Hence $p r \mid l=m r$, and $p \mid m$. By Remark 17 we get that $m=2$.
Proof of Theorem 15: It follows by Lemmas 16 and 20.
Lemma 21. The sequence $b_{n}(l, r)$ has properties

1. $b_{n+1}(l, r)=b_{n}(l, r)-b_{n}(l, r-1)$ for $n \geq 0$,
2. $b_{n}(l, r)=b_{n}(l, r+l)$ for $n \geq 0$.

Proof. A direct calculation shows that

$$
\begin{aligned}
b_{n+1}(l, r) & =\sum_{t=0}^{l-1} \omega^{-t r}\left(1-\omega^{t}\right)^{n+1}=\sum_{t=0}^{l-1} \omega^{-t r}\left(1-\omega^{t}\right)^{n}-\sum_{t=0}^{l-1} \omega^{-t(r-1)}\left(1-\omega^{t}\right)^{n} \\
& =b_{n}(l, r)-b_{n}(l, r-1) .
\end{aligned}
$$

Since $\omega^{l}=1$ so

$$
\left.b_{n}(l, r+l)\right)=\sum_{t=0}^{l-1} \omega^{-t(r+l)}\left(1-\omega^{t}\right)^{n}=b_{n}(l, r)
$$

Theorem 22. Let $l \geq 2$. Assume that $q>1$ and $k \geq 1$ are such that

$$
a_{k+1}(l, r) \equiv \begin{cases}1 \quad(\bmod q), & \text { if } r \equiv 0 \quad(\bmod l) \\ -1 \quad(\bmod q), & \text { if } r \equiv 1 \quad(\bmod l) ; \\ 0 \quad(\bmod q), & \text { if } r \equiv s \in\{2, \ldots, l-1\}\end{cases}
$$

Then for every $r \in \mathbb{Z}$ we have

$$
a_{n+k}(l, r) \equiv a_{n}(l, r) \quad(\bmod q), \quad n>0 .
$$

Proof. We have

$$
a_{1}(l, r)= \begin{cases}1, & r \equiv 0 \quad(\bmod l) \\ -1, & r \equiv 1 \quad(\bmod l) \\ 0, & \text { otherwise }\end{cases}
$$

so the result holds for $n=1$. Assume that it holds for some $n \geq 1$. Then by inductive step and Lemma 21 we have

$$
\begin{aligned}
a_{n+1+k}(l, r) & =a_{n+k}(l, r)-a_{n+k}(l, r-1) \\
& \equiv a_{n}(l, r)-a_{n}(l, r-1)=a_{n+1}(l, r) \quad(\bmod q)
\end{aligned}
$$

Example 23 (Glaisher). Assume that $p$ is prime and $b \geq 1$ is such that $p^{b} \equiv 1(\bmod l)$. Then for $k=p^{b}-1$ and $q=p$ we get

$$
a_{n+p^{b}-1}(l, r) \equiv a_{n}(l, r) \quad(\bmod p) .
$$

In particular, for $l=p-1$ and $b=1$ we get Glaisher's congruence

$$
a_{n+p-1}(p-1, r) \equiv a_{n}(p-1, r) \quad(\bmod p), \quad n>0
$$

Example 24. Assume that $q>1$ is an integer relatively prime to $l \in \mathbb{Z}^{+}$. Let $q=\prod_{s=1}^{t} p_{s}^{\alpha_{s}}$, where $p_{1}, \ldots, p_{t}$ are distinct primes and $\alpha_{s} \in \mathbb{Z}^{+}$. Put

$$
\nu_{l}(q)=L C M\left(p_{1}^{\alpha_{1}-1}\left(p_{1}^{\beta_{1}}-1\right), \ldots, p_{t}^{\alpha_{t}-1}\left(p_{t}^{\beta_{t}}-1\right)\right)
$$

where $\beta_{s}$ is the smallest positive integer with $p_{s}^{\beta_{s}} \equiv 1(\bmod m)$. Then we have [22]

$$
a_{1+\nu_{l}(q)}(l, r) \equiv \begin{cases}1 \quad(\bmod q), & \text { if } r \equiv 0 \quad(\bmod l) \\ -1 \quad(\bmod q), & \text { if } r \equiv 1 \quad(\bmod l) ; \\ 0 \quad(\bmod q), & \text { if } r \equiv s \in\{2, \ldots, l-1\}\end{cases}
$$

Lemma 25. For $n \geq 0$ and $k \in \mathbb{Z}$ we have

1. $b_{2 n}(l, n+k)=b_{2 n}(l, n-k)$,
2. $b_{2 n+1}(l, n+k+1)=-b_{2 n+1}(l, n-k)$.

Proof. The result is obvious for $n=0$, because $b_{0}(l, m)=b_{l}(0,-m)$ and

$$
b_{0}(l, r)= \begin{cases}l, & r=k l \\ 0, & \text { otherwise }\end{cases}
$$

For $n \geq 1$ we get

$$
\begin{aligned}
b_{2 n}(l, n+k) & =\sum_{t=0}^{l-1} \omega^{-t(n+k)}\left(1-\omega^{t}\right)^{2 n}=\sum_{t=0}^{l-1} \omega^{-t(n+k)}\left(1-2 \omega^{t}+\omega^{2 t}\right)^{n} \\
& =\sum_{t=0}^{l-1} \omega^{-t(n+k)}\left(\omega^{t} \bar{\omega}^{t}-2 \omega^{t}+\omega^{2 t}\right)^{n}=\sum_{t=0}^{l-1} \omega^{-t k}\left(\omega^{t}+\bar{\omega}^{t}-2\right)^{n}
\end{aligned}
$$

Since $b_{2 n}(l, n+k) \in \mathbb{Z}$ and $\omega^{t}+\bar{\omega}^{t}-2 \in \mathbb{R}$, so

$$
b_{2 n}(l, n+k)=\overline{b_{l}(2 n, n+k)}=\sum_{t=0}^{l-1} \omega^{t k}\left(\omega^{t}+\bar{\omega}^{t}-2\right)^{n}=b_{2 n}(l, n-k)
$$

By Lemma 21 and just proved formula we get

$$
\begin{aligned}
b_{2 n+1}(l, n+k+1) & =b_{2 n}(l, n+k+1)-b_{2 n}(l, n+k) \\
& =b_{2 n}(l, n-k-1)-b_{2 n}(l, n-k) \\
& =-\left(b_{2 n}(l, n-k)-b_{2 n}(l, n-k-1)\right)=-b_{2 n+1}(l, n-k)
\end{aligned}
$$

so the result follows.
Corollary 26. For $n \geq 0$ we have $b_{n}(l, n)=(-1)^{n} b_{n}(l, 0)$.
Lemma 27. If $l$ is even then $(-1)^{r} b_{n}(l, r)>0$ for $n \geq 0$.
Proof. If $l$ is even then

$$
\begin{aligned}
(-1)^{r} b_{n}(l, r) & =(-1)^{r} l \sum_{s \equiv r}(-1)^{s}\binom{n}{s}=(-1)^{r} l \sum_{s \equiv r} \sum_{(\bmod l)}(-1)^{r}\binom{n}{s} \\
& =l \sum_{s \equiv r} \sum_{(\bmod l)}\binom{n}{s}>0 .
\end{aligned}
$$

Lemma 28. If $l$ is odd and $\frac{n-2 r}{l} \in 2 \mathbb{N}+1$ then $b_{n}(l, r)=0$.

Proof. Assume that $\frac{n-2 r}{l}=2 k+1$. It follows that $n-1$ is even, so by Lemma 25 with $k=r-\frac{n-1}{2}$ we get that

$$
b_{n-1}(l, r)=b_{n-1}(l, n-1-r) .
$$

By Lemma 21 we have

$$
\begin{aligned}
b_{n-1}(l, r-1) & =b_{n-1}(l, n-1-r+(2 r-n)) \\
& =b_{n-1}(l, n-1-r-(2 k+1) l)=b_{n-1}(l, n-1-r)
\end{aligned}
$$

hence by Lemma 25 we get

$$
\begin{aligned}
b_{n}(l, r) & =b_{n-1}(l, r)-b_{n-1}(l, r-1) \\
& =b_{n-1}(l, n-1-r)-b_{n-1}(l, n-1-r)=0
\end{aligned}
$$

We will finish this paper with the result obtained in [17].
Theorem 29. Assume that $l$ is odd. Then for $n \geq l-1$

$$
(-1)^{r} b_{n}(l, r) \begin{cases}=0, & \text { if } \frac{n-2 r}{l} \in 2 \mathbb{N}+1 \\ >0, & \text { if } \frac{n-2 r}{l} \in(4 k-1,4 k+1) \\ <0, & \text { if } \frac{n-2 r}{l} \in(4 k+1,4 k+3)\end{cases}
$$

Proof. We will use the induction with respect to $n$. Let $n=l-1$. Observe that since $l$ is odd hence $\frac{n-2 r}{l}$ cannot be an odd number. By definition

$$
(-1)^{r} b_{l-1}(l, r)=(-1)^{s+r} l\binom{l-1}{s}=(-1)^{s-r} l\binom{l-1}{s}
$$

where $s \in\{0, \ldots, l-1\}$ is such that $s \equiv r(\bmod l)$. If $l$ is odd then $(-1)^{s-r}=(-1)^{\frac{r-s}{l}}$, so

$$
\begin{gathered}
(-1)^{r} b_{l}(l-1, r)>0 \Leftrightarrow \frac{r-s}{l} \in 2 \mathbb{N} \Leftrightarrow\left[\frac{r}{l}\right] \in 2 \mathbb{N} \\
\frac{r}{l} \in[2 m, 2 m+1) \Leftrightarrow \frac{l-1-2 r}{l} \in\left(-4 m-1-\frac{1}{l},-4 m+1-\frac{1}{l}\right]
\end{gathered}
$$

Since $l-1$ is even, so

$$
\frac{l-1-2 r}{l} \notin\left(-4 m-1-\frac{1}{l},-4 m-1+\frac{1}{l}\right),
$$

hence

$$
\frac{l-1-2 r}{l} \in\left(-4 m-1-\frac{1}{l},-4 m+1-\frac{1}{l}\right] \Leftrightarrow \frac{l-1-2 r}{l} \in(-4 m-1,-4 m+1)
$$

Similarly,

$$
\begin{aligned}
(-1)^{r} b_{l-1}(l, r) & <0 \Leftrightarrow \frac{l-1-2 r}{l} \in\left(-4 m+1-\frac{1}{l},-4 m+3-\frac{1}{l}\right] \\
& \Leftrightarrow \frac{l-1-2 r}{l} \in(-4 m+1,-4 m+3),
\end{aligned}
$$

so the result is true for $n=l-1$.
Assume that the conclusion is true for $n-1$. We consider three cases. If $\frac{n-2 r}{l}=2 k+1$ then it follows by Lemma 28 that $b_{n}(l, r)=0$.

Let $\frac{n-2 r}{l} \in(4 k-1,4 k+1)$. Then the numbers

$$
\frac{(n-1)-2(r-1)}{l}=\frac{n-2 r}{l}+\frac{1}{l}, \quad \frac{(n-1)-2 r}{l}=\frac{n-2 r}{l}-\frac{1}{l}
$$

lie in the interval [ $4 k-1,4 k+1]$ and at least one of them is in the interior of $[4 k-1,4 k+1]$. It follows by the inductive step that

$$
(-1)^{r-1} b_{n-1}(l, r-1) \geq 0, \quad(-1)^{r} b_{n-1}(l, r) \geq 0
$$

and at most one of them is an equality. Hence

$$
(-1)^{r} b_{n}(l, r)=(-1)^{r} b_{n-1}(l, r)+(-1)^{r-1} b_{n-1}(l, r-1)>0
$$

In a similar way, for $\frac{n-2 r}{l} \in(4 k+1,4 k+3)$, we get that

$$
(-1)^{r} b_{n}(l, r)=(-1)^{r} b_{n-1}(l, r)+(-1)^{r-1} b_{n-1}(l, r-1)<0 .
$$

Corollary 30. Let $l \geq 2$. Then $b_{n}(l, 0)=0$ if and only if $l$ is odd and $\frac{n}{l} \in 2 \mathbb{N}+1$.
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