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Abstract

Let a(n) = |na| and b(n) = [na?|, where o = 1+—2‘/3 Then a theorem of Kimberling
states that each function f, composed of several a’s and b’s, can be expressed in the
form cia 4 cob — c3, where ¢; and ¢y are consecutive Fibonacci numbers determined
by the numbers of a’s and of b’s composing f and c3 is a nonnegative constant. We
provide generalizations of this theorem to two infinite families of complementary pairs
of Beatty sequences. The particular case involving ‘Narayana’ numbers is examined in
depth. The details reveal that z,, = |a®|a3[ -+ [a3]---]|]|, with n nested pairs of | |,
is a Tth-order linear recurrence, where « is the dominant zero of z® — 22 — 1.

1 Introduction

If o is a positive irrational number, then a(n) = |na] is said to be a Beatty sequence.
A pair of Beatty sequences a(n) = |na| and b(n) = |nfB] is said to be complementary
whenever their ranges form a partition of the positive integers. A famous theorem states
that complementarity occurs if and only if 1/a + 1/ = 1. According to Kimberling [9],
though this theorem was stated as a problem [3], it had appeared even earlier in the book
14, p. 123].

The lower and upper Wythoff sequences, i.e., the sequences a(n) = [na| and b(n) =
|na?], where a = 1+2\/5, are a pair of complementary Beatty sequences. This pair has
often been considered, in part because the positions (a(n),b(n)) are winning positions in

a variant of the game of Nim [21]. Kimberling [8] studied the functions (w(n)),>1, where
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w=1~{0ly0---0l, and each /; is either the a or the b sequence. The following lemma was
proved

Lemma 1. Let a(n) = [na| and b(n) = [na?|, where a = (14 +/5)/2. Then

a*=b—1,
ba =a+b—1,
ab=a+b,
b* = a + 2b,

where {10y stands for {1 o by and 0 for (4.

One of the key facts is that, as o* = o + 1, we have b(n) = a(n) + n, for all integers n.
Here is the principal theorem of Kimberling [8], proved by induction on s using Lemma 1.

Theorem 2. Let w = {1 0ly0---0lg, (s > 1), where each {; is either a or b. Assume x and
y are, respectively, the number of a’s and the number of b’s in w. Then,

w(n) = Fryoy2a(n) + Fippay1b(n) — ey,
where e, = Fyioyr1 —w(1l) > 0 and F, denotes the kth Fibonacci number.

As usual, the Fibonacci sequence (F}) is defined by Fy =0, F; = 1 and Fy0 = Fiy1+ F),
for all integers k. With f* denoting the z-fold composite function fo fo---o f, we state a
corollary from material observed by Kimberling [8].

Corollary 3. We have a® = Fy_sa+F,_1b—F,1+1 and bY = Fy,_sa+F5, 1b. In particular,
(1) = Fayp1.

For each pair a(n) = |na| and b(n) = [nf] of complementary Beatty sequences, we will
always take a to be less than . Then we necessarily have 1 < o <2 < = a/(a —1).

This paper studies two infinite families of pairs of complementary Beatty sequences. Each
of the two families contains the Wythoff pair as its simplest case. For each family, our main
goal is to find a sensible generalization of Theorem 2.

Our investigation begins in Section 2 by looking at the pair of complementary Beatty
sequences (a, 8) = (v/2,2 ++v/2). That is, a(n) = [nv/2] and b(n) = |n(2 ++/2)|. This pair
satisfies the obvious property b(n) = a(n) 4 2n instead of b(n) = a(n) + n for the Wythoff
pair. In Section 3, we study the general pair of complementary Beatty sequences where
b(n) = a(n) +rn, r > 1 any integer. We obtain Theorem 8, a most general theorem.

The second infinite family we study stems from the observation [2] that for all integers
q > 2, the complex polynomial 29 — z9~! — 1 has a simple dominant real zero o, 1 < a < 2,
and the pair (a, ), where § = af, generates a complementary pair of Beatty sequences
(a(n),b(n)). Section 4 studies in detail the case ¢ = 3. Then, of course, /3 is the cube rather
than the square of «, as was the case for the Wythoff pair. Section 5 is a brief section on
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the case ¢ = 4. A sixth section deals with the general case ¢ > 2, where we reach our most
general result, Theorem 32. We believe beginning with particular cases makes the transition
to the general case both more readable and more enjoyable. However, readers can skip
Sections 2 and 5, if they wish. Yet in Sections 2, 4, and 5, we investigate the functions e,
in more detail than in the general cases. For instance, the functions e, studied in Sections
2 and 4 are nonnegative, in contrast to their general counterparts in Theorems 8 and 32.

A subsidiary investigation of the paper is the study of the sequences (0Y(n)),. This
function turns out to be a second-order linear recurrence whose characteristic polynomial
is the minimal polynomial of 5 not just in the Wythoff case, but in all (a(n),a(n) + rn)
cases for r > 1, as shown in the later part of Section 3. Also, Section 4, where a(n) = |an|
and b(n) = [a’n], o® = a? + 1, a > 1, is divided into two subsections, the second of which
studies the behavior of (1) = |a3|a®|- -+ |a3]|---]|], with y nested pairs | |. This sequence
(bY(1)), turns out to be a seventh-order linear recurrence. We find several explicit formulas
for it. Note that the corresponding sequence (a®(1)), is the constant sequence equal to 1 as
|a] =1 for all complementary Beatty pairs.

We now relate our paper to general questions and other work. We begin with the mention
that Stolarsky [19] compiled an extended bibliography of work linked to Beatty sequences
done before 1973. A quite general question is ‘what sort of behavior and structures emerge
from all possible compositions of a given set of functions?’ For a single function this is the
problem of analyzing iteration (e.g., see the comments on b¥(n) above). Here we examine
functions of the form

g(n) = [nai]

(i.e., Beatty sequences), where the «; are algebraic irrationalities. In various cases of interest
we determine the nature of ‘homogeneous’ compositions

91(g2(- -+ (g(n)) - -).

There has also been some study of ‘inhomogeneous’ compositions such as

91(g2(n) + c1n + )

in the Beatty context. See [12], especially formula (1.1.4), and [6], in particular Theorem 1
of §2. Boshernitzan and Fraenkel [5] discussed characteristic properties of functions of the
form

g(n) = [na; + Bi],

but perhaps the study of arbitrarily long compositions of such functions has not been done
in any detail. Fraenkel et al. [7] studied more general combinations of such functions. Cases
in which the most interesting results are found frequently involve numbers « that are real
algebraic integers larger than their conjugates. Even more special are cases in which « is a
Pisot number. For example, the dominant real zero of 2¢—x9-1—1 is a Pisot number for ¢ = 2,
3, and 4. In §4, i.e., in Section 4, we examine in special detail the ‘Narayana case’ ¢ = 3.



Bertin et al. [4] published a general reference book on Pisot numbers and their relatives. In
fact, the Fibonacci (¢ = 2) and Narayana cases involve a dominant zero that comes from the
finite set of ‘special Pisot numbers’. The significance of these numbers appears in various
papers [10, 11, 16]. Smyth [18] provided a definitive complete determination of them. The «
of §5 is also a special Pisot number. In connection with §6 we note that the dominant zero of
P(q,r) = 29 —x% 1 — 1 is not Pisot for ¢ > 6, and that P(5,z) = (z* —z—1)(z* —z+1). Tt
has been noted that a full understanding of the Beatty sequences and Wythoff pairs related
to /5 involves recurrences of degree 4. This is the basic theme of two papers [20, 15]. Here
in §4 we find that the study of Beatty sequences corresponding to the ‘Narayana’ cubic
irrationality (one of the special Pisot numbers) inevitably involves recurrences of degree 7.
See Problems 36 and 37 of Section 7 for precise questions.

Indeed, Section 7, our final section, proposes five problems for further consideration.

By convention, throughout the paper, the sums < @j OF Zf:z a; are zero whenever
k < 1. If « is an irrational real number, then the uniform distribution of the sequence of
fractional parts of the multiples of a, i.e., the sequence ({na}),>1, is a well-known fact that
we occasionally use.

2 The (V2,2 +V?2) case

Thus, we now have a(n) := [na| and b(n) := [nj3], where o = v/2 and 8 = 2 + /2.

Lemma 4. For all integers n > 1, we have

a*(n) = —a(n) + b(n) — d(n)
ba(n) = a(n) 4+ b(n) — d(n)
ab(n) = a(n) + b(n)

b?(n) = a(n) + 3b(n),

where d(n) is the function [v/2{n\/2}] which is either 1 or 2.
Proof. See the proof of the more general Lemma 6 of the next section. O]

Theorem 5. Let w = /{1 0ly0---0/l, (s> 1), where each {; is either a or b. If w has an
even number of a’s, say 2x, and y b’s (x >0, y > 0), then

w(n) = 2%u, a(n) + 2%v, b(n) — e(n), (1)
whereas, if w has 2x + 1 a’s and y b’s, then
w(n) = 2",y a(n) + 2%u, 1 b(n) — e(n), (2)

where in both cases e = e, is some nonnegative integral bounded function of n that depends
on w, and (u,) and (v,) are the recurrences with characteristic polynomial x* — 4x + 2 that
satisfy up =0, ug =1 and vy = 1, vy = 3.



Proof. 1t is easy to verify that

Uy + Vy = Uy Uy = Uy = 20y (3)
Uy + vy = Uyt Uyp1 — 20y—1 = 2uy,.

We may proceed by induction on s. Both (1) and (2) trivially hold for s = 1 with e = 0,

as v_1 = vg = 1/2. Assuming the property holds for some s > 1 and w is a ‘word’ with s

letters, we check the property for wa and wb. There are four cases to treat as the form of

w depends on the parity of the number of a’s in w. If w has 2z a’s and y b’s, then, by the

inductive hypothesis,

wa(n) = w(a(n)) = 2°u, a*(n) + 2°v, bla(n)) - e(a(n)),

for some nonnegative bounded function e. Using Lemma 4 and gathering together the
coefficients of a(n) and b(n), we find that

wa(n) = 2" (v, — uy) a(n) + 2% (uy, +v,) b(n) — e'(n),

with €'(n) = uy1d(n) +e(a(n)). By (3), wa(n) = 2° v, _; a(n) + 2%u,11 b(n) — €/(n), which
is the expected result for the word wa. We proceed in the same manner for wb(n) and obtain

wb(n) = 2% (uy, + vy) a(n) + 2% (uy, + 3v,) b(n) — e(b(n)).

We conclude using the first pair of equations of (3). If w has 2x 4+ 1 a’s and y b’s, then the
inductive hypothesis yields

wa(n) = 2" v, 4 a*(n) + 2%u,4q ba(n) — e(a(n)).

Using Lemma 4, we find that wa(n) = 2% (uy+1 — 2v,_1) a(n) + 2% (uy41 + 2vy—1) b(n) — e’ (n),
where €¢”(n) = 2°(2uy_1 + uy41)d(n) + e(a(n)). Since v_; = vy = 1/2, we see that e” is
nonnegative in all cases. We conclude using the second pair of identities of (3), as w41 —
20,1 = 2u, and uy41 + 2051 = (Uys1 — 20y1) + 4vy_1 = 2(uy + 2v,_1) = 2v,. Finally, we
obtain, in similar fashion, wb(n) = 2% (uy41 + 2vy_1) a(n) + 2% (3uy1 + 2v,—1) b(n) — e(b(n)).
We just saw that w,, + 2v,_1 = 2v,. Moreover,

3uy+1 + 2'Uy,1 = 2uy+1 + 2Uy = Uy+1 + (Uy+1 + 2'Uy) = Uy+1 + Vy+1 = Uy42,

according to the two identities on the first line of (3). O

3 The general (o,a+ 1) case, (r > 1)

We fix an integer » > 1. If § = o + r, then we see that b(n) = a(n) + rn. Solving
(1,2),

1/a+1/(a+ 1) = 1 leads to a® + (r — 2)a —r = 0. Since a € (1,2), we find that
ozzl—l—#. Thus,6:1+—”2'2"4+”andﬁsatisﬁesﬁQ—(r—|—2)6+r:0. Asr? 4+ 4 is

never a perfect square, we note that o and [ are irrational.
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Lemma 6. For all integers n > 1, we have

@(n) = (1= r)a(n) + b(n) — d(n)
ba(n) = a(n) + b(n) — d(n)

ab(n) = a(n) + b(n)

b*(n) = a(n) + (r +1)b(n),

where d(n) is the function [(a+ 1 — 2){na}| whose range is {1,2,...,r}.
Proof. Using o® = (2 — r)a+r and {an} = {fn}, we find that
a’*(n) = lalan]] = [o’n—a{an}| = [ (1 = r)a+ (a+7))n — a{an}]

= (I =r)a(n) +b(n) + [(1 = r){an} + {an} — a{an}]
= (L =r)a(n) +b(n) = [(r = 2+ a){an}].

But the sequence ({an}),>1 is dense in (0,1) and r — 2+ « lies in (r — 1,7), so the range of
dis {1,2,...,r}. Hence, b(a(n)) = |(a+7r)a(n)] = ra(n) +a*(n) = a(n) +b(n) — d(n). Now

ab(n) = |a(a+7r)n—a{(a+7r)n}] = |lan+ (a+7r)n — a{an}]
= a(n) +b(n) + [(2 — a){an}] = a(n) + b(n),
as both 2 — a and {an} lie in the interval (0, 1). Thus,
b’(n) = [(a +r)b(n)| = rb(n) + ab(n) = a(n) + (r + 1)b(n).
]

Define (U2),> and (UF),,>0, respectively, as the fundamental Lucas sequences associated
with (r — a)(z — @) and with (z — 8)(x — ), where @ and 3 are the respective algebraic
conjugates of a and . Thus,

a - (3[ and Uf ﬁ 5
a— 5 - B

(4)

We also define two matrices

1—7r 1 1 1
Ea:( ! 1) and Eb:<1 1—}—7")' (5)

Lemma 7. For all integers x > 0 and y > 0, we find that

. (U, — U U y (U —rU), Up
Fe = ( U U§+TU§‘1) and By = ( vp Ul —ug)

Y



Proof. The characteristic polynomials of F, and Ej are, respectively, the minimal polyno-
mials of o and . Thus, their respective eigenvalues are {«,a} and {3, 5}. Thus, we may
diagonalize the two matrices F, and F} and find that

_ a 0 -1 _ 5 Q -1
Ea—Pa<0 @)Pa and Eb—Pb(O 5>Pb7

a—1 a-—1 1 1
Pa:( 1 1 > and Pb:<5—1 ,8—1)’

as eigenvector matrices. We then simply calculate

T Y
E””:Pa<a O)P‘1 and Egzpb(5 0>Pb‘1,

where we took

a O @x a O By
noting that for = 0 or for y = 0, the expressions in the lemma produce the identity matrix
(é [1)) Indeed, U, = 1/r and U’ = —1/r. -

Theorem 8. Let r > 1 be an integer, « = 1 + —”"2;“4*” and f = a+r. Define a(n) = |an]
and b(n) = |Bn|. Let w = {1 0ly0---0l,,, where {; = a for x > 0 values and {; = b for
the remaining y values of i, 1 <1 < x+y. Then for alln > 1
w(n) = sy ya(n) +t,, b(n) — dy(n), (6)
where
Say = USUY —rU)_ (U = USy) = USUY + U (U2, — 2U2)
T,y Tz Yy y—1\~z z—1 Ty y—1\~z+41 z /) (7)
toy = UpUy + U (U] = ULy = URU) + Uy (U4 = 2U),

(U2) and (UJ) were defined in (4) and d,, is an integral and bounded function of n that
depends on w.

Proof. Suppose w(n) = sy,a(n) + t,b(n) — dy,(n), where s, and t,, are integers that do not
depend on n and d,, is an integral and bounded function of n. Then, by Lemma 6, we find
that

wa(n) = ((1 = r)sy + ty)a(n) + (su + tw)b(n) — dya(n),
wb(n) = (su + tw)a(n) + (sw + (r + 1)ty)b(n) — dys(n),

(8)

where dy(n) = (S + tw)da2(n) + dy(a(n)) and dyp(n) = dy(b(n)). Thus we see from (8)

that
Sw\ _ [ Swa . Sw _ Swb
me (i) = () e (2) - ()
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where the matrices E, and Ej, were defined in (5).

An easy induction on x + y shows that for all words w with z letters a and y letters b
and all n > 1, 0 < o*fYn — w(n) < Y. Indeed, if £ = a or b and ¢(n) = |An], then
0 < a”p¥(n) — wl(n) < B by the inductive hypothesis. But ¢(n) = An — {A\n}, so
0 < a®BYAn — wl(n) < %Y + a”BY{An} < 28%TY < poHvHl as B > 2 > a. Therefore,
using the triangle inequality, we find that |w(n) — wo(n)| < 28*TY for all w satisfying the
hypotheses of the theorem and all n > 1, where wy = a®0¥. Thus, it suffices to prove the

theorem for the function w = wy. Since b = 0-a + 1 -b, we can find the vector (iw) by
0

1

1 /0 T L U U’
x py—1 — 41 x T y—
Eﬂb(o ( ve w+d@)(w—m&)

Ueus + Ul (U2, —2U2)

— T

‘(w%+%@ﬂ@—%n)

computing the matrix product EgEé’_l < > By Lemma 7,

The other expressions for s,, and t,, in (7) are obtained using the relations Ug,, = (2 —
r)US +rUg , and (2 +r)UJ — rUff1 = yﬁﬂ, respectively. Our derivation assumed y > 1.
However, it is easy to check that putting y = 0 in (7) yields (iz,o) = (Ux Y ”1), which

x,0 x—1

equals F*1 (é) = <i“z>, by Lemma 7. O

Remark 9. The functions s, , and ¢, , are integral linear recurrences in x with characteristic
polynomial the minimal polynomial of & when y is fixed, and linear recurrences in y with
characteristic polynomial the minimal polynomial of § when x is fixed.

Remark 10. One can easily recover s, , and t,, when r = 1 or r = 2 obtained in Theorems
2 and 5. For instance, if r = 1, then UY = F, and Uf = Fyy 80 85 = FyuFoy + Foy o(Fpyq —
2F,) = F,Fo — F,_oF5, 5. Tosee that F,Fy, — F, oF5, o = Fy19, o, it is enough to observe
that both sides of the equation are linear recurrences satisfying the Fibonacci recursion once
y is fixed. Thus, we are left with verifying equality, say, at x =0 and = = 1.

Remark 11. In contrast with to the cases r = 1 or r = 2, the functions d,,(n) in (6) are not
necessarily always nonnegative when r > 3. For instance, for r = 3,

do3(n) = [(a + ){aa(n)}] — [(a + 1){na}],
which is —1 for n = 6.

In the Wythoff case, as we can see from Corollary 3, the sequences (bY(n)), for a fixed
integer n > 1 are all second-order recurrences with characteristic polynomial the minimal
polynomial of # = o+ 1. The next two corollaries show this phenomenon holds for all pairs
of Beatty sequences stemming from a pair (o, +7), (r > 1).
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Corollary 12. For all y > 0 and alln > 1, we find that
bY(n) = uya(n) + v,b(n),

where (u,) and (v,) are both second-order linear recurrences with characteristic polynomial
22 — (r+2)x +r and initial values uy =0, ug =1 and vy = 1, vy = r + 1.

Proof. We saw in (8) that dy,(n) = dy(b(n)). But for w = b, d, = 0. Hence, we see
inductively that dyy = 0, for all y > 1. Therefore, by Theorem 8, we get

W(n) = U a(n) + (U = UJ_,)b(n).

Both Uf_l and Uf —Uyﬁ_1 are linear recurrences with characteristic polynomial x?—(r+2)z+r,
the minimal polynomial of 3, and their initial conditions are those indicated. For y = 0,
bY(n) = n and

UY ja(n) + (UZ = UJ_)b(n) = U’ (a(n) — b(n)) = —r~'(—rn) = n.
L]

Corollary 13. Given n > 1, the sequence (bY(n)), is linear recurrent with characteristic
polynomial the minimal polynomial of 8, namely x* — (r 4+ 2)x +r. In particular, (bY(1)), =
vy+1, where the sequence (v,) was defined in the statement of Corollary 12.

Proof. By Corollary 12, once n is fixed, b¥(n) is a linear combination of u, and v,. Moreover,
(1) = a(l)uy, + b(1)v, = [afuy, + [Blvy = uy + (r + 1)v, = vy41, since o € (1,2) implies
pge(r+1,r+2). O

For future reference, we give a direct proof of Corollary 13.

Proof. Put v, = b¥(n). Then

Vy+2 = LBQVQ — B8{Byy}] = [(r +2)Bvy — rv, — B{Br,}]
= (r+ 2y — 1y + [(r+2 = 8){Bry}] = (r + 2)vy1 — 11y,

since, as 5 € (r + 1,7 4 2), it follows that r +2 — 5 is in (0, 1). O

4 The Narayana case

Here we consider a(n) := |an] and b(n) := |a®n], where o = 1.46557 is the dominant zero

of 3 — 2% — 1. Note that we do have 1/a +1/a® = 1.

The Narayana sequence (Ny)g>o is the fundamental recurrence with characteristic poly-
nomial 23 —2? — 1, i.e., with initial values 0, 0, 1. This sequence was used in the 14th century
to model the population growth of a herd of cows [1]. Its OEIS number [17] is A078012.
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4.1 General results

Lemma 14. For all integers n > 1, we have

a’(n) = b(n) —n — ey (n)

ba(n) = a(n) + b(n) — es(n)

ab(n) = a(n) 4+ b(n) — es(n)

b?(n) = a(n) + 3b(n) —n — e4(n),

where the ranges of e; and ey are, respectively, {0,1,2} and {0,1,2,3}, and the ranges of e
and ey are both {0,1}.

3

Proof. Since o = a? + 1, we see that

a’(n) = |alan]] = [a*n — a{an}| = |&®n — afan}]| —n
= |le®n] + {®n} — afan}| —n =b(n) — n + |{a*n} — a{an}].

Clearly —2 < —a < —a{an} < {a®n} — a{an} < {a?n} < 1, which explains that e;(n) is
either 0, 1 or 2. Similarly, ba(n) = |a®|an|] = |a?|an]+ |an]| = a(n)+|a®*n—a*{an}| =
a(n) +b(n) + [{a*n} — a*{an}|. Note that a?® > 2, so ey(n) is potentially equal to 3. Also,

ab(n) = |a(a®n — {’n})| = [(a® + a)n — a{a’n}]

a(n) +b(n) + [{a’n} + {an} — a{a’n}] = a(n) + b(n) + [{an} + (1 — a){a’n}].

Noting that (1 — a){a?n} € (—1,0) explains the range of e3. Finally, as af = 3a® + a — 1,
we see that

b’(n) = [a*(a’n — {a’n})| = —n + [3a’n + an — o*{a’n}]
= a(n) +3b(n) — n+ [ (3 — a®){a’n} + {an}].
Noting that (3 — a?®){a?n} € (—1,0) explains the range of e,. O

It might be worth listing the exact expressions of the functions e; found in the above
proof. Namely,

e1(n) = [a{an} — {a®n}]

es(n) = [a?*{an} — {a*n}]

(o = Dfa’n} — {an}]
(® —3){a*n} — {an}].

We observe that all values in the various ranges of the e;’s are attained for some n. For
instance, es(n) takes on the value 3, though only three times in the interval [1,500].

=
=
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Theorem 15. Let w = ¢y oly0---0/l,, (s > 1), where each {; is either a or b. Assume x
and y are, respectively, the number of a’s and the number of b’s in w. Then,

w(n) = Nx+3y—2 CI,(TL) + Nx+3y b(n) - Na:+3y—3 n—=E€Ey (TL), (9)

where e, is a nonnegative bounded integral function of n that depends on w and satisfies
ew < 3pN, with p = x + 3y.

Proof. The proof is by induction on ¢ > 1 and analogous to that of Theorem 26, albeit
less demanding, and also subsumed by the proof presented in Theorem 32. We only outline
the bounds on e, that Theorems 26, or 32, do not address. Assume w(n) satisfies (9) with
p =z + 3y. Computing w(a(n)) with the expressions of a*(n) and b(a(n)) from Lemma 14,
we find

w(a(n)) = Npt1)-2a(n) + Npi1b(n) = Nipiay-sn = ewa(n),
where e,,(n) = Np_2e1(n) + Npea(n) + e, (a(n)). Since 0 < e; <2 and 0 < ey < 3 according
to Lemma 14, we deduce, with the inductive hypothesis, that
0 < ewe(n) <2N,_2+ 3N, +3pN, < N, +2N,11 +3pN, < 3Npi1 +3pNpp1 = 3(p+ 1) Npt1.

Similarly, eus(n) = es(n)Ny—a + e3(n)N, + e,(b(n)). Clearly eyup(n) < Nypiy + 3pN, <
3(p+3)N,yi3. Note that N_; = 1 50 ey, and e, are both nonnegative even when p =1. [

The upper bound on the function e, (n) can be substantially reduced for some subfamilies
of sequences as the corollary below shows.

Corollary 16. We have b¥(n) = N3y_oa(n)+ N3,b(n) — N3,_sn—e,(n) where 0 < e (n) <
Ngy_g.

Proof. Theorem 15 gives that 0¥(n) = Ns,_sa(n) + Ns,b(n) — Nsy_gn — e, (n) for some
nonnegative bounded function e(,). Thus,

b+ (n) = 0¥ (b(n)) = Ngy—2a(b(n)) + Nayb*(n) — Ngy—sb(n) — ey (b(n)),

which, using Lemma 14 and the Narayana recursion N, + N,,_o = N, 1, yields b¥*1(n) =
Niyi1a(n) + N3y 3b(n) — Nayn— Nsyeq(n) —eq,)(b(n)). On the other hand, we have b (n) =
Nsyi1a(n)+ Nsyy3b(n) — Nayn—eq1y(n). Therefore, ey 1y(n) = Nayea(n)+eq)(b(n)). Thus,
el (n) — ) (b(n)) < Na,. Hence,

e (b(n)) — e(y_l)(bz(n)) < N3y_3,... ,e(g)(byfl(n)) —em(0Y(n)) < Ns.

But ey = 0, so adding those inequalities yields e, 41)(n) < >°7 | N3;. An easy induction
shows »"Y | N3, = N3,.q, which terminates our proof. O
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We are curious to know whether the sequences (bY(n)),, for fixed n, are linear recurrences
as Corollaries 12 and 13 showed it is the case when £ is of the form = o+ r, r an integer.
Clearly, this will hold iff the sequences (e(y)(n)), of Corollary 16 are linear recurrences. The
next subsection proves this is true when n = 1. However, before jumping to this next
subsection, we fix an n > 1, set 7, := 0Y(n) and mimic the second proof of Corollary 13 to
establish that (7,), if not a linear recurrence, is nearly one, and with characteristic polynomial
the minimal polynomial z® — 42% + 3z — 1 of A := o®. (See Lemma 18.)

Lemma 17. The sequence (1,),>0 satisfies the relation
Tyss — 4Typo + 37,01 — 7, = &, where & = | (4 — A){An, 1} — ATHAT}, (y > 0).
Proof. Using A% — 4A% +3A — 1 =0, we find that

Ty+s = [ATyra] = [47y12 + (A — 4)[ATy11] |
=410+ [(A— ATy + (4 — A){ATy .

But A2 —4A = -3+ A"'so 143 =472 — 31y11 + A (AT, — {A7,}) + (4 — A){A7 11},
which leads to the relation the lemma claims. ]

We see that &, is either 0 or —1 because 4 — A = 0.8521 and A~' = 0.3176, and seems
more likely to be 0 than —1.

4.2 The sequence (V/(1)), = |&®|a®| -+ || ---]]]
In this subsection, we write 7, for v¥(1), A for o and we define o, as the function

[(3y—14)/12]
Oy = Ngyi3 — Z N3y _14-12%- (10)
k=0

We intend to prove that o, is a linear recurrence with characteristic polynomial equal
to 2* — 1 times the minimal polynomial of A. This will give us a closed form for o, from
which we can see that o,1 = |a®0,] for y > 20. Induction will then yield the equality of
the sequences (o,) and (7). The expression in (10) was found experimentally to match the
first values of 7,. Using PARI, we then had checked the coincidence of 7, and o, for all y,
0 <y <199.

Lemma 18. For any fized integer t, the sequence (Nsyit), 1S a third-order recurrence with
characteristic polynomial 3 — 42 + 3z — 1.

Proof. Tt suffices to verify that ® — 42? + 32 — 1 = (z — o®)(z — 8%)(x — 43), where
and v are, besides o, the two other zeros of 3 — 22 — 1. Note that a + 38+~ = 1,
aff + ay+ By = 0 and afy = 1. Thus, putting V,, = o™ + " + 7", we find that Vy = 3,
Vi=1,V, = V2 —=2B +ay+ By) = 1. Hence, V3 = V4, + 1V = 4. Now writing

12



W, for (af)™ + (ay)™ + (Bv)™, we see that (W,)’s characteristic polynomial is z* — 0z? +
afy(a+ B+ v)r —1 = a® + x — 1. Therefore, W3 = —W; + W,y = 3 and, consequently,
(x —a3)(x = B3)(x —73) =23 — Vao? + War — 1 = 2% — 42® + 3x — 1, as we claimed.  [J

Lemma 19. The sequence (0,),>0 satisfies the recursion

0, ify=0,10r2 (mod 4);

Oyis — 4Uy+2 + 30y+1 — Oy = &y, where Ey = {_1 ify =3 (mod 4)

In particular, (0,) is a seventh-order recurrence with characteristic polynomial (z* —1)(z3 —
4a* + 3z — 1).

Proof. Define V,, as 0,45 — 40,42+ 30,41 — 0, for all y. By (10) and Lemma 18, we see that

[(3y—5)/12] L[(3y—8)/12]
~V, = Z Nay—5_12 — 4 Z Ny—s-12k
(11)
L(3y 11)/12] L(3y 14)/12J

+3 Z N3y 11-12% — Z N3y 1412k
k=0

By Lemma 18, if all four sums in the expression of —V,, above have the same number of
terms, then V, = 0. If Z designates the set of all intervals .J such that J C [m,m + 1), for
some integer m, then those four sums will all have 1 + |(3y — 14)/12] terms iff the interval
[(3y — 14)/12,(3y — 5)/12] € Z. Putting y = 40+ r, 0 < r < 3, we see that

[(3y — 14)/12, (3y — 5)/12] € T iff [(3r — 14)/12, (3r — 5)/12] € T,

which occurs iff r = 1. Suppose y = 4¢. Then [(3y — 5)/12] = [(3y — 8)/12| = |(3y —
11)/12] = ¢ — 1 and [(3y — 14)/12] = ¢ — 2. Thus, using Lemma 18, we obtain that
—Vy = N3y 5-1200-1) — 4N3ys_1200-1) + 3N3y_11-1200-1) = N7 — 4N4+3N1 =4-4+0=0.
Thus Vie = 0 as well. Assume now y = 4/+2. Then the first sum, i.e. Zk (3y—5)/12] Niy 519k

(11) contains one more term than the three others. Hence, as [(3y — 5)/12J = (, we see
that —V, = Nsy_5_12¢ = Ny = 0. Finally, suppose y = 4¢ + 3. Then |(3y — 5)/12] =
[(3y —8)/12] = ¢, while [ (3y — 11)/12] = [(3y — 14)/12] = £ — 1. Thus, —V, = Ny,_5_12 —
4N3y_g 120 = Ny — 4N; = 1. Hence, Vi3 = —1, which ends the proof. O

Since (o) is a seventh-order recurrence with the zeros of its characteristic polynomial all
identified, namely o2, 83, ¥* and all complex fourth roots of unity, we solved a 7 x 7 linear
system and got a closed-form expression for o,. We found o, = I,, + r,,, where

Iy = <2N3y + 103N3y+1 + 100N3y+2)
1 (1) 3i+2, 3i-2,
Ty =77 - v (=),
4 36 92 52

13



and 7 = /—1.

We may observe that o®I, — I,,11 can be made arbitrarily small, for all large enough y’s.
Indeed, for ¢ a fixed integer, N3, is a linear combination of o, 3% and 7. But, as the
absolute values of g and v are smaller than one, oz3N3y+t — N3y 34+ tends to 0 as y tends to
infinity. The next lemma quantifies this observation.

Lemma 20. We have |E,| < 6-107° for all y > 20, where E, := oI, — I,
Proof. For all n > 0, we have the closed-form expression
an

)t W(fi;))’

where [’ is the derivative of f(z) = 2% — 2 — 1 and Re(z) stands for the real part of a
complex z. Therefore, for t =0, 1 or 2,

3y+t 3y+3+t 3y
&’ Ny st — Nayise] < [20°Re (ﬁ—) — 2R (6 )} < 3a® 5™

N, =

J'(B) 1f(B)]
Hence,
2+1034+100 3a3
31, — I, < . B8] < 5.6 W,
|Oé Y y+1| = 117 |f,(6)| |B| X |ﬁ‘
Since |3] < 1 and 5.6 x |3]%° = 0.0000581 - - - , the lemma follows. O

We are ready to prove that the two sequences are identical.
Theorem 21. For ally >0, 7, = 0y.

Proof. 1t is easy to check that r, defined in (12) is of period 4 and that

17, ify=0 (mod 4);

1 46, ify=1 (mod 4);
TT7 Y35, ify=2 (mod 4);
19, ify=3 (mod 4).

(Thus, 7y 4 rys1 + Tyr2 +ryes = 1 for all y > 0.)
We will need the differences Ar, —r,,; for all y’s so we compute them to three significant
digits

17A — 46 0.064, ify=0 (mod 4);
46A — . ify=1 d 4);
Ary =1y = 11771 6 35 . )0.938, 1 y (mod 4); (13)
35A — 19 0.779, ify=2 (mod 4);
19A — 17 0.366, ify= (mod 4)

14



Let y > 20 be an integer. We suppose that 7, = oy for all £’s, 0 < k <y, and proceed
by induction. Thus, we need to show that 7,41 = oy4;. Using our inductive hypothesis,
we see that Ar, = Ao, = Al, + Ar, = I,,1 + E, + Ary, = (0ys1 — 1y11) + £, + Ary,.
That is, Ar, = oy41 + (Ary — 1y41 + E,). By Lemma 20, |E,| < 6-107° and, by (13),
6-1075 < Ar, —ryy1 <1—6-107°. Therefore, 0 < Ar, — 1,41+ E, <1 and |A7,| = 041.
Since, by definition, 7,41 = [ A7, |, the inductive step is proved. As mentioned earlier the
induction is well grounded as we checked that 7, = oy, for all k, 0 < k < 199. O

Remark 22. The four values of o®r, — 7,1 in (13) are the limit values, rounded to three
decimals, of the fractional parts of a7, as y increases. In fact, we found that for y = 20, 21,
22 and 23, those values are already, to three significant digits, equal to 0.064, 0.938, 0.779
and 0.366, respectively.

With ¢, and ¢, respectively, defined in Lemmas 17 and 19, we obtain the corollary
Corollary 23. For all y > 0, we find that &, = ¢,, i.e.,

N 0P| = 0, ify=0,10r2 (mod4);
(4= a*)a'rn} — o™ y}J—{_L A

And, in return, we also have an expression for the remainder function e, (1) of Corollary
16.

Corollary 24. For all y > 0,

[(3y—14)/12]
ew(l) = Z Nay—14-12%-
k=0

Proof. From Corollary 16, b¥(1) = a(1)Nsy_o + b(1) N3y, — N3,—3 — e (1). But a(1)Nz,_o +
b(1)N3y — N3y_3 = N3y_o 4+ 3N3y — N3y_3 = N3yiq + N3y + N3y_1 = N3yio + N3y = Nayps.
Comparing with the expression of ¢, in (10) yields the corollary since o, = 7, = ¥(1). O

5 The (a,a) case with o' —a®? - 1=0, a > 1

Here « is the dominant zero of x* — 23 — 1. We find that o = 1.38028. Thus, a(n) = |[na|
and b(n) = |[na*]. We denote the fundamental sequence associated with z* — 23 — 1 as
H = (Hk)kZO- That iS, HO = Hl = H2 =0 and H3 = 1 with Hn+4 = Hn+3 + Hn, for all
integers n. This is sequence A017898 in the OEIS [17].

Lemma 25. For all integers n > 1, we have

@*(n) = b{n) —n— | =] —ei(n)

ba(n) = a(n) + b(n) — ez(n)
ab(n) = a(n) 4+ b(n) — es(n)
B(n) = a(n) + 4b(n) — 20 — [ =] + e(n),

15
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where the four e;’s are bounded integral functions of n with ranges {0,1,2,3} for ey and e,

{0,1} for e and {—1,0,1} for e,.
In fact,

(n) = [{=} +afan} — {a’n}]
ex(n) = [a*{an} - {a"n}],

(n) = [(@ = D{a’n} — {an}]

(n) = [(4 = a"){a’n} + {an} — {=}],

The least value of n for which e;(n) = 3 is 113. The least n with es(n) =1 is 47.
We omit the proof of Lemma 25 as it is similar in spirit to that of Lemma 14.

Theorem 26. Let w = {4 0ly0---0/l, (s > 1), where each {; is either a or b. Assume x
and y are, respectively, the number of a’s and the number of b’s in w. Then w(n) equals

n
Hyygy2a(n) + Hyyayi16(n) — (Hoqay—3 + Hogaya)n — Heyay 3 bJ +e(n),

where e is a bounded integral function of n.

Proof. We carry out an inductive proof on the number of letters ¢ in the word w. By running
the recursion defining the sequence H backwards, we find that H 3 = H o =0and H_; = 1.
Thus we easily check the result when ¢ = 1 and, using Lemma 25, for / = 2. Assuming w is
a word with ¢ > 2 letters and the theorem holds for such words, we show the theorem still
holds for wa and wb.

The inductive hypothesis gives that

wa(n) = Hyiay20*(n) + Hepayir ba(n)

— (Haeta Hovay-2)a(0) = Hra| "2 4 efato).

Note that La(j)J = [n — %J =n — 1. So using Lemma 25 and regrouping terms we obtain

’LUG(?”L) = (Hx+4y+1 - Hx+4y73 - Hx+4y74) OJ(n) + (Hx+4y72 + Hx+4y+1) b(n)

n
~ (Hasayea t Hovayan = Hovya| 2| 40,

where €' (n) = Hyiay—3 — Hypay—o€1(n) + Hypayy1e2(n) + e(a(n)).

But Hyyayy1r — Hoqay—3 — Hypyays = Hygny — Hyyyy g = Hypny 1 = Hipy1)4ay—2 and
Hyayo+ Hyyayr1 = Hyjayro = Hizy1)4ay41. Therefore, wa(n) has the form claimed in the
theorem.

16



Also by the inductive hypothesis,
wb(n) = Hyppay—sab(n) + Hypayi b°(n)

~ (Hasayea t Hevay) W) = Husaya| "2 | 4 (o),

][]

But (1 —1/a){a'n} € (0,1) so |b(n)/a] = b(n) —n.
Using Lemma 25, the identity |b(n)/«] = b(n) —n, and regrouping like-terms, we obtain

Note that

wb(n) = (Hpyay—2 + Heyayr1)a(n)
+ (Hx+4y—2 + 4Hx+4y+1 - 2Haz+4y—3 - Hx+4y—4)b(n)

n
— (2Hpyay1 — Hoqay 3)n — Hepayn {EJ + €’ (n),

where €”(n) = Hyyay—2€2(n) + Hytayr1ea(n) +e(b(n)) is an integral and bounded function of
n. Using the recursion for H, we obtain the expected coefficients for a(n), b(n), n and |2 ].
For the coefficient of b(n), put t =  + 4y + 1. Then we check that Hy 4y = 4H, + H;— 3 —
2Hy 4y — Hy 5. 1t holds iftf H;y3 =3H, + H;,_3 —2H; 4, — H; 5. But

Hys=Ho+H =Hnw+H 1+H o=H+H 1+ H o+ H; 3.

Thus, the identity to prove holds iff H,  + H;_o = 2H, — 2H; 4 — H;_5. But the latter is
true as Ht — Ht74 = Ht,1 and 2Ht71 — Ht75 = Ht,1 -+ Ht,Q.
m

6 The general case (a,af), (¢ > 2)
(

Let ¢ > 2 be an integer. The polynomial f(z) := 29 — 297" — 1 possesses a simple dominant
real zero @ > 1 [2, Lemma 3|. Here, a(n) = [na| and b(n) = |na?|. We denote the
fundamental sequence associated with f(z) as G = (Gi)r>o. That is, Gy = G; = -+ =
Gq_g =0 and Gq_l = Gq == Ggq_g =1 as Gt+q = Gt+q_1 + Gt.

Lemma 27. Let 0 be a zero of x4 — 2971 — 1. Then, for all integers n > m, we find that

z”: 0" =gt — gmrat

i=m

Proof. Summing the geometric series Y ;6" yields the expression anl__lem. But "t =

grtatl — gnta — gnta(g — 1) and 6™ = g9 — 1). U
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Lemma 28. For all integers n > 1, we have

a’*(n) =b(n) —n — {SJ — = {QS—SJ +O(1),
ba(n) = a(n) + b(n) + O(1),
ab(n) = a(n) + b(n) + O(1),
(o) = alo) + bl ~ 020 = (0= 3)| 5| == | 25|+ o),
Proof. By Lemma 27, Y% o~ = Z'(i]:qu a' = a? — a?. Hence,
a*(n) = |a*n — a{an}] = |ain — Z_: % —afan}|
= b))+ 00,

Now ab(n) = [a?|an]| = [ (a4 +1)(an—{an})] = a(n)+b(n)+O(1). A similar expansion
also ylelds our claim for ba(n). The expression for v*(n) will hold if a*? = a+ga?— Sl
S 2a — ... —a0 Thatis, if a® = a + qga? — 3:3 S a'. Now, using Lemma 27

) 1=3+j—q
twice, we obtain

q—3

NURES DD D ST T y My
Jj=01i=3+j—¢q j=0
= o+ 204 + (a2q71 o aq+1> _ _(aq+1 —aof = a) + (Qq + 042(171)

=0+ a*
]

Remark 29. The third bounded function O(1) in the identity ab(n) = a(n) + b(n) + O(1) is
| (1 —a){ain} + {an}], so it is either 0 or —1.

Lemma 30. Let n > m be integers. Then

Z Gi=Ghig— g1

Proof. The derivative of f(z) only has 0 and (¢—1)/q as zeros. Since neither 0, nor (¢—1)/q
is a zero of f, the zeros 0y, ...,0, of f(z) are simple. Thus, G} is a linear combination of the
0i,t =1,...,q. Hence, the lemma is a direct consequence of Lemma 27. O
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Corollary 31. Letp>1,q>3 and 0 < 5 < q— 3 be integers. Then

Y Gpi=Ghgs— Gy

3<i<g—j
Proof. We note that 23<Z<q Gy ZZ _p+j_q Gi and apply Lemma 30. O

Theorem 32. Let w be a composite function of some a’s and b’s. Putting p = x + qy, where
x and y are, respectively, the number of a’s and the number of b’s in w, we find that, for all
n>1,

() = Gyraaln) + Gy atln) — 3 o] 2]+ o), (14

0<j<q—3

where ¢; = Zggigq—j Gp_i, or alternatively ¢; = Gprg—3 — Gpij1.

Proof. Note that for ¢ = 2, the sum 7., 5¢;j|n/a’] is empty and equals 0 by convention.
Hence, in that case, the theorem is implied by Theorem 2. Thus, assume ¢ > 3. Observe
that, by Corollary 31, Z?@Sq_j Gp—i = Gpirg—3 — Gpyj—1. We may proceed by induction on
x + 1y as was done in Theorems 2, 5, 15 and 26. One checks the result for x +y = 1 directly.
For instance, if w = a, then taking the function O(1) to be the null function and noting that
G_y=1and G_; =0,2 <i<qg—1, we find that all coefficients ¢; of (14) are zero so that
G_1a(n) + G,—2b(n) — 0+ 0 is indeed a(n).

Now suppose (14) holds for some w with = +y > 1 letters. Replacing n by a(n) in (14),
using Lemma 28 to express a?(n) and ba(n) and filling in some constant terms into the O(1)
term, we find that

wa(n) = Gy <b(n) -y {%D + Ghrgs(a(n) + b(n))

0<j<q=3

- Y (Gras = Gr) |2 ot

0<j<q—3

(15)

The coefficient of b(n) is Gp—o + Gprg—3 = Gpig—2 = G(pt1)+q—3, While that of a(n) is
Gpig—s — (Gpiq—s — Gp_1) = Gpy1)—2, as expected. Since [n/a?™'| — |a(n)/a?] is 0 or 1 for
all j > 1, the remaining terms are

~Gyps Y {%J — > (Gpigs—Gpij) L;L J+O( ).

1<j<q-3

But Zlgqu% (Gerq,g — Gpﬂ-,l) Ln/aj_lj = Zogqule (Gp+q73 — Gpﬂ-) |n/a?|, so we see
that the coefficient ¢j(wa) of —|n/a? | in wa(n) is, for 0 < j < g — 4, equal to

(G2 + Gpig-3) = Gpij = Gprg2 = Gpij = Gpinyrg-3 = G-t
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while ¢,_3(wa) = Gp—a = G(p41)-3, as expected.
Similarly, we expand wb(n), expressing ab(n) and b*(n) with Lemma 28, to find that
wb(n) may be written as

Gaa(m) + () + Gpegeaalm) + g b(n) - PINEE =)
= Y (Gpigs = Gpyja) Vé—?)J +0(1). (16)

0<j<q-3

The coefficient of a(n), Gp—o + Gpiq—3, is, as expected, equal to G,iq)—2. Given j between
1 and ¢ — 3, and noting that

aln= (o™ —an=(a" -’ —an=---=@™ - —ad ' —-.. —a)n,

we see that, for all 7 > 0,

VS?J:W— > {%Jﬂ?(l). (17)

0<k<j—1

Therefore the (natural) coefficient of b(n) in wb(n) is

Gp—2 +4q Gp+q—3 - Z (Gp—l—q—?: - Gp+j—1)

0<j<qg—3
= Gp*2 + 2Gp+q73 + Z prlJrj
0<j<q—3
= Gy +2Gpyq-3 + (Gpo142¢—3 — Gpiqg—2) (18)

= 2Gp+q—3 + Gp+2q—4 - (Gp+q—2 - Gp—2)

= Gp+q—3 + Gp+2q—3 - Gp+q—3 = Gp+2q—37

as expected, where in (18) we used Corollary 31.
By (16) and (17), the coefficient ¢ (wbd) is

(¢ —2—k)Gpig-3 — Z (Gpg—3 — Gprj1)

k+1<j<q-3
q—3
= (q —2—-k—(¢—-3~- k))Gp—l—q—S + Z Gp14;
j=k+1
= (Gprg—3 + Gpi2g—1) — Gpigr— (19)
= Giprora-3 = Goroyrh-1,
which is what we intended to prove. Again, in (19), we used Corollary 31. ]
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Remark 33. The basis functions a(n), b(n), and the | 2 |, used to express w(n) in Theorem
32, are all integral, and so are their coefficients, but there is no uniqueness in this property.
Other choices could have been made. For instance, in Lemma 28, we could have chosen to
express a*(n) as a(n) + =5 | —e(n), where e(n) = [(a—1){an} —{n/a??}] € {0,1}. Had
we made this choice for a?(n), the general expression of b%(n), when ¢ = 3, in Corollary 16,
would have taken the form b¥(n) = (N3y—1 + N3y—¢)a(n) + N3y_1b(n) + N3y_s|n/a] + O(1).

7 Problems for future research

We provide some ideas for further investigation. These ideas only reflect how we see things
at the moment and are probably more a measure of our ignorance than anything else.

Problem 34. Find other pairs of complementary Beatty sequences, preferably infinite fam-
ilies of such pairs (a,(n),bs(n)), and discover theorems comparable to Theorems 8 and 32
that express a word in as and by as nearly a linear combination of as and b;.

(The referee pointed out the polynomials #¢—29"*—x—1 for ¢ > 3. Each such polynomial
2, Lemma 3] has a simple dominant zero a. In fact, for ¢ = 3, « is a cubic Pisot number
that can play a fundamental role in the construction of Rauzy fractals [13].)

The secondary question tackled in this paper of whether the sequences (b¥(n)), are linear
recurrences leads to a simple fundamental problem.

Problem 35. Let a > 1 be, say, a real algebraic integer of minimal polynomial P. Put
f(n) := |an]. Fix an integer n > 1 and define, for y a positive integer, u, as f¥(n), where
fY is the y-fold composite function fo---o f.

1. Characterize those algebraic integers « for which the sequence (uy,), is a linear recur-
rence of characteristic polynomial P for all choices of n.

2. Characterize those algebraic integers o for which the sequence (uy,), is a linear recur-
rence for all choices of n. Is it necessarily true that the characteristic polynomial of (u,)
must be a multiple of P? Or that it must be of the form (z" — 1)P for some h > 07

3. Suppose (uy), is a linear recurrence for n = 1. Does it follow that it is linear recurrent
for all choices of n? If so, would there always be an annihilating polynomial common to all
(uy) for all values of n > 1?7 How often would that common polynomial turn out to be the
characteristic polynomial of (u,) when n = 17

Given a pair of complementary Beatty sequences (a,b), write A and B for the respective
ranges of the functions a and b. For the Wythoff pair (a,b), we saw that 0Y(1) = Fyyyq.
Stolarsky [20, p. 441] observed that for all y > 1, the pair V, = (F},, Fp,11) belongs to
A x B and that the vectors V|, satisfy the second-order recursion V1o = 3V, 11 — V.. Note
that V, = ([Foy_1a), [Foy-10?]) = (ab’"'(1),0¥(1)). More generally, the vectors V, =
(abv=1(1),b¥(1)) satisfy the same second-order recurrence as (b¥(1)), for all Beatty pairs of
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Section 3, where § = a + 7, » > 1. Indeed, by Corollary 13, (Y(1)), is a second-order
recurrence, and one easily sees that ab?~'(1) = (1) — 76¥"'(1). In the Narayana case, we
saw that (0Y(1)), satisfies a 7Tth-order linear recurrence and it does seem experimentally that
the vectors (ab¥~'(1),b%(1)), all in Ax B, satisfy the same 7th-order recursion. These various
instances of the same phenomenon raise another problem

Problem 36. Characterize pairs of complementary Beatty sequences (a,b) such that the
vectors V), := (ab’"*(1),b¥(1)) satisfy a linear recurrence relation.

In the Wythoff context, Stolarsky [20] discovered a sequence of vectors in A x B which
satisfy a fourth-order linear recurrence with characteristic polynomial 2% —102®+162% —52—1
coprime to 2% — 3z + 1. Later, Ridley [15] found infinitely many sequences of Wythoff
pairs that satisfy fourth-order linear recurrences, one being a recurrence with characteristic
polynomial z* — 23 — 522 + 7o — 1.

Problem 37. Given a pair of complementary Beatty sequences (a,b) with « algebraic, are
there general methods to generate sequences of vectors in A x B that satisfy higher-order
linear recurrences?

The referee suggested another problem, not unrelated to Problem 35, which he illustrated
with an example.

Problem 38. In §4, Lemma 17, we reach an identity of the form

m

Z Crlptk = F(an7 an+1)7

k=0

where F'is a floor function of a linear combination of fractional parts involving a,, and a,,
which can only take finitely many values. As turned out the a,,’s of §4 satisfy a homogeneous
linear recurrence, though of higher order. To be more specific, the characteristic polynomial
has an ‘additional factor’ of 2* — 1. Can any general results of this nature be obtained?

A simple example of such recurrences is the following ‘almost Fibonacci’ recurrence

Qpt2 = Qpt1 + Qp + Lk{an+1a}J7

where k is a fixed positive integer, o = (1 ++/5)/2. Do the a,’s satisfy homogenecous linear
recurrences? If so, 1. what are the corresponding characteristic polynomials and 2. is the
linear recurrence independent of the initial conditions? Computer experiments suggest that
(for example) for k = 11 both (2*—1)(z?—x—1) and (2z8—1)(2*>—2—1) are possible depending
upon the initial conditions. The same sort of thing seems true for £ = 12 and 13 with possibly
different such recurrences for different initial conditions. Perhaps there is always a recurrence
whose characteristic polynomial has the form 2 — 2 — 1 or (2> — 2 — 1)(2" — 1) for some
positive integer h?
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