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#### Abstract

In this paper, we define two $n \times n$ Hessenberg matrices, one of which corresponds to the adjacency matrix of a bipartite graph. We then investigate the relationships between the Hessenberg matrices and the Jacobsthal numbers. Moreover, we give Maple algorithms to verify our results.


## 1 Introduction

The famous Fibonacci, Pell, and Jacobsthal integer sequences, which appear, respectively, in the On-Line Encyclopedia of Integer Sequences (OEIS) as sequences A000045, A000129, and A001045 [1], provide invaluable research opportunities for us. These number sequences contribute significantly to mathematics, especially to the field of number theory, as Koshy observed $[2,3]$. In particular, the Jacobsthal sequence is considered as one of the major sequences among the well-known integer sequences. The Jacobsthal sequence attracts many researchers in number theory.

The Jacobsthal sequence $\left(J_{n}\right)_{n \geq 0}$ is defined by the recurrence relation as follows:

$$
\begin{equation*}
J_{n}=J_{n-1}+2 J_{n-2}, \tag{1}
\end{equation*}
$$

with $J_{0}=0$ and $J_{1}=1$, for $n \geq 2[4]$. The number $J_{n}$ is called the $n$th Jacobsthal number. The list of the first 11 terms of the sequence is given in Table 1.

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $J_{n}$ | 0 | 1 | 1 | 3 | 5 | 11 | 21 | 43 | 85 | 171 | 341 | 683 | $\cdots$ |

Table 1: Terms of $J_{n}$
We note for further reference that

$$
\begin{equation*}
J_{n}=\frac{2^{n}-(-1)^{n}}{3} \tag{2}
\end{equation*}
$$

is the Binet formula of the Jacobsthal sequence $\left(J_{n}\right)_{n \geq 0}[4]$.
Microcontrollers and other computers use conditional instructions to change the flow of the execution of a program. In addition to branch instructions, some microcontrollers use skip instructions which conditionally skip to the next instruction. This winds up being useful for one case out of the four possibilities on 2 bits, 3 cases on 3 bits, 5 cases on 4 bits, 11 on 5 bits, 21 on 6 bits, 43 on 7 bits, 85 on 8 bits, ..., which are exactly the Jacobsthal numbers.

König studied the properties of the bipartite graphs in [5, 6]. His papers were motivated by an attempt to give a new approach to evaluate the determinants of matrices. In practice, the bipartite graphs form a model of interaction between two different types of objects such as jobs and workers, telephone exchanges and cities [7]. The enumeration or the actual construction of the perfect matchings of the bipartite graphs has many applications, for
example, in maximal flow problems, and assignment and scheduling problems arising in operational research [8]. The number of perfect matchings of bipartite graphs also plays a significant role in organic chemistry [9].

A bipartite graph $G$ is a graph whose vertex set $V$ can be partitioned into two subsets $V_{1}$ and $V_{2}$ such that every edge of the bipartite graph $G$ joins a vertex in $V_{1}$ and a vertex in $V_{2}$. A perfect matching (or 1-factor) of a graph is a matching in which each vertex has exactly one edge incident on it. In other words, every vertex in the graph has degree 1. Let $A(G)$ be the adjacency matrix of the bipartite graph $G$, and let $\mu(G)$ denote the number of perfect matchings of the bipartite graph $G$. Then the following fact which states the relation between $\mu(G)$ and $A(G)$ can be found in [8]: $\mu(G)=\sqrt{\operatorname{per}(A(G))}$.

Let $G$ be a bipartite graph whose vertex set $V$ is partitioned into two subsets $V_{1}$ and $V_{2}$ such that $\left|V_{1}\right|=\left|V_{2}\right|=n$. Next, we construct the bipartite adjacent matrix $B(G)=\left(b_{i j}\right)$ of the bipartite graph $G$ as follows: $b_{i j}=1$ if and only if the bipartite graph $G$ contains an edge from $v_{i} \in V_{1}$ to $v_{j} \in V_{2}$, and otherwise $b_{i j}=0$. Minc stated in [8] that the number of perfect matchings of the bipartite graph $G$ is equal to the permanent of its bipartite adjacency matrix.

The permanent of an $n \times n$ matrix $A=\left(a_{i j}\right)$ is defined by

$$
\operatorname{per}(A)=\sum_{\sigma \epsilon S_{n}} \prod_{i=1}^{n} a_{i \sigma(i)},
$$

where the summation extends over all permutations $\sigma$ of the symmetric group $S_{n}$. The permanent of a matrix is analogous to the determinant in which all of the signs used in the Laplace expansion of minors are positive.

Permanents have many applications in physics, chemistry, electrical engineering, and so on. Some of the most important applications of permanents are via graph theory. They essentially involve enumerations of certain subgraphs of a graph or a directed graph. A more difficult problem with many applications is the enumeration of perfect matchings of a graph [8]. Therefore, the counting the number of perfect matchings in bipartite graphs has been a very popular problem.

There are many papers on the relationships between the well-known number sequences and the matrices. $[13,14,15,16,17,18,19,20,21,22,23,24,25,26,27]$ are some of these papers.

In this paper, we firstly define an $n \times n$ Hessenberg matrix that corresponds to the adjacency matrix of a bipartite graph, and we prove that the number of perfect matchings of the bipartite graph is equal to the Jacobsthal number. Secondly, we define another $n \times n$ Hessenberg matrix, and we prove that the permanent of the Hessenberg matrix is equal to the Jacobsthal number. Finally, we give the Maple algorithms to verify our results.

## 2 Main results

Let $A=\left[a_{i j}\right]$ be an $m \times n$ real matrix with row vectors $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$. We say that the matrix $A$ is contractible on column (resp. row) $k$ if column (resp. row) $k$ contains exactly two nonzero entries. Suppose that the matrix $A$ is contractible on column $k$ with $a_{i k} \neq 0 \neq a_{j k}$ and $i \neq j$. Then the $(m-1) \times(n-1)$ matrix $A_{i j: k}$ obtained from the matrix $A$ by replacing row $i$ with $a_{j k} \alpha_{i}+a_{i k} \alpha_{j}$ and deleting row $j$ and column $k$ is called the contraction of the matrix $A$ on column $k$ relative to rows $i$ and $j$. If the matrix $A$ is contractible on row $k$ with $a_{k i} \neq 0 \neq a_{k j}$ and $i \neq j$, then the matrix $A_{k: i j}=\left[A_{i j: k}^{T}\right]^{T}$ is called the contraction of the matrix $A$ on row $k$ relative to columns $i$ and $j$. We say that the matrix $A$ can be contracted to a matrix $B$, if either $B=A$ or there exist matrices $A_{0}, A_{1}, \ldots, A_{t}(t \geq 1)$ such that $A_{0}=A, A_{t}=B$, and $A_{r}$ is a contraction of the matrix $A_{r-1}$ for $r=1, \ldots, t[10]$.

Brualdi and Gibson [10] proved the following result about the permanent of a matrix.
Lemma 1. Let $A$ be a nonnegative integral matrix of order $n$ for $n>1$, and let $B$ be a contraction of the matrix $A$. Then

$$
\begin{equation*}
\operatorname{per} A=\operatorname{per} B \tag{3}
\end{equation*}
$$

Let us define the $n \times n(0,1)$-Hessenberg matrix $A_{n}$ as follows:

$$
A_{n}=\left(\begin{array}{cccccccc}
1 & 0 & 1 & 0 & \cdots & 1 & 0 & \cdots  \tag{4}\\
1 & 1 & 1 & 1 & \cdots & \cdots & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & \cdots & \cdots & 1 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 1 & 1 & 1 \\
\vdots & & & & 0 & 1 & 1 & 1 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 1
\end{array}\right)
$$

where

$$
a_{i j}= \begin{cases}1, & \text { if } i=1 \text { and } j-1 \equiv 0(\bmod 2) \\ 1, & \text { if } i>1 \text { and } j-i \geq-1 \\ 0, & \text { otherwise }\end{cases}
$$

Theorem 2. Let $G\left(A_{n}\right)$ be the bipartite graph with bipartite adjacency matrix $A_{n}$ given by (4). Then the number of perfect matchings of the bipartite graph $G\left(A_{n}\right)$ is the nth Jacobsthal number $J_{n}$.

Proof. If $n=3$, then we have $\operatorname{per} A_{3}=\operatorname{per}\left(\begin{array}{lll}1 & 0 & 1 \\ 1 & 1 & 1 \\ 0 & 1 & 1\end{array}\right)=3=J_{3}$.

Let $A_{n}^{k}$ be the $k$ th contraction of the matrix $A_{n}, 1 \leq k \leq n-2$. Then by the definition of a contraction, the matrix $A_{n}$ can be contracted on column 1 so that we get

$$
A_{n}^{1}=\left(\begin{array}{cccccccc}
1 & 2 & 1 & 2 & \cdots & 1 & 2 & \cdots \\
1 & 1 & 1 & 1 & \cdots & \cdots & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & \cdots & \cdots & 1 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 1 & 1 & 1 \\
\vdots & & & & 0 & 1 & 1 & 1 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 1
\end{array}\right)_{(n-1) \times(n-1)}
$$

After contracting the matrix $A_{n}^{1}$ on column 1, we have

$$
A_{n}^{2}=\left(\begin{array}{cccccccc}
3 & 2 & 3 & 2 & \cdots & 3 & 2 & \cdots \\
1 & 1 & 1 & 1 & \cdots & \cdots & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & \cdots & \cdots & 1 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 1 & 1 & 1 \\
\vdots & & & & 0 & 1 & 1 & 1 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 1
\end{array}\right)_{(n-2) \times(n-2)}
$$

Since the Jacobsthal number $J_{2}=1$ and the Jacobsthal number $J_{3}=3$, we get

$$
A_{n}^{2}=\left(\begin{array}{cccccccc}
J_{3} & 2 J_{2} & J_{3} & 2 J_{2} & \cdots & J_{3} & 2 J_{2} & \cdots \\
1 & 1 & 1 & 1 & \cdots & \cdots & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & \cdots & \cdots & 1 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 1 & 1 & 1 \\
\vdots & & & & 0 & 1 & 1 & 1 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 1
\end{array}\right)_{(n-2) \times(n-2)}
$$

Furthermore, the matrix $A_{n}^{2}$ can be contracted on column 1 and the Jacobsthal number
$J_{4}=5$ so that

$$
A_{n}^{3}=\left(\begin{array}{cccccccc}
J_{4} & 2 J_{3} & J_{4} & 2 J_{3} & \cdots & J_{4} & 2 J_{3} & \cdots \\
1 & 1 & 1 & 1 & \cdots & \cdots & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & \cdots & \cdots & 1 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 1 & 1 & 1 \\
\vdots & & & & 0 & 1 & 1 & 1 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 1
\end{array}\right)_{(n-3) \times(n-3)}
$$

Continuing this process, we get the $k$ th contraction of the matrix $A_{n}$ as

$$
A_{n}^{k}=\left(\begin{array}{cccccccc}
J_{k+1} & 2 J_{k} & \cdots & J_{k+1} & 2 J_{k} & \cdots & \cdots & \cdots \\
1 & 1 & 1 & \cdots & 1 & 1 & \cdots & 1 \\
0 & 1 & 1 & 1 & \cdots & 1 & 1 & 1 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 1 & 1 & 1 \\
\vdots & & & & 0 & 1 & 1 & 1 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 1
\end{array}\right)_{(n-k) \times(n-k)}
$$

for $3 \leq k \leq n-4$. Hence, the $(n-3)$ th contraction of the matrix $A_{n}$ is

$$
A_{n}^{n-3}=\left(\begin{array}{ccc}
J_{n-2} & 2 J_{n-3} & J_{n-2} \\
1 & 1 & 1 \\
0 & 1 & 1
\end{array}\right)_{3 \times 3},
$$

which gives

$$
A_{n}^{n-2}=\left(\begin{array}{cc}
J_{n-1} & 2 J_{n-2} \\
1 & 1
\end{array}\right)_{2 \times 2}
$$

by the contraction of the matrix $A_{n}^{n-3}$ on column 1. From Lemma 1, we get per $A_{n}=$ $\operatorname{per} A_{n}^{n-2}=J_{n-1}+2 J_{n-2}$. Moreover, we have $J_{n}=J_{n-1}+2 J_{n-2}$ from (1). Therefore, $\operatorname{per} A_{n}=J_{n}$, which completes the proof.

Let $B_{n}$ be an $n \times n$ Hessenberg matrix as follows:

$$
B_{n}=\left(\begin{array}{cccccccc}
1 & -1 & 1 & -1 & \cdots & 1 & -1 & \cdots  \tag{5}\\
1 & 2 & 0 & 0 & \cdots & \cdots & 0 & 0 \\
0 & 1 & 2 & 0 & 0 & \cdots & \cdots & 0 \\
\vdots & 0 & 1 & \ddots & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & & \ddots & \ddots & 2 & 0 & 0 \\
\vdots & & & & 0 & 1 & 2 & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & 1 & 2
\end{array}\right)
$$

where

$$
b_{i j}= \begin{cases}1, & \text { if } j-i=-1 \text { or } i=1 \text { and } j-1 \equiv 0(\bmod 2) \\ -1, & \text { if } i=1 \text { and } j \equiv 0(\bmod 2) \\ 2, & \text { if } i>1 \text { and } j-i=0 \\ 0, & \text { otherwise. }\end{cases}
$$

Now, let us give the following lemma for the Jacobsthal sequence $\left(J_{n}\right)_{n \geq 0}$ which will be used later.

Lemma 3. Let $J_{n}$ be the $n$th Jacobsthal number. Then we have

$$
\begin{equation*}
J_{n}=2 J_{n-1}-(-1)^{n} \tag{6}
\end{equation*}
$$

Proof. By using the Binet formula (2), we obtain

$$
J_{n}=\frac{2 \cdot 2^{n-1}+(-1)^{n-1}}{3}=2\left(\frac{2^{n-1}-(-1)^{n-1}}{3}\right)-(-1)^{n}
$$

The proof follows by substituting $J_{n-1}$ for $\frac{2^{n-1}-(-1)^{n-1}}{3}$.
Theorem 4. Let $B_{n}$ be the $n \times n$ Hessenberg matrix given by (5). Then the permanent of the matrix $B_{n}$ is equal to the $n$th Jacobsthal number $J_{n}$.

Proof. Let $B_{n}^{k}$ be the $k$ th contraction of the matrix $B_{n}$ for $1 \leq k \leq n-2$. Then by applying successive contractions to the matrices $B_{n}^{k}$ on their first columns for $1 \leq k \leq n-3$, we get

$$
B_{n}^{n-2}=\left\{\begin{array}{cl}
\left(\begin{array}{cc}
J_{n-1} & 1 \\
1 & 2
\end{array}\right), & \text { if } n \text { is odd }  \tag{7}\\
\left(\begin{array}{cc}
J_{n-1} & -1 \\
1 & 2
\end{array}\right), & \text { if } n \text { is even. }
\end{array}\right.
$$

By Lemma 1 and the equation (7), we deduce that $\operatorname{per} B_{n}=\operatorname{per} B_{n}^{n-2}=2 J_{n-1}-(-1)^{n}$. Moreover, we have $J_{n}=2 J_{n-1}-(-1)^{n}$ from (6), and the result follows.

## Appendix

The following Maple program calculates the number of perfect matchings of the bipartite graph $G\left(A_{n}\right)$ given in Theorem 2.

```
with(LinearAlgebra):
permanent:=proc(n) local i,j,r,f,A;
f:=(i,j)->piecewise(i=1 and j mod 2=1,1,i>1 and j-i>-2,1,0);
A:=Matrix(n,n,f):
for r from 0 to n-2 do
    print(r,A):
    for j from 2 to n-r do
        A[1, j]:=A[2, 1]*A[1,j]+A[1, 1]*A[2,j]:
        od:
    A:=DeleteRow(DeleteColumn(Matrix(n-r,n-r,A), 1), 2):
    od:
print(r,eval(A)):
end proc:with(LinearAlgebra):
```

It can be called, for example, with the syntax

```
permanent(8);
```

The following Maple algorithm calculates the permanent of the Hessenberg matrix $B_{n}$ given in Theorem 4.

```
with(LinearAlgebra):
permanent2:=proc(n) local i,j,r,f,A;
f:=(i,j)->piecewise(i=1 and j mod 2=0, -1,j-i=-1,1,i=1 and j-1 mod 2=0,1,
i>1 and j-i=0,2,0);
A:=Matrix(n,n,f):
for r from 0 to n-2 do
    print(r,A):
    for j from 2 to n-r do
        A[1, j]:=A[2, 1]*A[1,j]+A[1, 1]*A[2, j]:
        od:
    A:=DeleteRow(DeleteColumn(Matrix(n-r,n-r,A), 1), 2):
    od:
print(r,eval(A)):
end proc:with(LinearAlgebra):
```

It can be called with the syntax, for example,

```
permanent2(8);
```
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