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#### Abstract

This paper gives a comprehensive analysis of the inverse problem of Lagrangian dynamics for the geodesic equations of the canonical linear connection on Lie groups of dimension four. Starting from the Lie algebra, in every case a faithful four-dimensional representation of the algebra is given as well as one in terms of vector fields and a representation of the linear group of which the given algebra is its Lie algebra. In each case the geodesic equations are calculated as a starting point for the inverse problem. Some results about first integrals of the geodesics are obtained. It is found that in three classes of algebra, there are algebraic obstructions to the existence of a Lagrangian, which can be determined directly from the Lie algebra without the need for any representation. In all other cases there are Lagrangians and indeed whole families of them. In many cases a formula for the most general Hessian of a Lagrangian is obtained. AMS Subject classification: $70 \mathrm{H} 30,70 \mathrm{H} 06,70 \mathrm{H} 03,53 \mathrm{~B} 40,53 \mathrm{C} 60,57 \mathrm{~S} 25$. Key Words: canonical symmetric connection, Lie group, Lie algebra, EulerLagrange equations, Lagrangian, first integral of geodesics


## 1. Introduction

The inverse problem of Lagrangian dynamics consists of finding necessary and sufficient conditions for a system of second order ordinary differential equations to be the EulerLagrange equations of a regular Lagrangian function and in case they are, to describe all possible such Lagrangians. By far the most important contribution in the area was the 1941 article of Douglas [1]. Douglas' analysis of the two degrees of freedom case turned out to be so involved that work on the problem was effectively stalled for more that thirty years. Three important contributions were the papers of Crampin [2], Henneaux and Shepley [3] and [4]. An excellent and comprehensive analysis of the state of the art in 1990 is given in the article by Morandi et al [5]. In the 1990's investigations advanced on three fronts. In [6] Anderson and Thompson presented an algorithm for solving the inverse problem in a concrete situation and it is essentially that procedure that will be adopted here. In Section 3 we give a very brief outline of the algorithm but refer the reader to [6] for complete details and worked examples. Meanwhile Martinez, Sarlet and Crampin and others developed a powerful calculus associated to any second order ODE system [7, 8]. Finally, Muzsnay and Grifone took a different approach to
the problem and completely by-passed the Helmholtz conditions. They worked directly with the Euler-Lagrange operator and employed the techniques of Spencer cohomology [10, 11].

One aspect of the inverse problem which seems to remain little explored is the very special case of the geodesic equations of the canonical symmetric connection, that we shall denote by $\nabla$, belonging to any Lie group $G$. One of the present authors has investigated the situation for Lie groups of dimension two and three [12]. It was found in [12] that in all these cases the geodesics were the Euler -Lagrange equations of a suitable Lagrangian defined on an open subset of the tangent bundle $T G$. The canonical connection $\nabla$ was introduced by Cartan and Schouten in [13]. In Section 2 we review the main properties of $\nabla$. In the case where $G$ is semi-simple $\nabla$ is the Levi-Civita connection of the Killing form but $\nabla$ does not seem to have been studied much in the more general context.

In this paper we shall be concerned with the inverse problem for the canonical connection $\nabla$ in the case of Lie groups of dimension four; our primary concern is to ascertain whether or not a particular connection is derivable from a Lagrangian function and, if so, to give at least one such Lagrangian. ¿From the group representation it is straightforward to obtain a local coordinate description of the geodesic equations. In most cases we are even able to give a closed form solution for the most general Hessian. On the other hand most of our Lagrangians are singular on the zero section of the tangent bundle $T G$ and the nature of these singularities is another issue which is under investigation. We have found it convenient in several cases to modify the procedure givin in [6], for example, by simplifying the system of geodesics before implementing the algorithm. In Section 3 we review very briefly the inverse problem in general and in Section 4 we specialize to the case of the geodesic flow of a linear connection and also consider the problem of determining when such a connection is the Levi-Civita connection of some pseudo-Riemannian metric.

In Section 5 we make some general comments about Lie groups and Lie algebras as they relate to the inverse problem for the canonical connection. We prove several results about first integrals and obtain a normal form for a connection in dimension $n$ for which the Lie algebra has a representation in which $n-1$ basis elements are coordinate vector fields.

In Section 6 we investigate each of the Lie algebras listed in [14]. Finally we make some comments about our notation. The summation convention on repeated indices applies throughout the text. In Section 6 we use $x, y, z$ and $w$ as local coordinates on $\mathbf{R}^{4}$ to describe our connections. In order to avoid having an excessive number of dots, the corresponding derivative or velocity variables will be denoted by $u, v, s$, and $t$, respectively.

GT would like to thank Mike Crampin, Patrick Eberlein, Zoltan Muzsnay and Tim Swift for helpful discussions and communications. The authors would like to express their gratitude to the referees for extremely helpful comments. We also acknowledge the indispensable role that MAPLE played in carrying out and checking many of our calculations.

## 2. The canonical connection on a Lie group

In this section we shall outline the main properties of the canonical symmetric connection $\nabla$ on a Lie group $G$. In fact $\nabla$ is defined on left invariant vector fields $X$ and $Y$ by $\nabla_{X} Y=\frac{1}{2}[X, Y]$, and then extended to arbitrary vector fields by making $\nabla$ tensorial in the $X$ argument and satisfy the Leibnitz rule in the $Y$ argument. Following the
conventions of [15] a left invariant vector field associated to an element $X$ in $T_{I} G$ is denoted by $\tilde{X}$; that is, $\tilde{X}(S)=L_{S *} X$, where $S$ and $I$ denote a typical and identity group elements, respectively, and $L_{S}$ denotes left translation. Likewise using $R_{S}$ for right translation the right invariant vector field induced by $X$ is denoted by $\tilde{X}^{R(S)}$ so that $\tilde{X}^{R(S)}=R_{S_{*}} X$.

Lemma 2.1. In the definition of $\nabla$ we can equally assume that $X$ and $Y$ are right invariant vector fields and hence $\nabla$ is also right invariant.
Proof: Let $E_{i}$ be a basis for the Lie algebra of $G$, that is $T_{I} G$. According to the conventions introduced above and letting $S$ denote a generic element of $G$, there must exist a matrix of functions $f_{i j}(S)$ such that $\tilde{E}_{i}^{R(S)}=f_{i k}(S) \tilde{E}_{k}$, where here and for the rest of the lemma the summation convention on repeated indices applies. If we calculate the quantity $\nabla_{\tilde{E}_{i}^{R(S)}} \tilde{E}_{j}^{R(S)}-\frac{1}{2}\left[\tilde{E}_{i}^{R(S)}, \tilde{E}_{j}^{R(S)}\right]$ using the definition of $\nabla$ and the Koszul axioms, we find that it is zero if and only if $f_{i k}\left(\tilde{E}_{k} f_{j l}\right) \tilde{E}_{l}+f_{j l}\left(\tilde{E}_{l} f_{i k}\right) \tilde{E}_{k}=0$, where the point $S$ in the group has been suppressed. If we interchange $k$ and $l$ in the second term above we find that the latter condition is equivalent to

$$
\begin{equation*}
f_{i k}\left(\tilde{E}_{k} f_{j l}\right)+f_{j k}\left(\tilde{E}_{k} f_{i l}\right)=0 \tag{1}
\end{equation*}
$$

Starting from the condition above that relates left and right invariant fields and using the fact that the left invariant $\tilde{E}_{l}$ and right invariant vector fields $\tilde{E}_{i}^{R(S)}$ commute we find that $\tilde{E}_{l} f_{i k}+f_{i m} C_{l m}^{k}=0$. However, because of the skew-symmetry in $C_{l m}^{k}$ the latter condition implies 1 and hence in the definition of $\nabla$ we can equally use right invariant vector fields.

Clearly $\nabla$ is symmetric, bi-invariant and the curvature tensor on left invariant vector fields is given by

$$
\begin{equation*}
R(X, Y) Z=\frac{1}{4}[Z,[X, Y]] \tag{2}
\end{equation*}
$$

Furthermore, $G$ is a symmetric space in the sense that $R$ is a parallel tensor field. Indeed suppose that $W, X, Y$ and $Z$ are left-invariant vector fields. Then from the definition of $\nabla$ and (2) we have that

$$
\begin{aligned}
4 \nabla_{W} R(X, Y) Z & =1 / 2[W,[Z,[X, Y]]]-4 R\left(\nabla_{W} X, Y\right) Z-4 R\left(X, \nabla_{W} Y\right) Z \\
& -4 R(X, Y) \nabla_{W} Z \\
& =1 / 2[W,[Z,[X, Y]]]-\left[Z,\left[\nabla_{W} X, Y\right]\right]-\left[Z,\left[X, \nabla_{W} Y\right]\right]-\left[\nabla_{W} Z,[X, Y]\right] \\
& =1 / 2[W,[Z,[X, Y]]]-1 / 2[Z,[[W, X], Y]] \\
& -1 / 2[Z,[X,[W, Y]]]-1 / 2[[W, Z],[X, Y]] \\
& =1 / 2([Z,[W,[X, Y]]]-[Z,[[W, X], Y]]-[Z,[X,[W, Y]]])=0 .
\end{aligned}
$$

It follows from (2) that $\nabla$ is flat if and only if the Lie algebra $\mathbf{g}$ of $G$ is nilpotent of order two. Clearly left and right invariant vector fields are auto-parallel. Hence the geodesics of $\nabla$ are translates either to the left or right of one-parameter subgroups of $G$, that is of the form $S(\exp (t X))$ or $(\exp (t X)) S$, where $X$ and $S$ are in $\mathbf{g}$ and $G$, respectively. The Ricci tensor $R_{i j}$ of $\nabla$ is symmetric and bi-invariant. In fact, if $\left\{E_{i}\right\}$ is a basis of left invariant vector fields then

$$
\begin{equation*}
\left[E_{i}, E_{j}\right]=C_{i j}^{k} E_{k} \tag{3}
\end{equation*}
$$

where $C_{i j}^{k}$ are the structure constants and relative to this basis the Ricci tensor $R_{i j}$ is given by

$$
\begin{equation*}
R_{i j}=\frac{1}{4} C_{j m}^{l} C_{i l}^{m} \tag{4}
\end{equation*}
$$

from which the symmetry of $R_{i j}$ becomes apparent. Ricci gives rise to a quadratic Lagrangian which may, however, not be regular. We shall assume that $G$ is indecomposable in the sense that the Lie algebra $\mathbf{g}$ of $G$ is not a direct sum of lower dimensional algebras. It should be noted that generally, in solving the inverse problem, it is not sufficient to restrict to indecomposable algebras. However, in the case of dimension four, a decomposable algebra will be a sum of algebras each of which possesses a variational connection according to the results of [12]. Hence a decomposable connection is always variational and so we shall assume henceforth that our Lie algebras are indecomposable.

Since our starting point is the Lie algebra $\mathbf{g}$ of a Lie group it is of interest to ask how the ideals of $\mathbf{g}$ are related to $\nabla$. We quote the following result [16].

Proposition 2.2. Let $\nabla$ denote a symmetric connection on a smooth manifold $M$. Necessary and sufficient conditions that there exist a submersion from $M$ to a quotient space $Q$ such that $\nabla$ is projectable to $Q$ are that there exists an integrable distribution $D$ on $M$ that satisfies:
(i) $\nabla_{X} Y$ belongs to $D$ whenever $Y$ belongs to $D$ and $X$ is arbitrary.
(ii) $R(Z, X) Y$ belongs to $D$ whenever $Z$ belongs to $D$ and $X$ and $Y$ are arbitrary, where $R$ denotes the curvature of $\nabla$.
In the case of the canonical connection on $G$ we deduce:
Proposition 2.3. Every ideal $\mathbf{h}$ of $\mathbf{g}$ gives rise to a quotient space $Q$ consisting of the leaf space of the integrable distribution determined by $\mathbf{h}$ and $\nabla$ on $G$ projects to $Q$.

The center of $\mathbf{g}$ is of course an ideal and it has the property that any element of it gives rise to a parallel vector field on $G$. A very interesting situation occurs where g possesses two ideals $\mathbf{h}_{\mathbf{1}}$ and $\mathbf{h}_{\mathbf{2}}$ such that $\mathbf{h}_{\mathbf{1}} \cap \mathbf{h}_{\mathbf{2}}$ is zero. Denote the corresponding distributions on $G$ by $D_{1}$ and $D_{2}$, respectively. Since we are always assuming that $\mathbf{g}$ is indecomposable, $\mathbf{g}$ cannot be the direct sum of $\mathbf{h}_{\mathbf{1}}$ and $\mathbf{h}_{\mathbf{2}}$ and hence $D_{1} \cap D_{2}$ is non-zero. In fact $D_{1} \cap D_{2}$ is the integrable distribution on $G$ that corresponds to the ideal $\mathbf{h}_{\mathbf{1}}+\mathbf{h}_{\mathbf{2}}$ of $\mathbf{g}$ and simliarly $D_{1}+D_{2}$ corresponds to the ideal $\mathbf{h}_{\mathbf{1}} \cap \mathbf{h}_{\mathbf{2}}$.

## 3. The inverse problem for second order ODE's

In this Section we shall outline the method given in [6] for solving the inverse problem for a system of second order ODE of the form

$$
\begin{equation*}
\ddot{x}^{i}=f^{i}\left(x^{j}, \dot{x}^{j}\right) . \tag{5}
\end{equation*}
$$

In fact, we shall denote $\dot{x}^{i}$ by $u^{i}$. The first step in the method is to construct the $n \times n$ matrix of functions $\Phi$ defined by see [7]

$$
\begin{equation*}
\Phi_{j}^{i}=\frac{1}{2} \frac{d}{d t}\left(\frac{\partial f^{i}}{\partial u^{j}}\right)-\frac{\partial f^{i}}{\partial x^{j}}-\frac{1}{4} \frac{\partial f^{i}}{\partial u^{k}} \frac{\partial f^{k}}{\partial u^{j}}, \tag{6}
\end{equation*}
$$

one now finds the algebraic solution for $g$ of the equation

$$
\begin{equation*}
g \Phi=(g \Phi)^{t} \tag{7}
\end{equation*}
$$

which expresses the self-adjointness of $\Phi$ relative to $g$. The symmetric matrix $g$ will represent the Hessian with respect to the $u^{i}$ variables of a putative Lagrangian $L$. Since
there is just a single matrix $\Phi$, one can always find non-degenerate solutions to (7), whatever the algebraic normal form of $\Phi$ may be. In fact, (7) imposes at most $\binom{n}{2}$ conditions on the $\binom{n+1}{2}$ components of $g$.

In the general theory there is, in fact, a hierarchy $\stackrel{n}{\Phi}$ of matrices defined recursively by

$$
\begin{equation*}
\stackrel{n+1}{\Phi}=\frac{d}{d t}\binom{n}{\Phi}+\frac{1}{2}\left[\frac{\partial f}{\partial u}, \stackrel{n}{\Phi}\right] . \tag{8}
\end{equation*}
$$

Since $R$ is parallel we need only consider the first term of the hierarchy. There is, in general, a second hierarchy of algebraic conditions that must be satisfied by $g$. Define functions $\Psi_{j k}^{i}$ by

$$
\begin{equation*}
\Psi_{j k}^{i}=\frac{1}{3}\left(\frac{\partial \Phi_{j}^{i}}{\partial u^{k}}-\frac{\partial \Phi_{k}^{i}}{\partial u^{j}}\right) . \tag{9}
\end{equation*}
$$

The $\Psi_{j k}^{i}$ are, in fact, the principal components of the curvature of the linear connection associated to the ODE system 5 (see [7] for further details). Again only the first set of conditions in the hierarchy need be considered, namely,

$$
\begin{equation*}
g_{m i} \Psi_{j k}^{m}+g_{m k} \Psi_{i j}^{m}+g_{m j} \Psi_{k i}^{m}=0 . \tag{10}
\end{equation*}
$$

According to the general theory we now assume that we have a basis of solutions to the double hierarchy of algebraic conditions. If we cannot find a non-singular solution then we can be sure at this stage that no regular Lagrangian exists for the problem under consideration. The problem is that such a two-form need not be closed. One of the auxiliary conditions that must be satisfied by $g$ if the corresponding two-form is to be closed is

$$
\begin{equation*}
\frac{d g_{i j}}{d t}+\frac{1}{2} \frac{\partial f^{k}}{\partial u^{i}} g_{k j}+\frac{1}{2} \frac{\partial f^{k}}{\partial u^{j}} g_{k i}=0 . \tag{11}
\end{equation*}
$$

Now (11) is a system of ODE's and it is possible, in principle, to scale basis elements which are solutions to (7) by first integrals of (5) so as to satisfy (11). When (11) are integrated the "arbitrary constants" that enter in the solution are just first integrals of the geodesics.

After we have obtained a basis of solutions for (7), each of which satisfies (11), the final step is to impose the so-called closure conditions

$$
\begin{equation*}
\frac{\partial g_{i j}}{\partial u^{k}}-\frac{\partial g_{i k}}{\partial u^{j}}=0 . \tag{12}
\end{equation*}
$$

This step is accomplished by looking for linear combinations of the basis elements over the ring of first integrals for (5) so that (12) is satisfied. Then (7) and (11) still hold and the resulting closed two-forms, if indeed they exist, will be Cartan two-forms, albeit possibly degenerate. We remark that (7), (11) and (12) together with the symmetry and non-degeneracy of $g$ constitute the Helmholtz conditions for the inverse problem for (5).

## 4. The inverse problem for linear connections

In the case of a linear connection the matrix $\Phi$ is of the form

$$
\begin{equation*}
\Phi_{j}^{i}=R_{k j l}^{i} u^{k} u^{l} \tag{13}
\end{equation*}
$$

where $R_{k j l}^{i}$ are the components of the curvature $R$ of the connection relative to a coordinate system $\left(x^{i}\right)$. The higher order $\Phi$-tensors in this case just correspond to covariant derivatives of the curvature so that, for example,

$$
\begin{equation*}
{\stackrel{1}{\Phi_{j}}}_{j}^{i}=R_{k j l ; m}^{i} u^{k} u^{l} u^{m} . \tag{14}
\end{equation*}
$$

In particular if $R$ is parallel then all the higher order $\Phi$-tensors vanish. For the case of a linear connection, one finds that

$$
\begin{equation*}
\Psi_{j k}^{i}=R_{l j k}^{i} u^{l} \tag{15}
\end{equation*}
$$

and again the higher order $\Psi$ 's correspond to covariant derivatives of $R$. Thus, for example,

$$
\begin{equation*}
\stackrel{1}{\Psi}_{j k}^{i}=R_{l j k ; m}^{i} u^{l} u^{m} . \tag{16}
\end{equation*}
$$

Again if $R$ is parallel the higher order $\Psi$-tensors vanish. The condition coming from $\Phi$ is

$$
\begin{equation*}
\left(g_{m i} R_{p j q}^{i}-g_{j i} R_{p m q}^{i}\right) u^{p} u^{q}=0, \tag{17}
\end{equation*}
$$

while the condition coming from $\Psi$ is

$$
\begin{equation*}
\left(g_{m i} R_{p j q}^{i}+g_{q i} R_{p m j}^{i}+g_{j i} R_{p q m}^{i}\right) u^{p}=0 . \tag{18}
\end{equation*}
$$

If we contract $u^{q}$ into (17) we find from (16) that

$$
\begin{equation*}
g_{q i} R_{p m j}^{i} u^{p} u^{q}=0 . \tag{19}
\end{equation*}
$$

Thus, for the special case of a linear connection, we can use (18) and (19) as the first and only algebraic conditions in the double hierarchy.

We take up next the question of when $\nabla$ is the Levi-Civita connection of some metric. It is known that in the case where the metric is Riemannian the necessary and sufficient conditions for a group $G$ to admit a metric is that $G$ be the product of a compact and an abelian group [18]. More generally one can pose the question of whether a given connection, not necessarily the canonical connection, is the Levi-Civita connection of some metric. The answer is provided by the following Theorem[19,20].

Theorem 4.1. The necessary and sufficient conditions for a connection to be a LeviCivita connection are that the following system of linear equations for unknown $g$ stabilize and that it admit a non-singular solution, $R$ denoting the curvature tensor of the connection:

$$
\begin{gather*}
g R+(g R)^{t}=0  \tag{20}\\
g \nabla R+(g \nabla R)^{t}=0  \tag{21}\\
g \nabla^{2} R+\left(g \nabla^{2} R\right)^{t}=0 \tag{22}
\end{gather*}
$$

Let us now apply Theorem 4.1 to the case of the canonical connection $\nabla$ on $G$. Since in this case $R$ is parallel, only the first condition in Theorem 4.1 applies. By applying equation (2) we obtain immediately the following result.

Theorem 4.2. The canonical connection $\nabla$ on $G$ is the Levi-Civita connection of some metric if and only if there is a non-degenerate solution to

$$
\begin{equation*}
g([Z,[X, Y]], W)+g(Z,[W,[X, Y]])=0 \tag{23}
\end{equation*}
$$

where $X, Y, Z$ and $W$ are arbitrary left or right-invariant vector fields.
If we denote the Killing form of $G$ by $K$ we know that $K$ is "ad-invariant", that is,

$$
\begin{equation*}
K([Z, X], W)+K(Z,[W, X])=0 \tag{24}
\end{equation*}
$$

Clearly then $K$ satisfies (23) and in the case where $G$ is semi-simple we obtain a biinvariant metric as noted earlier. In fact, if $G$ is semi-simple, then (23) and (24) are equivalent since the derived algebra $[\mathbf{g}, \mathbf{g}]=\mathbf{g}$ and since $R$ is parallel.

## 5. Generalities on Lie groups and Lie algebras

In practice we begin our investigations at the Lie algebra rather the Lie group level which leads to a number of interesting complications. It is apparent that conditions (18) and (19) can be formulated for any Lie algebra. Thus the first step in our procedure will be to solve equations (18) and (19) for a given Lie algebra $\mathbf{g}$ where the curvature tensor is defined by (2). In some cases we find that, even at that level, the matrix $g_{i j}$ is forced to be singular. In such a case we can be sure that there will be no Lagrangian corresponding to the geodesic equations of any Lie group that has $\mathbf{g}$ as its Lie algebra. Suppose, however, that conditions (18) and (19) do not entail that $g_{i j}$ should be singular. One is now faced with the problem of finding a Lie group $G$ so that $\mathbf{g}$ is its Lie algebra. An answer of sorts is furnished by Ado's theorem [21], which asserts, in the first instance, that any finite dimensional Lie algebra over $\mathbf{R}$ or $\mathbf{C}$ has a faithful finite -dimensional linear representation. If $\mathbf{g}$ has only a trivial center then the adjoint representation is faithful. If the center is non-trivial then there is no obvious representation available. It is very convenient, if not essential for our purposes, to work with linear representations of order $n$ for algebras and groups of order $n$. The cases of dimensions 2 and 3 have been discussed in [12]. As for dimension 4, we have in every case been able to find a faithful linear representation by $4 \times 4$ matrices without recourse to Ado's theorem, as the reader will see in the next section. It seems to be worthwhile to record this result.

Theorem 5.1. Every Lie algebra in dimensions two, three and four has a faithful representation by matrices of order two, three and four, respectively.
Let us assume now that we have a Lie algebra $\mathbf{g}$, that conditions (18) and (19) do not entail that the matrix $g_{i j}$ is singular and that we have a matrix representation and that we are able to determine a corresponding Lie group $G$ by exponentiation. On $G$ we construct the right invariant Maurer-Cartan one-form and then by dualizing, we obtain a basis for the right invariant vector fields. We obtain thereby a representation of $\mathbf{g}$ by vector fields. From Section 4 we see that no further algebraic conditions can arise and we proceed to formulate conditions (11).

We now state and prove several propositions about first integrals.

Proposition 5.2. Any left or right invariant one-form on $G$ gives rise to a linear first integral on $T G$.

Proof: Let $\alpha$ be a one-form on $G$ that is right-invariant and let $X$ and $Y$ be right -invariant vector fields. The function $\langle Y, \alpha\rangle$ is right invariant and so is constant. Hence

$$
\begin{equation*}
X\langle Y, \alpha\rangle=\left\langle\nabla_{X} Y, \alpha\right\rangle+\left\langle Y, \nabla_{X}, \alpha\right\rangle=0 . \tag{25}
\end{equation*}
$$

Now interchange $X$ and $Y$ and add the resulting equations and use the definition of $\nabla$. One finds that

$$
\begin{equation*}
\left\langle X, \nabla_{Y} \alpha\right\rangle+\left\langle Y, \nabla_{X} \alpha\right\rangle=0 \tag{26}
\end{equation*}
$$

Since the last condition is tensorial in $X$ and $Y$ it follows that $\alpha$ satisfies Killing's equation and hence gives a first integral on $T G$.

Proposition 5.3. Consider the following conditions for a one-form $\alpha$ on $G$ :
(i) $\alpha$ is right-invariant and closed.
(ii) $\alpha$ is left-invariant and closed.
(iii) $\alpha$ is bi-invariant.
(iv) $\alpha$ is parallel.

Then we have the following implications: (iii) implies (i);(iii) implies (ii);each of (i),(ii) or (iii) implies (iv).
Proof:(i) implies (iv): The fact that $\alpha$ is closed implies that for any two vector fields $X$ and $Y$, in particular right invariant ones, that

$$
\begin{equation*}
\left\langle X, \nabla_{Y} \alpha\right\rangle-\left\langle Y, \nabla_{X} \alpha\right\rangle=0 \tag{27}
\end{equation*}
$$

On the other hand according to Proposition 5.2

$$
\begin{equation*}
\left\langle X, \nabla_{Y} \alpha\right\rangle+\left\langle Y, \nabla_{X} \alpha\right\rangle=0 \tag{28}
\end{equation*}
$$

Hence $\alpha$ is parallel. The proof that (ii) implies (iv) is similar to the proof that (i) implies (iv). (iii) implies (i): A lemma of Helgason [15] states that if a one-form is bi-invariant then it is closed. Hence we are reduced to proving that (i) implies (iv), which has already been done.

Proposition 5.4. Suppose that a basis for a Lie algebra $\mathbf{g}$ of a Lie group $G$ consists of

$$
\begin{equation*}
X_{i}=\frac{\partial}{\partial x^{i}}, \quad W=\frac{\partial}{\partial w}+a_{j}^{k} x^{j} \frac{\partial}{\partial x^{k}} \tag{29}
\end{equation*}
$$

where $a_{j}^{k}$ is a constant $n \times n$ matrix. Then the geodesic equations for the canonical connection on $G$ are given by

$$
\begin{equation*}
\ddot{x}^{i}=a_{j}^{i} \dot{x}^{j} \dot{w}, \quad \ddot{w}=0 \tag{30}
\end{equation*}
$$

Proof: The proof is a straightforward calculation.
In the next Theorem, we come back to the idea introduced in Section 2, where the Lie algebra $\mathbf{g}$ has two ideals that intersect trivially. It is very useful for building up a list of Lagrangians for variational connections in successive dimensions. However, the result is valid much more generally for Lagrangian systems that have two submersions and so we introduce it in that context. We shall be content to give a proof that uses local coordinates. Referring to (7) we let $d$ denote the dimension of the algebraic solution for the $g_{i j}$. Recall [6] that the set of such solutions is a finite dimensional module over the ring of first integrals.

Theorem 5.5. (i) Given a system of second order ODE of the form

$$
\begin{equation*}
\ddot{x}^{i}=f^{i}\left(x^{j}, z^{B}, \dot{x}^{j}, \dot{z}^{B}\right), \quad \ddot{y}^{a}=g^{a}\left(y^{b}, z^{B}, \dot{y}^{b}, \dot{z}^{B}\right), \quad \ddot{z}^{A}=h^{A}\left(z^{B}, \dot{z}^{B}\right), \tag{31}
\end{equation*}
$$

suppose that

$$
\begin{equation*}
L_{1}=L_{1}\left(x^{j}, z^{B}, \dot{x}^{j}, \dot{z}^{B}\right), \quad L_{2}=L_{2}\left(y^{b}, z^{B}, \dot{y}^{b}, \dot{z}^{B}\right) \tag{32}
\end{equation*}
$$

are Lagrangians for the f,h pair and g,h pair of equations, respectively; then

$$
\begin{equation*}
L:=L_{1}+L_{2} \tag{33}
\end{equation*}
$$

is a Lagrangian for the full $f, g, h$ system.
(ii) Suppose we are given the ODE system in (i). We let $d, d_{1}, d_{2}$ and $d_{12}$ denote the dimension of the algebraic solution space to (7) for the $(f, g, h),(f, h),(g, h)$ and (h) subsystems, respectively. Suppose further that the $(f, h)$ and $(g, h)$ and $(h)$ subsystems are of Euler-Lagrange type and that $d=d_{1}+d_{2}-d_{12}$. Then the $f, g, h$ system is of Euler-Lagrange type and the Hessian of the ( $f, g, h$ ) system is the sum (as a vector space) of the Hessians of the $(f, h)$ and ( $g, h$ ) systems; the part common to the Hessians of the $(f, h)$ and $(g, h)$ systems is precisely the Hessian of the $h$ system.
Proof:(i) The proof follows immediately from the definition of the Euler-Lagrange equations.
(ii) Consider first of all the algebraic solutions for the $(f, h)$ and $(g, h)$ subsystems. The algebraic solution for the $h$ system is clearly a solution for each of these systems but the hypothesis entails that a basis for the full system is obtained by extracting a basis from the $(f, h)$ and ( $g, h$ ) subsystems. We can illustrate the situation by saying that the algebraic solution of the full system corresponds to the sum of the matrices

$$
g_{i j}=\left[\begin{array}{ccc}
A & 0 & B \\
0 & 0 & 0 \\
B^{t} & 0 & C
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & D & E \\
0 & E^{t} & F
\end{array}\right] .
$$

The closure conditions (12) on the full system now imply that $A$ and $B$ are independent of $\dot{y}^{b}$ and that $D$ and $E$ are independent of $\dot{x}^{i}$, respectively. Next we use the "horizontal closure conditions", which are conditions analogous to (12) but in which the $\frac{\partial}{\partial u^{i}}$ "vertical" derivatives are replaced by $H_{i}$ "horizontal" derivatives; explicitly $H_{i}$ is given in this special case, by $\frac{\partial}{\partial x^{i}}+\frac{1}{2} \frac{\partial f^{j}}{\partial u^{i}} \frac{\partial}{\partial u^{j}}$ and there are similar formulas for $H_{a}$ and $H_{A}$. For a further discussion of these conditions we refer to [8]. They are integrability conditions that are consequences of the Helmholtz conditions. In the present context they imply that $A$ and $B$ are independent of $y^{b}$ and that $D$ and $E$ are independent of $x^{i}$, respectively. By differentiating the closure conditions we can easily obtain four second order conditions which imply that the matrix $C_{A B}$ is of the form

$$
C=C_{1}\left(x^{i}, z^{A}, u^{i}, t^{A}\right)+C_{2}\left(y^{a}, z^{A}, v^{a}, t^{A}\right) .
$$

It follows that the Hessian of the full system projects both onto the ( $x^{i}, z^{A}, u^{i}, t^{A}$ ) and $\left(y^{a}, z^{A}, v^{a}, t^{A}\right)$ coordinate systems and that on these spaces we recover the Hessians of the $(f, h)$ and $(g, h)$ systems.

Next in this Section we shall obtain a formula for the connection components $\Gamma_{j k}^{i}$ of $\nabla$ in a coordinate system $\left(x^{i}\right)$. Suppose that the right-invariant Maurer-Cartan forms of $G$ are $\alpha^{i}$. Then there must exist a matrix $Y_{j}^{i}$ of functions such that

$$
\begin{equation*}
\alpha^{i}=Y_{j}^{i} d x^{j} . \tag{34}
\end{equation*}
$$

The fact that such a matrix $Y_{j}^{i}$ exists is the content of Lie's third theorem [15]. We denote the right -invariant vector fields dual to the $\alpha^{i}$ by $E_{j}$. It follows that

$$
\begin{equation*}
E_{i}=X_{i}^{k} \frac{\partial}{\partial x^{k}} \tag{35}
\end{equation*}
$$

where $X_{i}^{k}$ is the inverse of $Y_{j}^{i}$. We denote the structure constants of $\mathbf{g}$ relative to the basis $E_{i}$ by $C_{j k}^{i}$. Then by definition

$$
\begin{equation*}
\nabla_{E_{i}} E_{j}=\frac{1}{2} C_{i j}^{k} E_{k} \tag{36}
\end{equation*}
$$

Using (36) we find the following condition relating $C_{j k}^{i}$ and $\Gamma_{j k}^{i}$ :

$$
\begin{equation*}
X_{i}^{k}\left(X_{j, k}^{m}+X_{j}^{l} \Gamma_{k l}^{m}\right)=\frac{1}{2} C_{i j}^{k} X_{k}^{m} . \tag{37}
\end{equation*}
$$

Taking the symmetric part of (38) we obtain

$$
\begin{equation*}
\Gamma_{p q}^{m}=-\frac{1}{2}\left(Y_{q}^{j} X_{j, p}^{m}+Y_{p}^{j} X_{j, q}^{m}\right) \tag{38}
\end{equation*}
$$

To conclude this Section we shall revisit the inverse problem for $E(2)$, the Euclidean group of the plane[12]. The corresponding Lie algebra is denoted by $A_{3,6}$ in [14] and has basis $e_{1}, e_{2}, e_{3}$ with non-zero brackets, $\left[e_{1}, e_{3}\right]=-e_{2}$ and $\left[e_{2}, e_{3}\right]=e_{1}$. As in [12] the geodesics are given by

$$
\begin{equation*}
\dot{u}=t v, \quad \dot{v}=-t u, \quad \dot{t}=0 \tag{39}
\end{equation*}
$$

where $u, v$ and $t$ denote $\dot{x}, \dot{y}$ and $\dot{w}$, respectively. The connection form $\theta$ and the curvature two-form $\Omega$ are given by

$$
-2 \theta=\left[\begin{array}{ccc}
0 & -d w & -d y \\
d w & 0 & d x \\
0 & 0 & 0
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{ccc}
0 & 0 & d x d w \\
0 & 0 & d y d w \\
0 & 0 & 0
\end{array}\right] .
$$

Hence we see that the curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
4 R_{313}^{1}=1, \quad 4 R_{323}^{2}=1 \tag{40}
\end{equation*}
$$

Conditions (18) and (19) entail that $g_{i j}$ satisfies the conditions

$$
g_{1 q} u^{q}=g_{2 q} u^{q}=0
$$

and the solution of the ODE conditions (11) imply that $g_{i j}$ is given by

$$
\begin{aligned}
g_{i j} & =M\left[\begin{array}{ccc}
t^{2} u & t^{2} v & -t\left(u^{2}+v^{2}\right) \\
t^{2} v & -t^{2} u & 0 \\
-t\left(u^{2}+v^{2}\right) & 0 & u\left(u^{2}+v^{2}\right)
\end{array}\right]+P\left[\begin{array}{ccc}
t^{2} & 0 & -t u \\
0 & t^{2} & -t v \\
-t u & -t v & u^{2}+v^{2}
\end{array}\right] \\
& +N\left[\begin{array}{ccc}
-t^{2} v & t^{2} u & 0 \\
t^{2} u & t^{2} v & -t\left(u^{2}+v^{2}\right) \\
0 & -t\left(u^{2}+v^{2}\right) & v\left(u^{2}+v^{2}\right)
\end{array}\right]+H\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right],
\end{aligned}
$$

where $H, M, N$ and $P$ are arbitrary first integrals.

The closure conditions (12) turn out to be

$$
\begin{gather*}
u M_{u}+v M_{v}+t M_{t}+4 M=0, u N_{u}+v N_{v}+t N_{t}+4 N=0, F_{u}=0, F_{v}=0  \tag{41}\\
u P_{u}+v P_{v}+t P_{t}+3 P=0, P_{v}+2 N+t N_{t}+u M_{v}-v M_{u}=0, P_{u}+2 M+t M_{t}-u N_{v}+v N_{u}=0 \tag{42}
\end{gather*}
$$

and can be solved by introducing the following first integrals: $\alpha=\frac{u}{t}-y, \beta=\frac{v}{t}+x$, $\gamma=\frac{\cos (w) u-\sin (w) v}{t}, \delta=\frac{\cos (w) v+\sin (w) u}{t}$. Thus

$$
\begin{equation*}
F=F(t), M=\frac{m(\alpha, \beta)}{t^{4}}, N=\frac{n(\alpha, \beta)}{t^{4}}, P=\frac{\left(2 n+\delta m_{\gamma}-\gamma m_{\delta}\right) \beta+\left(2 m-\delta n_{\gamma}+\gamma n_{\delta}\right) \alpha}{t^{3}} \tag{43}
\end{equation*}
$$

where $m, n$ and $F$ are arbitrary smooth functions.
A very simple Lagrangian in this case is given by

$$
\begin{equation*}
L=\frac{\left(u^{2}+v^{2}\right)}{t}+x v-y u+t^{2} . \tag{44}
\end{equation*}
$$

## 6. Case by case analysis of 4-dimensional Lie groups

According to [14] there are 12 classes of Lie algebras in dimension 4 and they are listed as $A_{4, n}$ where $n$ varies between 1 and 12 . The generators of the algebra are listed as $e_{1}, e_{2}, e_{3}, e_{4}$ and in each case we list the non-zero Lie brackets. The first three algebras are such that the matrix $g_{i j}$ appearing in (18) and (19) is singular.
$A_{4,7}$ : The brackets are:

$$
\begin{equation*}
\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{1}, e_{4}\right]=2 e_{1}, \quad\left[e_{2}, e_{4}\right]=e_{2}, \quad\left[e_{3}, e_{4}\right]=e_{2}+e_{3} \tag{45}
\end{equation*}
$$

Using equation (2) we find that the non-zero components of the curvature tensor are given by:

$$
R_{441}^{1}=1, R_{432}^{1}=\frac{1}{2}, R_{342}^{1}=\frac{1}{4}, R_{442}^{2}=\frac{1}{4}, R_{234}^{1}=\frac{1}{4}, R_{343}^{1}=\frac{1}{4}, R_{443}^{2}=\frac{1}{2}, R_{443}^{3}=\frac{1}{4}
$$

Conditions (19) give

$$
\begin{equation*}
u^{q} g_{q 1}=u^{q} g_{q 2}=u^{q} g_{q 3}=0 \tag{46}
\end{equation*}
$$

whereas (18) yield

$$
\begin{equation*}
g_{11}=g_{12}=g_{13}=g_{22}=0 \tag{47}
\end{equation*}
$$

It follows that $g_{i j}$ must be singular and hence there can be no Lagrangian.
We shall give the group representation and geodesics for the sake of completeness. Note that the algebra has trivial center and therefore the adjoint representation is faithful. A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{2 w} & -z e^{w} & y e^{w} & x \\
0 & e^{w} & w e^{w} & y+z w \\
0 & 0 & e^{w} & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Using (39) the corresponding system of geodesic equations is found to be

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=2 u t+z v t-(y+z) s t+z^{2} t^{2}, \quad \dot{v}=v t-s t+z t^{2}, \quad \dot{s}=s t \tag{48}
\end{equation*}
$$

where $s, t, u$ and $v$ denote $\dot{z}, \dot{w}, \dot{x}$ and $\dot{y}$, respectively.
$A_{4}, 9 b$ : The brackets are:

$$
\begin{equation*}
\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{1}, e_{4}\right]=(1+b) e_{1}, \quad\left[e_{2}, e_{4}\right]=e_{2}, \quad\left[e_{3}, e_{4}\right]=b e_{3}(-1<b<1) \tag{49}
\end{equation*}
$$

and the non-zero components of the curvature tensor are given by:

$$
4 R_{441}^{1}=(1+b)^{2}, 4 R_{432}^{1}=1+b, 4 R_{342}^{1}=1,4 R_{442}^{2}=1,4 R_{234}^{1}=b, 4 R_{443}^{3}=-b^{2}
$$

Conditions (18) and (19) imply that $g_{i j}$ is singular unless $b=0,-\frac{1}{2}$. A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{(b+1) w} & -x e^{w} & y e^{b w} & z \\
0 & e^{w} & 0 & y \\
0 & 0 & e^{b w} & b x \\
0 & 0 & 0 & 1
\end{array}\right]
$$

A basis for the right-invariant Maurer-Cartan one-form $d S S^{-1}$ is given by $d w, d x-$ $b x d w, d y-y d w, d z-(b+1) z d w+b x d y-y d x$. The corresponding right-invariant frame of vector fields is given by
$W=\frac{\partial}{\partial w}+b x \frac{\partial}{\partial x}+y \frac{\partial}{\partial y}+(b+1) z \frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}+y \frac{\partial}{\partial z}, \quad Y=\frac{\partial}{\partial y}-b x \frac{\partial}{\partial z}, \quad Z=\frac{\partial}{\partial z}$.
The corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=b t u, \quad \dot{v}=t v, \quad \dot{s}=(1-b) u v+b y u t-b x v t+(b+1) s t . \tag{50}
\end{equation*}
$$

We shall return later to the two exceptional cases, which are among the most difficult. $A_{4,11 a}$ : The brackets are:

$$
\begin{equation*}
\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{1}, e_{4}\right]=2 a e_{1}, \quad\left[e_{2}, e_{4}\right]=a e_{2}-e_{3}, \quad\left[e_{3}, e_{4}\right]=e_{2}+a e_{3}(0<a) \tag{51}
\end{equation*}
$$

and the non-zero components of the curvature tensor are given by:

$$
\begin{gathered}
R_{441}^{1}=a^{2}, \quad 2 R_{432}^{1}=a, \quad 4 R_{342}^{1}=a, \quad 4 R_{242}^{1}=1, \quad 4 R_{234}^{1}=a, 4 R_{443}^{3}=a^{2}-1, \\
4 R_{343}^{1}=1, \quad 2 R_{443}^{2}=a, \quad 4 R_{442}^{2}=a^{2}-1, \quad 2 R_{424}^{3}=a .
\end{gathered}
$$

Just as in case $A_{4,7}$ conditions (18) and (19) entail that $g_{i j}$ is singular whatever the value of $a$. Indeed (19) implies the following conditions:

$$
\begin{equation*}
u^{q} g_{q 1}=u^{q} g_{q 2}=u^{q} g_{q 3}=0 \tag{52}
\end{equation*}
$$

whereas (18) implies

$$
\begin{equation*}
2 a g_{12}-\left(3 a^{2}+1\right) g_{13}=\left(3 a^{2}+1\right) g_{13}=g_{11}=g_{22}+g_{33}=0 . \tag{53}
\end{equation*}
$$

It easily follows from (53) that $g_{12}=g_{13}$ are zero whatever the value of $a$ and hence also $g_{11}$ and $g_{14}$ are zero. A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{2 a w} & -e^{a w}(x \sin w+y \cos w) & e^{a w}(x \cos w-y \sin w) & z \\
0 & e^{a w} \cos w & e^{a w} \sin w & a x+y \\
0 & -e^{a w} \sin w & e^{a w} \cos w & a y-x \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and a basis for the Maurer-Cartan one-form $d S S^{-1}$ is given by $d w, d x-(a x+y) d w, d y+$ $(x-a y) d w, d z+(x-a y) d x+(a x+y) d y-2 a z d w$. The corresponding vector fields are given by

$$
\begin{gathered}
W=\frac{\partial}{\partial w}+(a x+y) \frac{\partial}{\partial x}+(a y-x) \frac{\partial}{\partial y}+2 a z \frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}+(a y-x) \frac{\partial}{\partial z} \\
Y=\frac{\partial}{\partial y}-(a x+y) \frac{\partial}{\partial z}, \quad Z=\frac{\partial}{\partial z}
\end{gathered}
$$

The corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=(a u+v) t, \quad \dot{v}=(a v-u) t, \quad \dot{s}=-u^{2}-v^{2}+\left(a^{2}+1\right)(y u-x v) t+2 a s t . \tag{54}
\end{equation*}
$$

The next class of algebras that we consider are such that conditions (18) and (19) do not entail that the matrix $g_{i j}$ is singular and that in addition have trivial center.
$A_{4,2 a}$ : The Lie algebra relations are:

$$
\begin{equation*}
\left[e_{1}, e_{4}\right]=a e_{1}, \quad\left[e_{2}, e_{4}\right]=e_{2}, \quad\left[e_{3}, e_{4}\right]=e_{2}+e_{3}(a \neq 0) \tag{55}
\end{equation*}
$$

A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{a w} & 0 & 0 & x \\
0 & e^{w} & w e^{w} & y \\
0 & 0 & e^{w} & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

A basis for right-invariant Maurer-Cartan one-form $d S S^{-1}$ is given by $d w, d x-a x d w, d y-$ $(y+z) d w, d z-z d w$. The corresponding vector fields are given by

$$
W=\frac{\partial}{\partial w}+a x \frac{\partial}{\partial x}+(y+z) \frac{\partial}{\partial y}+\frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} .
$$

According to Proposition 5.4 the corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{u}=a t u, \quad \dot{v}=t(v+s), \quad \dot{s}=s t, \quad \dot{t}=0 \tag{56}
\end{equation*}
$$

The connection form $\theta$ and the curvature two-form $\Omega$ are given by

$$
-2 \theta=\left[\begin{array}{cccc}
a d w & 0 & 0 & a d x \\
0 & d w & d w & d y+d z \\
0 & 0 & d w & d z \\
0 & 0 & 0 & 0
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}
0 & 0 & 0 & a^{2} d w d x \\
0 & 0 & 0 & d w(d y+2 d z) \\
0 & 0 & 0 & d w d z \\
0 & 0 & 0 & 0
\end{array}\right]
$$

We see that the curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
4 R_{441}^{1}=a^{2}, \quad 4 R_{442}^{2}=1, \quad 2 R_{443}^{2}=1, \quad 4 R_{443}^{3}=1 \tag{57}
\end{equation*}
$$

Conditions (18) and (19) entail that $g_{i j}$ satisfies the conditions

$$
g_{1 q} u^{q}=g_{2 q} u^{q}=g_{3 q} u^{q}=g_{22}=\left(a^{2}-1\right) g_{12}=\left(a^{2}-1\right) g_{13}-2 g_{12}=0
$$

We now distinguish three cases according as $a$ is $1,-1$ or any other non-zero value. In the latter case the solution to (18) and (19) is four-dimensional. We can now invoke Theorem 5.5 using the ideals generated by $e_{1}$ and $e_{2}, e_{3}$ corresponding to the systems
in the variables $w, y, z$ and $w, x$, respectively. We define the following first integrals: $\alpha=\frac{e^{-w}(v-w s)}{t}, \beta=\frac{v}{t}-(y+z), \gamma=\frac{s}{t}-z, \delta=\frac{s e^{-w}}{t}, \rho=\frac{u}{t}-a x, \sigma=\frac{u e^{-a w}}{t}$. Then the general Hessian for system $A 4.2 a\left(a^{2} \neq 1\right)$ is given by

$$
\begin{aligned}
g_{i j} & =F\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{s} & -\frac{1}{t} \\
0 & \frac{1}{s} & -\frac{v}{s^{2}} & 0 \\
0 & -\frac{1}{t} & 0 & \frac{v}{t^{2}}
\end{array}\right]+\left(\alpha F_{\delta}+\beta F_{\gamma}+G\right)\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{s} & -\frac{1}{t} \\
0 & 0 & -\frac{1}{t} & \frac{s}{t^{2}}
\end{array}\right] \\
& +H\left[\begin{array}{ccccc}
\frac{1}{u} & 0 & 0 & -\frac{1}{t} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-\frac{1}{t} & 0 & 0 & \frac{u}{t^{2}}
\end{array}\right]+K\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
\end{aligned}
$$

where $F$ and $G$ are arbitrary functions of $\gamma$ and $\delta, H$ is an arbitrary function of $\rho$ and $\sigma$ and $K$ is an arbitrary function of $t$, respectively. We now consider the exceptional cases where $a$ is 1 or -1 . When $a=-1$, the algebraic solution for $g_{i j}$ is given by

$$
\begin{aligned}
& g_{i j}=\lambda {\left[\begin{array}{cccc}
1 & 0 & 0 & -\frac{u}{t} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-\frac{u}{t} & 0 & 0 & 0
\end{array}\right]+\mu\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & -\frac{t}{s} & 1 \\
0 & -\frac{t}{s} & 0 & \frac{v}{s} \\
0 & 1 & \frac{v}{s} & 0
\end{array}\right]+\rho\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & -\frac{s}{t} \\
0 & 0 & -\frac{s}{t} & 0
\end{array}\right] } \\
&+\sigma\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]+\tau\left[\begin{array}{cccc}
0 & -s / t & 1 & -\frac{s}{t} \\
-s / t & 0 & 0 & 0 \\
1 & 0 & 0 & -\frac{u}{t} \\
-\frac{s}{t} & 1 & -\frac{u}{t} & 0
\end{array}\right] .
\end{aligned}
$$

The ODE conditions (11) are given by

$$
\dot{\lambda}-t \lambda=0, \quad \dot{\mu}=0, \quad \dot{\rho}-\frac{t^{2}}{s} \mu+t \rho=0, \quad \dot{\sigma}-\frac{u^{2}}{t} \lambda+(2 v+s) \mu-\frac{s^{2}}{t} \rho=0, \quad \dot{\tau}=0
$$

The solution to the above system is:

$$
\begin{gathered}
\lambda=K e^{w}, \quad \mu=L, \quad \rho=\frac{w t}{s} L+M e^{-w}, \quad \tau=R \\
\sigma=-\frac{x u e^{w}}{t} K-\left(2 y+2 z-\frac{s w}{t}\right) L+\frac{z s}{t} e^{-w} M+N,
\end{gathered}
$$

and so $g$ becomes:

$$
\begin{aligned}
g_{i j}= & K\left[\begin{array}{cccc}
\frac{t^{2}}{u} & 0 & 0 & -t \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-t & 0 & 0 & u
\end{array}\right]+R\left[\begin{array}{cccc}
0 & 0 & 1 & -s / t \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & -\frac{u}{t} \\
-s / t & 0 & -\frac{u}{t} & 0
\end{array}\right]+M\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{t^{2}}{s} & -t \\
0 & 0 & -t & s
\end{array}\right] \\
& +N\left[\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]+L\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & & t \\
0 & 0 & \frac{t^{2} v}{s^{2}} & -\frac{t^{2}}{s} \\
0 & t & -\frac{t^{2}}{s} & -v
\end{array}\right] .
\end{aligned}
$$

The closure conditions are:

$$
t K_{t}+u K_{u}+s K_{s}+2 K=0, t R_{t}+u R_{u}+s R_{s}+R=0, t L_{t}+s L_{s}+2 L=0
$$

$t M_{t}+u M_{u}+v M_{v}+s M_{s}+2 M=0, L_{v}=0, L_{u}=0, K_{v}=0, R_{v}=0, M_{v}=-L_{s}, N_{v}=0$

$$
N_{u}=\frac{2 s}{t^{2}}\left(u R_{u}+R\right), N_{s}=\frac{2 u}{t^{2}}\left(s R_{s}+R\right) R_{u}=\frac{t^{2}}{u} K_{s}, R_{s}=\frac{t^{2}}{s} M_{u}
$$

For the moment we leave $N$ to one side, noting that the integrability condition on $N$ arising from the last two conditions above is identically satisfied by virtue of the condition satisfied by $R$. We use the first integrals introduced earlier but now with $a=-1$ so that we may write:

$$
\begin{array}{r}
K=\frac{F(\gamma, \delta, \rho, \sigma)}{t^{2}}, \quad R=\frac{G(\gamma, \delta, \rho, \sigma)}{t}, \quad L=\frac{H(\gamma, \delta)}{t^{2}} \\
M=\frac{\alpha C(\gamma, \delta, \rho, \sigma)+\beta E(\gamma, \delta, \rho, \sigma)+B(\gamma, \delta, \rho, \sigma)}{t^{2}} \tag{59}
\end{array}
$$

and besides the conditions on $N$ there are three conditions involving $K, M$ and $R$ that remain to be satisfied. When they are imposed, one finds:

$$
\begin{equation*}
C+H_{\gamma}=E+H_{\delta}=0, \sigma G_{\sigma}-F_{\gamma}=\sigma G_{\rho}-F_{\delta}=0, \delta G_{\gamma}-B_{\sigma}=\delta G_{\delta}-B_{\rho}=0 \tag{60}
\end{equation*}
$$

Thus we see from (73) and (74) that $G$ must satisfy the single integrability condition

$$
\begin{equation*}
G_{\gamma \rho}=G_{\delta \sigma} . \tag{61}
\end{equation*}
$$

Finally we go back to $N$ which is evidently seen to be of the form,

$$
\begin{equation*}
N=\frac{2 s u G}{t^{3}}+n(t) \tag{62}
\end{equation*}
$$

noting that $s u$ is a first integral. In conclusion, the general Hessian is determined by the arbitrary functions $L$ and $n$ and also $G$ which is subject to the single condition (61). We shall not discuss the case $a=1$ since it is very similar to the preceeding one.
We end the discussion of this subcase with a specific Lagrangian that covers the three cases above, namely,

$$
\begin{equation*}
L=v\left(-w+\ln \left(\frac{s}{t}\right)\right)+\frac{e^{-w} s^{2}}{t}+\frac{e^{-a w} u^{2}}{t}+z t+t^{2} \tag{63}
\end{equation*}
$$

$A_{4,4}$ : The Lie algebra relations are:

$$
\begin{equation*}
\left[e_{1}, e_{4}\right]=e_{1}, \quad\left[e_{2}, e_{4}\right]=e_{1}+e_{2}, \quad\left[e_{3}, e_{4}\right]=e_{2}+e_{3} \tag{64}
\end{equation*}
$$

A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{w} & e^{w} w & e^{w} w^{2} / 2 & x \\
0 & e^{w} & e^{w} w & y \\
0 & 0 & e^{w} & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The one-forms $d w, d x-(x+y) d w, d y-(y+z) d w, d z-z d w)$ comprise a right-invariant coframe. The corresponding right-invariant frame of vector fields is given by

$$
\begin{equation*}
W=\frac{\partial}{\partial w}+(x+y) \frac{\partial}{\partial x}+(y+z) \frac{\partial}{\partial y}+z \frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} . \tag{65}
\end{equation*}
$$

The corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t u, \quad \dot{v}=t(u+v), \quad \dot{s}=t(v+s) \tag{66}
\end{equation*}
$$

For later use we define the following first integrals of the geodesics: $\alpha=\frac{e^{-x} t}{u}$,
$\beta=\frac{t-w u}{u}, \gamma=\frac{e^{-x}(s-x t)}{u}, \delta=\frac{s}{u}-(z+w), \zeta=\frac{v}{u}-(y+z), \eta=\frac{e^{-x}\left(v-x s+\frac{x^{2} t}{2}\right)}{u}$.
The connection form $\theta$ and the curvature two-form $\Omega$ are given by

$$
-2 \theta=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
d y+d z & d x & d x & 0 \\
d z+d w & 0 & d x & d x \\
d w & 0 & 0 & d x
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
d x(d y+2 d z+d w) & 0 & 0 & 0 \\
d x(d z+2 d w) & 0 & 0 & 0 \\
d x d w & 0 & 0 & 0
\end{array}\right]
$$

We see that the curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
4 R_{112}^{2}=1, \quad 2 R_{113}^{2}=1, \quad 4 R_{113}^{3}=1, \quad 4 R_{114}^{2}=1, \quad 2 R_{114}^{3}=1, \quad 4 R_{114}^{4}=1 \tag{67}
\end{equation*}
$$

Conditions (18) and (19) entail that $g_{i j}$ satisfies the following condition:

$$
g_{i j}=\left[\begin{array}{cccc}
\lambda & t^{3} \mu & t^{2} \sigma & t \rho \\
t^{3} \mu & 0 & 0 & -t^{2} \mu \\
\sigma t^{2} & 0 & -\mu t^{2} & -\sigma t u+\mu s t u \\
t \rho & -t^{2} \mu & -\sigma t u+\mu s t u & \mu\left(t u v-s^{2} u\right)+\sigma s u-\rho u
\end{array}\right]
$$

The ODE conditions (11) are given by

$$
\begin{equation*}
\dot{\lambda}+(s+v) t^{3} \mu+(s+t) t^{2} \sigma+t^{2} \rho=0, \quad \dot{\mu} t+2 \mu \dot{t}+u t \mu=0, \quad t \dot{\rho}+\rho \dot{t}=0, \quad t \dot{\sigma}+2 \dot{t} \sigma=0 \tag{68}
\end{equation*}
$$

The solution to these ODE conditions is given by $g_{i j}=$
$M\left[\begin{array}{cccc}-\frac{v}{u} & 1 & 0 & 0 \\ 1 & 0 & 0 & -\frac{u}{t} \\ 0 & 0 & -\frac{u}{t} & -\frac{s u}{t^{2}} \\ 0 & -\frac{u}{t} & -\frac{s u}{t^{2}} & \frac{t u v s^{2} u}{t^{3}}\end{array}\right]+S\left[\begin{array}{cccc}-\frac{s}{u} & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & -\frac{u}{t} \\ 0 & 0 & -\frac{u}{t} & \frac{s u}{t^{2}}\end{array}\right]+R\left[\begin{array}{cccc}-\frac{t}{u}+\frac{L}{R} & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & -\frac{u}{t}\end{array}\right]$
where $L, M, R, S$ are first integrals.
After some rearrangement, the closure conditions turn out to be equivalent to:

$$
\begin{gather*}
L_{s}=L_{t}=L_{v}=0, \quad u M_{u}+t M_{t}+M=0, \quad s S_{s}+t S_{t}+u S_{u}+S=0  \tag{69}\\
s R_{s}+t R_{t}+u R_{u}+v R_{v}+R=0, \quad S_{s}=M_{t}, M_{t}=R_{v}, S_{t}=R_{s} \tag{70}
\end{gather*}
$$

Using the first integrals introduced earlier we can write the solutions for $L, M, R, S$ as

$$
\begin{equation*}
L=L(u), u M=a(\alpha, \beta), \quad u S=b(\alpha, \beta), \quad u R=c((\alpha, \beta, \gamma, \delta, \eta, \zeta)) \tag{71}
\end{equation*}
$$

There are three closure conditions that remain to be satisfied. However, they already imply that

$$
R_{v v}=0, R_{s v}=0, R_{s s s}=0
$$

It follows that we may write

$$
\begin{equation*}
u S=A(\alpha, \beta) \gamma+B(\alpha, \beta) \delta \tag{72}
\end{equation*}
$$

$u R=H(\alpha, \beta) \eta+J(\alpha, \beta) \zeta+C(\alpha, \beta)(\delta)^{2}+D(\alpha, \beta) \delta+E(\alpha, \beta)(\gamma)^{2}+F(\alpha, \beta) \gamma+G(\alpha, \beta)$.

In (72) and (73) $A, B, \ldots, J$ are arbitrary smooth functions of their arguments. If we substitute (72) and (173) into (69) these functions may be identified via the following equations:

$$
\begin{equation*}
u S=a_{\alpha} \gamma+a_{\beta} \delta, u R=a_{\alpha} \eta+a_{\beta} \zeta+a_{\beta, \beta} \frac{\delta^{2}}{2}+a_{\alpha, \alpha} \frac{\gamma^{2}}{2}+G(\alpha, \beta) \tag{74}
\end{equation*}
$$

Thus the Hessian is parametrized by the functions $a, G$ and $L$. A concrete Lagrangian is given by

$$
\begin{equation*}
L=(2 s+u-v) \ln \left(\frac{u}{t}\right)-2 w s-w v+\frac{v^{2}}{u}+t^{2} \tag{75}
\end{equation*}
$$

$A_{4}, 9(b=0)$ :We resume from the discussion above where we considered a generic value of $b$. The system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=0, \quad \dot{v}=t v, \quad \dot{s}=u v+s t \tag{76}
\end{equation*}
$$

The curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
4 R_{123}^{4}=1, \quad 4 R_{113}^{3}=1, \quad 4 R_{213}^{4}=1, \quad 4 R_{114}^{4}=1 \tag{77}
\end{equation*}
$$

Conditions (18) and (19) entail that $g_{i j}$ satisfies the following conditions:

$$
\begin{equation*}
u^{q} g_{q 3}=u^{q} g_{q 4}=g_{24}=g_{44}=g_{14}-g_{23}=0 \tag{78}
\end{equation*}
$$

The algebraic solution for $g$ may be written as

$$
g=\left[\begin{array}{cccc}
\lambda & \mu & \sigma & -\frac{v \tau}{t} \\
\mu & \rho & -\frac{v \tau}{t} & 0 \\
\sigma & -\frac{v \tau}{t} & \frac{(u v-s t) \tau}{t v} & \tau \\
-\frac{v \tau}{t} & 0 & \tau & 0
\end{array}\right]
$$

The ODE conditions (11) are given by

$$
\begin{equation*}
\dot{\lambda}+v \sigma-\frac{s v \tau}{t}=0, \quad \dot{\rho}=0, \quad \dot{\mu}-\frac{v^{2} \tau}{t}=0, \quad \dot{\sigma}=0, \quad \dot{\tau}+t \tau=0 \tag{79}
\end{equation*}
$$

When (79) are integrated we find that a new solution for $g$ is given by
$g=P\left[\begin{array}{cccc}\frac{s}{t^{2}}-\frac{2 u v}{t^{3}} & \frac{v}{t^{2}} & \frac{u}{t^{2}} & -\frac{1}{t} \\ \frac{v}{t^{2}} & 0 & -\frac{1}{t} & 0 \\ \frac{u}{t^{2}} & -\frac{1}{t} & -\frac{s}{v^{2}} & \frac{1}{v} \\ -\frac{1}{t} & 0 & \frac{1}{v} & 0\end{array}\right]+N e^{-w}\left[\begin{array}{cccc}\frac{2 v^{2}}{t^{3}} & 0- & \frac{2 v}{t^{2}} & 0 \\ 0 & 0 & 0 & 0 \\ -\frac{2 v}{t^{2}} & 0 & \frac{2}{t} & 0 \\ 0 & 0 & 0 & 0\end{array}\right]+\left[\begin{array}{cccc}K & L & 0 & 0 \\ L & M & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right]$.
The closure conditions (12) turn out to be

$$
\begin{gather*}
K=K(t, u), \quad L=L(t, u), \quad M=M(t, u), \quad M_{t}-L_{u}=0, \quad K_{u}-L_{t}=0  \tag{80}\\
t N_{t}+u N_{u}+v N_{v}+s N_{s}=0, N_{s}-P_{v}=0, P_{t}-N_{u}=0, v P_{v}+t P_{t}=0, P_{u}=P_{s}=0 \tag{81}
\end{gather*}
$$

We note that the following seven functions constitute a maximally functionally independent set of linear first integrals: $t, u, e^{-w} v, x u-w u, e^{-w}(s-v x), y t-v, s-y u-z t$. For $P$ we note that it is annihilated by $\frac{\partial}{\partial u}, \frac{\partial}{\partial s}, \quad t \frac{\partial}{\partial t}+v \frac{\partial}{\partial v}$ and the geodesic vector field $\Gamma$ where

$$
\begin{equation*}
\Gamma=t \frac{\partial}{\partial w}+u \frac{\partial}{\partial x}+v \frac{\partial}{\partial y}+s \frac{\partial}{\partial z}+v t \frac{\partial}{\partial v}+(u v+s t) \frac{\partial}{\partial s} \tag{82}
\end{equation*}
$$

The general solution for $P$ is given by

$$
\begin{equation*}
P=P(\alpha, \beta) \tag{83}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha=y-\frac{v}{t}, \beta=e^{-w} \frac{v}{t} . \tag{84}
\end{equation*}
$$

As for $N$, at the outset it is subject to three conditions. Two of them are embodied in (81) and the third arises from the fact that N is a first integral and so is annihilated by the geodesic vector field $\Gamma$. In addition to $\Gamma$ and $\frac{\partial}{\partial u}$ and $\frac{\partial}{\partial s}$ define the following two differential operators:

$$
\begin{equation*}
\Delta=t \frac{\partial}{\partial t}+u \frac{\partial}{\partial u}+v \frac{\partial}{\partial v}+s \frac{\partial}{\partial s}, T=t \frac{\partial}{\partial u}+v \frac{\partial}{\partial s} \tag{85}
\end{equation*}
$$

The general solution for $N$ involves four arbitrary functions. Finally there remain the two conditions relating $N$ and $P$ in (81) and when they are imposed one finds the following general solution:

$$
\begin{equation*}
N=\left(z+\frac{(u v-s t)}{t^{2}}\right) \frac{\partial P}{\partial \alpha}+\frac{e^{-w}(u v-s t+x t v)}{t^{2}} \frac{\partial P}{\partial \beta}+R(\alpha, \beta) \tag{86}
\end{equation*}
$$

where $R$ is an arbitrary function. Together (83) and (86) furnish a complete solution for the Hessian of the Lagrangian that we are seeking. A particular Lagrangian is given by

$$
\begin{equation*}
L=\operatorname{sln}\left(\frac{v}{t}\right)-\frac{u v}{t}+t u+z t-x v . \tag{87}
\end{equation*}
$$

$A_{4}, 9\left(b=-\frac{1}{2}\right)$ :As in the preceding example we resume from the discussion above where we considered a generic value of $b$. We choose for the parametrization of the group

$$
S=\left[\begin{array}{cccc}
e^{w} & x e^{w} & y e^{w} & z \\
0 & e^{2 w} & 0 & 2 y e^{w} \\
0 & 0 & e^{-w} & x e^{-w} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Using the order $(x, y, z, w)$ the geodesic equations are:

$$
\begin{equation*}
\dot{u}=t u, \quad \dot{v}=-2 t v, \quad \dot{s}=e^{w}(3 u v+4 y u t-x v t)+s t, \quad \dot{t}=0 . \tag{88}
\end{equation*}
$$

We record for later use the following first integrals: $\alpha=\frac{e^{-w} u}{t}, \beta=\frac{u-x t}{t}, \gamma=\frac{e^{2 w} v}{t}$, $\delta=\frac{v+2 t y}{t}, \rho=\frac{s-z t-e^{w}(2 y u+x v)}{t}, \sigma=\frac{e^{-w} s-y u-2 x v-3 x y t}{t}$. We see that the curvature tensor has essentially only the following non-zero components

$$
2 R_{124}^{3}=-e^{w}, 4 R_{241}^{3}=e^{w}, R_{442}^{2}=1,4 R_{441}^{1}=1,4 R_{412}^{3}=e^{w}, 4 R_{442}^{3}=3 x e^{w}, 4 R_{443}^{3}=1
$$

Conditions (18) and (19) entail that $g_{i j}$ satisfies the following conditions:

$$
\begin{equation*}
u^{q} g_{q 1}=u^{q} g_{q 2}=u^{q} g_{q 3}=g_{23}=g_{33}=3 t g_{12}-e^{w} t g_{34}+e^{w}(2 u+3 x t) g_{13}=0 . \tag{89}
\end{equation*}
$$

The algebraic solution for $g$ may be written as

$$
g=\lambda\left[\begin{array}{cccc}
t & 0 & 0 & -u \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-u & 0 & 0 & \frac{u^{2}}{t}
\end{array}\right]+\sigma\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]+\mu\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & t & 0 & -v \\
0 & 0 & 0 & 0 \\
0 & -v & 0 & \frac{v^{2}}{t}
\end{array}\right]
$$

$$
+\rho\left[\begin{array}{cccc}
0 & -t v(u+x t) & e^{-w} t^{2} v & v\left(v(u+x t)-e^{-w} s t\right) \\
-t v(u+x t & t u(u+x t) & 0 & 0 \\
e^{-w} t^{2} v & 0 & 0 & -e^{-w} t u \\
v\left(v(u+x t)-e^{-w} s t\right) & 0 & -e^{-w} t u & 0
\end{array}\right]
$$

The ODE conditions (11) are given by

$$
\begin{align*}
& \dot{\lambda}+t \lambda+\left(3 t v^{2}+4 y t^{2} v\right) \rho=0, v \dot{\rho}+\rho \dot{v}=0, \dot{\mu}-2 t \mu=0,  \tag{90}\\
& \dot{\sigma}+4 \rho\left(x t u v^{2}-4 y t u^{2} v-u^{2} v^{2}-s t u v e^{-w}\right)=0 .
\end{align*}
$$

When (90) are integrated we find that a new solution for $g$ is given by

$$
\begin{gathered}
g=L e^{-w}\left[\begin{array}{cccc}
t & 0 & 0 & -u \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-u & 0 & 0 & \frac{u^{2}}{t}
\end{array}\right]+S\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]+M e^{-w}\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & t & 0 & -v \\
0 & 0 & 0 & 0 \\
0 & -v & 0 & \frac{v^{2}}{t}
\end{array}\right] \\
+R\left[\begin{array}{cccc}
t^{2}(4 y t+v) & t^{2}(u+x t) & \frac{-t^{3}}{e^{w}} & -t\left(2 u v+x t v+4 y t u-\frac{s t}{e^{w}}\right) \\
t^{2}(u+x t) & 0 & 0 & -t\left(x u t+u^{2}\right) \\
\frac{-t^{3}}{e^{w}} & 0 & 0 & \frac{t^{2} u}{e^{w}} \\
-t\left(2 u v+x t v+4 y t u-\frac{s t}{e^{w}}\right) & -t\left(x u t+u^{2}\right) & \frac{t^{2} u}{e^{w}} & 4 y t u^{2}+3 u^{2} v+2 x t u v-\frac{2 s t u}{e^{w}}
\end{array}\right]
\end{gathered}
$$

The closure conditions turn out to be equivalent to:

$$
\begin{gather*}
S_{u}=0, S_{v}=0, S_{s}=0, R_{s}=0, R_{v}=0, K_{s}=0, K_{u}=0, L_{s}+R_{u}=0, \frac{t L_{v}}{e^{w}}-(u+x t) R_{u}=0  \tag{91}\\
t L_{t}+u L_{u}+v L_{v}+s L_{s}=0, v K_{v}+t K_{t}+2 K=0, u R_{u}+t R_{t}+2 R=0 . \tag{92}
\end{gather*}
$$

$S$ is a first integral and is a function of $t$ only. The functions $K, L$ and $R$ have to be of the following form, where we make use of the first integrals introduced earlier:

$$
\begin{equation*}
K=\frac{F(\gamma, \delta)}{t^{2}}, L=\frac{G(\alpha, \beta, \gamma, \delta, \sigma)}{t^{2}}, R=\frac{H(\alpha, \beta)}{t^{2}} \tag{93}
\end{equation*}
$$

where $F, G$ and $H$ are arbitrary functions. It remains to satisfy the two conditions that relate $L$ and $R$. A short calculation shows that $H$ must be constant, that $G$ can depend only on $\alpha$ and $\beta$ and that $F$ involves only $\gamma$ and $\delta$ and that these conditions furnish the most general Hessian. A concrete Lagrangian is given by

$$
\begin{equation*}
L=\frac{e^{-w} u^{2}}{t}+\frac{e^{2 w} v^{2}}{t}-\frac{2 e^{-w} s u}{t}+\frac{(4 y t+v) u^{2}}{t^{2}}+\frac{2 x u v}{t}+t^{2}+2 x y u+w s+z t . \tag{94}
\end{equation*}
$$

$A_{4,5 a b}$ : The Lie algebra relations are:

$$
\begin{equation*}
\left[e_{1}, e_{4}\right]=e_{1}, \quad\left[e_{2}, e_{4}\right]=a e_{2}, \quad\left[e_{3}, e_{4}\right]=b e_{3}(a b \neq 0,-1 \leq a, b \leq 1) \tag{95}
\end{equation*}
$$

A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{w} & 0 & 0 & x \\
0 & e^{a} w & 0 & y \\
0 & 0 & e^{b} w & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The one-forms $d w, d x-x d w, d y-a y d w, d z-b z d w$ comprise a right-invariant coframe. The corresponding right-invariant frame of vector fields is given by

$$
\begin{equation*}
W=\frac{\partial}{\partial w}+x \frac{\partial}{\partial x}+a y \frac{\partial}{\partial y}+b z \frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} \tag{96}
\end{equation*}
$$

and the system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t u, \quad \dot{v}=a t v, \quad \dot{s}=b s t . \tag{97}
\end{equation*}
$$

The connection form $\theta$ and the curvature two-form $\Omega$ are given by

$$
-2 \theta=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
d x & d w & 0 & 0 \\
a d y & 0 & a d w & 0 \\
b d z & 0 & 0 & b d w
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
d w d x & 0 & 0 & 0 \\
a^{2} d w d y & 0 & 0 & 0 \\
b^{2} d w d z & 0 & 0 & 0
\end{array}\right]
$$

The curvature tensor has essentially only the following non-zero components:

$$
\begin{equation*}
4 R_{112}^{2}=1, \quad 4 R_{113}^{3}=a^{2}, \quad 4 R_{114}^{4}=b^{2} \tag{98}
\end{equation*}
$$

There is a variety of cases for the solution to conditions (18) and (19) depending on the values of $a$ and $b$. Indeed it is possible to reduce to the following five cases: (1) $a^{2} \neq 1, b^{2} \neq 1, a^{2} \neq b^{2}$, (2) $a=1, b \neq \pm 1,(3) a=-1, b \neq \pm 1$ (4) $a=1, b=$ $1,(5) a=1, b=-1$. The first three of these cases can be handled by applying Theorem 5.5. In the first case we use the extension of Theorem 5.5 in which case there are three "overlapping" submersions. In the second and third cases we have submersions onto three and two-dimensional systems and quote the results from [12]. The Hessians are respectively:

$$
\begin{aligned}
g_{i j} & =\frac{K\left(\frac{e^{-w_{u}}}{t}, x-\frac{u}{t}\right)}{t u}\left[\begin{array}{cccc}
\frac{u^{2}}{t} & -u & 0 & 0 \\
-u & t & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\frac{L\left(\frac{e^{-w_{v}}}{t}, y-\frac{v}{t}\right)}{t v}\left[\begin{array}{cccc}
\frac{v^{2}}{t} & 0 & -v & 0 \\
0 & 0 & 0 & 0 \\
-v & 0 & t & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& +\frac{M\left(\frac{e^{-w_{s}}}{t}, z-\frac{s}{t}\right)}{t s}\left[\begin{array}{cccc}
2 & 0 & 0 & -s \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-s & 0 & 0 & \frac{s^{2}}{t}
\end{array}\right]+\left[\begin{array}{cccc}
N(u) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

$K, L, M$ and $N$ being arbitrary functions of their arguments;

$$
\begin{aligned}
g_{i j} & =\frac{e^{-w} k(\bar{x}, \bar{y}, \bar{u}, \bar{v})}{t^{2}}\left[\begin{array}{cccc}
\frac{u^{2}}{t} & -u & 0 & 0 \\
-u & t & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\frac{e^{-w} l(\bar{x}, \bar{y}, \bar{u}, \bar{v})}{t^{2}}\left[\begin{array}{cccc}
\frac{v^{2}}{t} & 0 & -v & 0 \\
0 & 0 & 0 & 0 \\
-v & 0 & t & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& +\frac{e^{-w} m(\bar{x}, \bar{y}, \bar{u}, \bar{v})}{t^{2}}\left[\begin{array}{cccc}
\frac{2 u v}{t} & -v & -u & 0 \\
-v & 0 & t & 0 \\
-u & t & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\frac{M\left(\frac{e^{-w}}{t}, z-\frac{s}{t}\right)}{t s}\left[\begin{array}{cccc}
2+\frac{t s N}{M} & 0 & 0 & -s \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-s & 0 & 0 & \frac{s^{2}}{t}
\end{array}\right]
\end{aligned}
$$

where

$$
\begin{equation*}
\bar{x}=x-\frac{u}{t}, \quad \bar{y}=y-\frac{v}{t}, \quad \bar{u}=\frac{e^{-w} u}{t}, \quad \bar{v}=\frac{e^{-w} v}{t} \tag{99}
\end{equation*}
$$

$M$ and $N$ are arbitrary functions and $k, l$ and $m$ satisfy the following system of involutive PDE $m_{\bar{x}}=k_{\bar{y}}, m_{\bar{y}}=l_{\bar{x}}, m_{\bar{u}}=k_{\bar{x}}, m_{\bar{v}}=l_{\bar{u}}$.

In the fourth case we may as well consider the following system in dimension $n+1$,

$$
\begin{equation*}
\dot{u}^{i}=u^{i} t, \quad \dot{t}=0 \tag{100}
\end{equation*}
$$

$n=3$ being the value of particular interest. We find that the connection and curvature matrices are, respectively,

$$
2 \Theta=\left[\begin{array}{ccccc}
d t & 0 & 0 & \ldots & d x^{1} \\
0 & d t & 0 & \ldots & d x^{2} \\
& & & & \\
0 & 0 & \ldots & d t & d x^{n} \\
0 & 0 & \ldots & 0 & 0
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{ccccc}
0 & 0 & 0 & \ldots & d t d x^{1} \\
0 & d t & 0 & \ldots & d t d x^{2} \\
& & & & d t d x^{n} \\
0 & 0 & \ldots & 0 & d t d . \\
0 & 0 & \ldots & 0 & 0
\end{array}\right] .
$$

The non-zero components of $R_{j k l}^{i}$ are given by $R_{n+1, n+1, i}^{i}=\frac{1}{4}$ where $1 \leq i \leq n$. The solution for $g_{i j}$ is

$$
g_{i j}=\left[\begin{array}{cc}
h_{i j} & -\frac{u^{k}}{t} h_{i k} \\
-\frac{u^{k}}{t} h_{j k} & a
\end{array}\right]
$$

where $h_{i j}$ is an $n \times n$ symmetric matrix and $a$ is a function. The ODE conditions (11) on $g_{i j}$ are

$$
\begin{equation*}
\dot{g}_{i j}+t g_{i j}=0, \quad t \dot{a}=g_{k m} u^{k} u^{m} . \tag{101}
\end{equation*}
$$

Using the fact that $u^{i}-x^{i} t$ and $e^{-w} u^{i}$ are first integrals the solution to (132) is given by

$$
g_{i j}=e^{-w}\left[\begin{array}{cc}
t C_{i j} & -u^{k} C_{i k} \\
-u^{k} C_{j k} & \frac{C_{i j} u^{i} u^{j}}{t}+e^{w} K
\end{array}\right]
$$

where $C_{i j}$ is a matrix of first integrals and $K$ is a first integral. The closure conditions are given by

$$
\begin{equation*}
\frac{\partial K}{\partial u^{i}}=0, \quad \frac{\partial C_{i j}}{\partial u^{k}}=\frac{\partial C_{i k}}{\partial u^{j}} u^{k} \frac{\partial C_{i j}}{\partial u^{k}}+t \frac{\partial C_{i j}}{\partial t}+2 C_{i j}=0 . \tag{102}
\end{equation*}
$$

It follows that $K$ is a function of $t$ only. To continue, define the first integrals $\alpha^{i}$ and $\beta^{i}$ to be $\frac{u^{i}-x^{i} t}{t}$ and $\frac{e^{-w} u^{i}}{t}$, respectively, and define $c_{i j}$ to be $\frac{C_{i j}}{t^{2}}$. The conditions on $C_{i j}$ turn into

$$
\begin{equation*}
\frac{\partial c_{i j}}{\partial \alpha^{k}}=\frac{\partial c_{i k}}{\partial \alpha^{j}}, \quad \frac{\partial c_{i j}}{\partial \beta^{k}}=\frac{\partial c_{i k}}{\partial \beta^{j}} \tag{103}
\end{equation*}
$$

It appears to be impossible to take the calculation further in explicit terms. It is natural to ask therefore if the system comprised of (102-103) is involutive. The system (102-103) as it stands is not in involution. For $n=3$ the weighted character count in Cartan's test comes out to 50 , whereas the number of independent second order conditions is given by $126-81=45$. We must therefore repeat the test on the prolonged system, which involves working also with third order derivatives, of which there are 336. It would seem therefore to be practically impossible to count the number of independent conditions in such large dimensions. Of course the Hessians that we found for the reduced systems prior to (99) are valid in the two special cases where $a^{2}=1$, so we have an abundance of such Hessians. We shall not discuss the case where $a=-1$ which quite similar to the case $a=1$, except to give the geodesics which are

$$
\begin{equation*}
\dot{u}^{i}=u^{i} t, \quad \dot{s}=-s t, \quad \dot{t}=0 . \tag{104}
\end{equation*}
$$

In all these various cases we obtain a concrete Lagrangian as follows:

$$
\begin{equation*}
L=\frac{e^{-w} u^{2}+e^{-a w} v^{2}+e^{-b w} s^{2}}{2 t}+t^{2} . \tag{105}
\end{equation*}
$$

$A_{4,6 a b}$ : The Lie algebra relations are:

$$
\begin{equation*}
\left[e_{1}, e_{4}\right]=a e_{1}, \quad\left[e_{2}, e_{4}\right]=b e_{2}-e_{3}, \quad\left[e_{3}, e_{4}\right]=e_{2}+b e_{3}(a \neq 0, b \geq 0) . \tag{106}
\end{equation*}
$$

A typical element $S$ of the Lie group associated to the Lie algebra is given by

$$
S=\left[\begin{array}{cccc}
e^{a w} & 0 & 0 & x \\
0 & e^{b w} \cos (t) & e^{b w} \sin (t) & y \\
0 & -e^{b w} \sin (t) & e^{b w} \cos (t) & z \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

The one-forms $d w, d x-a x d w, d y-(b y+z) d w, d z+(y-b z) d w$ comprise a right-invariant coframe. The corresponding right-invariant frame of vector fields is given by

$$
\begin{equation*}
W=\frac{\partial}{\partial w}+a x \frac{\partial}{\partial x}+(b y+z) \frac{\partial}{\partial y}+(b z-y) \frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} . \tag{107}
\end{equation*}
$$

According to Proposition 5.4 the corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \dot{u}=a t u, \dot{v}=t(b v+s), \dot{s}=t(b s-v) . \tag{108}
\end{equation*}
$$

The connection form $\theta$ and the curvature two-form $\Omega$ are given by
$-2 \theta=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ a d x & a d w & 0 & 0 \\ b d y+d z & 0 & b d w & d w \\ b d z-d y & 0 & -d w & b d w\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}0 & 0 & 0 & 0 \\ a^{2} d w d x & 0 & 0 & 0 \\ \left(b^{2}-1\right) d w d y+2 b d w d z & 0 & 0 & 0 \\ \left(b^{2}-1\right) d w d z-2 b d w d y & 0 & 0 & 0\end{array}\right]$.
The curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
4 R_{112}^{2}=a^{2}, \quad 4 R_{113}^{3}=b^{2}-1, \quad 2 R_{114}^{3}=b, \quad 4 R_{114}^{4}=b^{2}-1, \quad 2 R_{113}^{4}=-2 b \tag{109}
\end{equation*}
$$

After making a permutation of coordinates, the geodesics have the form:

$$
\begin{equation*}
\dot{u}=t(b u+v), \quad \dot{v}=t(b v-u), \quad \dot{s}=a t s, \quad \dot{t}=0 \tag{110}
\end{equation*}
$$

We suppose first of all that $b=0$, in which case $g_{i j}$ is given by

$$
\begin{aligned}
& g_{i j}=M\left[\begin{array}{cccc}
t^{2} u & t^{2} v & 0 & -t\left(u^{2}+v^{2}\right) \\
t^{2} v & -t^{2} u & 0 & 0 \\
0 & 0 & 0 & 0 \\
-t\left(u^{2}+v^{2}\right) & 0 & 0 & u\left(u^{2}+v^{2}\right)
\end{array}\right]+P\left[\begin{array}{cccc}
t^{2} & 0 & 0 & -t u \\
0 & t^{2} & 0 & -t v \\
0 & 0 & 0 & 0 \\
-t u & -t v & 0 & u^{2}+v^{2}+\frac{F}{P}
\end{array}\right] \\
& +N\left[\begin{array}{cccc}
-t^{2} v & t^{2} u & 0 & 0 \\
t^{2} u & t^{2} v & 0 & -t\left(u^{2}+v^{2}\right) \\
0 & 0 & 0 & 0 \\
0 & -t\left(u^{2}+v^{2}\right) & 0 & v\left(u^{2}+v^{2}\right)
\end{array}\right]+\frac{1}{t v} Q\left(\frac{e^{-w} s}{t}, \frac{s}{t}-y\right)\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{v^{2}}{t} & -v \\
0 & 0 & -v & t
\end{array}\right]
\end{aligned}
$$

where $F, M, N$ and $P$ are exactly the same as in (43) and $Q$ is an arbitrary smooth function of its arguments. On the other hand if we suppose that $b \neq 0$, then $g_{i j}$ is given by

$$
\left[\begin{array}{cccc}
\frac{(u K+v L) t}{\left.u^{2}+v^{2}\right) t} & \frac{(v K-u L) t}{\left.u^{2}+v^{2}\right) t} & 0 & -K  \tag{111}\\
\frac{(v K-u L)^{2}}{u^{2}+v^{2}} & \frac{(u K+v)}{u^{2}+v^{2}} & 0 & L \\
0 & 0 & 0 & 0 \\
-K & L & 0 & \frac{(u K-v L) t}{t}+F(t)
\end{array}\right]+\frac{1}{t v} Q\left(\frac{e^{-w} s}{t}, \frac{s}{t}-y\right)\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \frac{v^{2}}{t} & -v \\
0 & 0 & -v & t
\end{array}\right]
$$

where $F$ and $Q$ are arbitrary smooth functions of their arguments and $K$ and $L$ are the real and imaginary parts of an arbitrary complex function in the variables $\frac{u+i v}{w}-(b-i)(x+i y)$ and $\frac{e^{(-b+i) w}(u+i v)}{w}$. We obtain a concrete Lagrangian as

$$
\begin{equation*}
L=\frac{e^{-a w} s^{2}}{t}+\frac{e^{-b w}}{2 t}\left(\left(u^{2}-v^{2}\right) \cos (w)-2 \sin (w) u v\right)+t^{2} \tag{112}
\end{equation*}
$$

which covers both the cases where $b$ is and is not zero.
$A_{4,12}$ : The Lie algebra relations are:

$$
\begin{equation*}
\left[e_{1}, e_{3}\right]=e_{1}, \quad\left[e_{2}, e_{3}\right]=e_{2}, \quad\left[e_{1}, e_{4}\right]=-e_{2}, \quad\left[e_{2}, e_{4}\right]=e_{1} \tag{113}
\end{equation*}
$$

Note that over $\mathbf{C}$ this Lie algebra is decomposable: it is a direct sum of two nonabelian algebras with bases consisting of $e_{1}+i e_{2}, e_{3}-i e_{4}$ and $e_{1}-i e_{2}, e_{3}+i e_{4}$. A typical element $S$ of the Lie group is given by

$$
S=\left[\begin{array}{cccc}
e^{x} \cos (y) & e^{x} \sin (y) & z & w \\
-e^{x} \sin (y) & e^{x} \cos (y) & w & -z \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The right-invariant one-forms are given by $d x, d y, d z-z d x-w d y, d w+z d y-w d x$. The corresponding right-invariant frame of vector fields is given by

$$
\begin{equation*}
X=\frac{\partial}{\partial x}+z \frac{\partial}{\partial z}+w \frac{\partial}{\partial w}, \quad Y=\frac{\partial}{\partial y}+w \frac{\partial}{\partial z}-z \frac{\partial}{\partial w}, \quad Z=\frac{\partial}{\partial z}, \quad W=\frac{\partial}{\partial w} . \tag{114}
\end{equation*}
$$

The corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{u}=0, \quad \dot{v}=0, \quad \dot{s}=u s+v t, \quad \dot{t}=u t-s v . \tag{115}
\end{equation*}
$$

The connection form $\theta$ and the curvature two-form $\Omega$ are given by

$$
-2 \theta=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
d z & d w & d x & d y \\
d w & -d z & -d y & d x
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
d x d z+d y d w & d x d w-d y d z & 0 & 0 \\
d x d w-d y d z & -(d x d z+d y d w) & 0 & 0
\end{array}\right] .
$$

The curvature tensor has essentially only the following non-zero components:

$$
\begin{equation*}
R_{113}^{3}=R_{124}^{3}=R_{214}^{3}=R_{232}^{3}=R_{132}^{4}=R_{231}^{4}=R_{231}^{4}=R_{242}^{4}=\frac{1}{4} \tag{116}
\end{equation*}
$$

In this case one can proceed with the usual algorithm starting from (18) and (19). However, it is simpler by far to introduce complex variables as follows:

$$
\begin{equation*}
\zeta=x+i y, \quad \eta=w+i z \tag{117}
\end{equation*}
$$

As such the geodesic equations are then the real and imaginary parts of

$$
\begin{equation*}
\ddot{\zeta}=0, \quad \ddot{\eta}=\dot{\zeta} \dot{\eta} . \tag{118}
\end{equation*}
$$

We solve the algebraic and ODE conditions in the usual way and deduce that the Hessian $g_{i j}$ must be of the form
for certain functions $S, T, L, M$ and $N$. The closure conditions are as follows after performing some manipulation:

$$
\begin{gather*}
S_{t}-T_{s}=S_{s}+T_{t}=S_{u}-T_{v}=S_{v}+T_{u}=0  \tag{119}\\
u S_{u}+v S_{v}+s S_{s}+t S_{t}+2 S=u T_{u}+v T_{v}+s T_{s}+t T_{t}+2 T=0  \tag{120}\\
L_{s}=L_{t}=M_{s}=M_{t}=N_{s}=N_{t}=L_{v}-M_{u}=M_{v}-N_{u}=0 \tag{121}
\end{gather*}
$$

Comparing with the real case [22], we may write

$$
\begin{equation*}
g_{\alpha \beta}=F\left(\frac{e^{x+i y}(\dot{w}+i \dot{z})}{\dot{x}+i \dot{y}}, \quad w+i z-\frac{\dot{w}+i \dot{z}}{\dot{x}+i \dot{y}}\right) . \tag{122}
\end{equation*}
$$

We obtain all possible real Lagrangians by choosing $F$ as an arbitrary holomorphic function in (122). Its real and imaginary parts will then yield real Hessians to which can be added an arbitrary Hessian in the variables $u$ and $v$. One such example is given by:

$$
\begin{equation*}
L=\frac{e^{-x}((s \cos y-t \sin y)(s u-v t)-(t \cos y+s \sin y)(t u+s v)}{u^{2}+v^{2}}+u^{2}-v^{2} \tag{123}
\end{equation*}
$$

The final class of algebras that we consider are such that the matrix $g_{i j}$ in (18) and (19) is non-singular but whose center is non-trivial.
$A_{4,1}$ : The non-zero Lie brackets are given by

$$
\begin{equation*}
\left[e_{2}, e_{4}\right]=e_{1}, \quad\left[e_{3}, e_{4}\right]=e_{2} \tag{124}
\end{equation*}
$$

We see that $e_{1}$ spans the center of $A 4,1$. A typical element of the group may be written as

$$
S=\left[\begin{array}{cccc}
1 & w & w^{2} / 2 & x \\
0 & 1 & w & y \\
0 & 0 & 1 & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

the right-invariant forms are $d z, d w, d x-y d w, d y-z d w$ and that the dual vector fields are

$$
\begin{equation*}
W=\frac{\partial}{\partial w}+y \frac{\partial}{\partial x}+z \frac{\partial}{\partial y}, \quad X=\frac{\partial}{\partial x}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} \tag{125}
\end{equation*}
$$

The corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t v, \quad \dot{v}=s t, \quad \dot{s}=0 . \tag{126}
\end{equation*}
$$

In this example we shall take a different tack. We shall apply several coordinate transformations in order to simplify the form of the geodesic equations. First of all define

$$
\begin{equation*}
w^{\prime}=w, \quad x^{\prime}=x, \quad y^{\prime}=y-\frac{z w}{2}, \quad z^{\prime}=\frac{z}{2} \tag{127}
\end{equation*}
$$

so that the geodesic equations become

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t(v+w s+z t), \quad \dot{v}=0, \quad \dot{s}=0 \tag{128}
\end{equation*}
$$

on dropping the primes. Again define

$$
\begin{equation*}
w^{\prime}=w, \quad x^{\prime}=x-\frac{w y}{2}, \quad y^{\prime}=y, \quad z^{\prime}=z \tag{129}
\end{equation*}
$$

so that the geodesic equations become

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t(w s+z t), \quad \dot{v}=0, \quad \dot{s}=0 \tag{130}
\end{equation*}
$$

again on dropping primes. At this point we note that the geodesic system, and hence the connection, factors as a product of one and three-dimensional systems. Thus we define the transformation

$$
\begin{equation*}
w^{\prime}=y, \quad x^{\prime}=x-\frac{z w^{2}}{2}, \quad y^{\prime}=z, \quad z^{\prime}=w \tag{131}
\end{equation*}
$$

after which the geodesic equations become

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=-z v s, \quad \dot{v}=0, \quad \dot{s}=0 . \tag{132}
\end{equation*}
$$

We now devote attention to the connection ( not a canonical connection) in the variables $x, y, z$. The connection and curvature matrices are given by

$$
2 \Theta=\left[\begin{array}{ccc}
0 & z d z & z d y \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right], \quad 2 \Omega=\left[\begin{array}{ccc}
0 & 0 & -d y d z \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] .
$$

The algebraic solution corresponding to (18) and (19) is given by

$$
g_{i j}=\left[\begin{array}{ccc}
0 & s \lambda & -v \lambda \\
s \lambda & \rho & \mu \\
-v \lambda & \mu & \sigma
\end{array}\right] .
$$

The ODE conditions (11) are given by

$$
\begin{equation*}
\dot{\lambda}=0, \quad \dot{\mu}=0, \quad \dot{\rho}-z s^{2} \lambda=0, \quad \dot{\sigma}+z s^{2} \lambda=0 . \tag{133}
\end{equation*}
$$

The ODE may be integrated to give the following solution for $g$

$$
g_{i j}=P\left[\begin{array}{ccc}
0 & s & -v \\
s & -\frac{u s}{v} & 0 \\
-v & 0 & \frac{u v}{s}
\end{array}\right]+\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & K & M \\
0 & M & N
\end{array}\right]
$$

The closure conditions are:

$$
\begin{align*}
P_{u}=0, \quad u\left(s P_{s}+P\right)+v M_{v}-v K_{s}=0, & s\left(P_{s}+P\right)+s=0  \tag{134}\\
s\left(v P_{v}+P\right)+s N_{v}-s M_{s}=0, \quad s P_{s}+P-M_{u}=0, & s P_{s}+v P_{v}+2 P=0 . \tag{135}
\end{align*}
$$

We obtain the following formula for the Hessian $g_{i j}$

$$
\left.\begin{array}{rl}
g_{i j}= & \frac{F(\alpha, \beta)}{v^{2}}\left[\begin{array}{cccc}
0 & s & -v & 0 \\
s & -\frac{2 u s}{v} & u & 0 \\
-v & u & \frac{u v}{s} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\frac{s}{v^{3}}\left(\frac{\partial F}{\partial \alpha}+y \frac{\partial F}{\partial \beta}\right)\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 \\
0 & -\frac{u s}{v} & u \\
0 & u & \frac{u v}{s} \\
0 \\
0 & 0 & 0
\end{array}\right]
\end{array}\right]
$$

where $\lambda$ is an arbitrary smooth function of $v, s, t$. In order to obtain a concrete Lagrangian we specialize to the case where the quantity $s F^{\prime}+v F$ is zero and we find

$$
\begin{equation*}
L=2 u \ln (v / s)+z^{2} v+s^{2} \tag{136}
\end{equation*}
$$

We can obtain a Lagrangian for the original system by successively applying the inverses of the various coordinate transformations that changed (159) into (165), which gives:

$$
\begin{equation*}
L^{\prime}=(2 u-v w-y t) \ln \left(\frac{s}{t}\right)+\frac{w^{2} s}{2}+t^{2}+\left(v-\frac{z t}{2}-\frac{w s}{2}\right)^{2} \tag{137}
\end{equation*}
$$

$A_{4,3}$ : This case is very similar to the previous one. The non-zero Lie brackets are given by

$$
\begin{equation*}
\left[e_{1}, e_{4}\right]=e_{1}, \quad\left[e_{3}, e_{4}\right]=e_{2} \tag{138}
\end{equation*}
$$

We see that $e_{2}$ spans the center. A typical element of the group may be written as

$$
S=\left[\begin{array}{cccc}
e^{w} & 0 & 0 & x \\
0 & 1 & w & y \\
0 & 0 & 1 & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

A basis of right-invariant forms is given by $d z, d w, d x-x d w, d y-z d w$ and the dual vector fields are given by

$$
\begin{equation*}
W=\frac{\partial}{\partial w}+x \frac{\partial}{\partial x}+z \frac{\partial}{\partial y}, \quad X=\frac{\partial}{\partial x}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} . \tag{139}
\end{equation*}
$$

The corresponding system of geodesic equations is given by

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t u, \quad \dot{v}=s t, \quad \dot{s}=0 \tag{140}
\end{equation*}
$$

As in the last example we apply a coordinate transformation in order to simplify the form of the geodesic equations. Define

$$
\begin{equation*}
w^{\prime}=w, \quad x^{\prime}=x, \quad y^{\prime}=y-\frac{z w}{2}, \quad z^{\prime}=z \tag{141}
\end{equation*}
$$

so that the geodesic equations become

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=t u, \quad \dot{v}=0, \quad \dot{s}=0 \tag{142}
\end{equation*}
$$

on dropping the primes. We can now write down a general Hessian in the new coordinates as:

$$
g_{i j}=\frac{K\left(\frac{e^{-w} u}{t}, x-\frac{u}{t}\right)}{t u}\left[\begin{array}{cccc}
u & -t & 0 & 0  \tag{143}\\
-t & \frac{u^{2}}{t} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & \lambda_{v v} & \lambda_{v s} & \lambda_{v t} \\
0 & \lambda_{v s} & \lambda_{s s} & \lambda_{s t} \\
0 & \lambda_{v t} & \lambda_{s t} & \lambda_{t t}
\end{array}\right]
$$

where $\lambda$ is an arbitrary smooth function of $v, s, t$. A particular Lagrangian is a given by

$$
\begin{equation*}
L=\frac{e^{-w} u^{2}}{t}+s^{2}+t^{2}+v^{2} \tag{144}
\end{equation*}
$$

The Lagrangian in the original variables is given by

$$
\begin{equation*}
L^{\prime}=\frac{e^{-w} u^{2}}{t}+s^{2}+t^{2}+\left(v-\frac{w s}{2}-\frac{z t}{2}\right)^{2} \tag{145}
\end{equation*}
$$

$A_{4,8}$ : The non-zero Lie brackets are given by

$$
\begin{equation*}
\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{2}, e_{4}\right]=e_{2}, \quad\left[e_{3}, e_{4}\right]=-e_{3} \tag{146}
\end{equation*}
$$

A typical element of the group may be written as

$$
S=\left[\begin{array}{cccc}
1 & 0 & x e^{w} & y \\
0 & e^{-w} & 0 & x \\
0 & 0 & e^{w} & z \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The right invariant forms are given by $d w, d x+x d w, d z-z d w$ and $d y-z d x-x z d w$ and the corresponding right invariant vector fields are given by

$$
\begin{equation*}
W=\frac{\partial}{\partial w}-x \frac{\partial}{\partial x}+z \frac{\partial}{\partial z}, \quad X=\frac{\partial}{\partial x}+z \frac{\partial}{\partial y}, \quad Y=\frac{\partial}{\partial y}, \quad Z=\frac{\partial}{\partial z} \tag{147}
\end{equation*}
$$

The geodesic equations are

$$
\begin{equation*}
\dot{t}=0, \quad \dot{u}=-t u, \quad \dot{v}=s(u+x t), \quad \dot{s}=s t . \tag{148}
\end{equation*}
$$

The connection form $\theta$ and the curvature two-form $\Omega$ are given by

$$
-2 \theta=\left[\begin{array}{cccc}
-d w & 0 & 0 & -d x \\
d z & 0 & d x+x d w & x d z \\
0 & 0 & d w & d z \\
0 & 0 & 0 & 0
\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}
0 & 0 & 0 & d w d x \\
d w d z & 0 & d w d x & x d w d z \\
0 & 0 & 0 & d w d z \\
0 & 0 & 0 & 0
\end{array}\right]
$$

The curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
R_{143}^{2}=R_{341}^{2}=R_{441}^{1}=R_{443}^{3}=\frac{1}{4}, \quad R_{443}^{2}=\frac{x}{4} \tag{149}
\end{equation*}
$$

Equations (18) and (19) imply that:

$$
s g_{q 2} u^{q}+t g_{q 1} u^{q}=0,(u+x t) g_{q 2} u^{q}+t g_{q 3} u^{q}=0, s g_{22}+t g_{12}=0,(u+x t) g_{22}+t g_{23}=0
$$

and so the algebraic solution for $g$ is given by:

$$
\begin{aligned}
g_{i j}= & \rho\left[\begin{array}{cccc}
\frac{s^{2}(2 u+x t)}{u t^{2}} & -\frac{s}{t} & 0 & 0 \\
-\frac{s}{t} & 1 & -\frac{(u+x t)}{t} & 0 \\
0 & -\frac{(u+x t)}{t} & \frac{(u+x t)(2 u+x t)}{t^{2}} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+\lambda\left[\begin{array}{ccc}
-\frac{s}{u} & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 \\
0 & 0 & -\frac{(u+x t)}{s} \\
0 & 1 & 0
\end{array}\right]+\sigma\left[\begin{array}{ccc}
-\frac{s}{u} & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & -\frac{u}{s} \\
0 & 0 & 0 \\
0
\end{array}\right]
\end{aligned}
$$

The ODE conditions (11) turn out to be

$$
\begin{align*}
& \dot{\rho}=0, \quad \dot{\lambda}-\frac{s(u+x t)}{t} \rho=0, \quad \dot{\mu}+s \tau+s \lambda-\frac{s^{2}(u+x t)}{t^{2}} \rho=0  \tag{150}\\
& \dot{\tau}=0, \quad \dot{\sigma}-u \lambda+\frac{u s(u+x t)}{t^{2}} \rho=0, \quad \dot{\pi}-u \mu+x s \tau+s \sigma=0 \tag{151}
\end{align*}
$$

The solution to the above system is:

$$
\begin{gathered}
\rho=K, \quad \lambda=\frac{z(u+x t)}{t} K+L, \quad \tau=M, \quad \mu=\frac{z(u+x t)(s-z t)}{t^{2}} K-z L-z M+N \\
\sigma=-\frac{x(u+x t)(s-z t)}{t^{2}} K+x L+R, \quad \pi=\frac{x z(u+x t)(s-z t)}{t^{2}} K-x z L-x z M+x N-z R+Q
\end{gathered}
$$

where $K, L, M, N, Q$ and $R$ are first integrals and so $g$ becomes:

$$
\begin{aligned}
g_{i j} & =K\left[\begin{array}{cccc}
\frac{s^{2}}{t^{2}} & -s / t & \frac{s(u+z t)}{t^{2}} & 0 \\
-s / t & 1 & -\frac{(u+x t)}{t} & 0 \\
\frac{s(u+z t)}{t^{2}} & -\frac{(u+x t)}{t} & \frac{(u+x t)^{2}}{t^{2}} & 0 \\
0 & 0 & 0 & 0
\end{array}\right]+L\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & x \\
0 & -1 & x & \frac{Q}{L}
\end{array}\right] \\
& +M\left[\begin{array}{cccc}
0 & 0 & 1 & -\frac{s}{t} \\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & -\frac{u}{t} \\
-\frac{s}{t} & 1 & -\frac{u}{t} & 0
\end{array}\right]+R\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -t / s & 1 \\
0 & 0 & 1 & -z
\end{array}\right]+N\left[\begin{array}{cccc}
-t / u & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & x
\end{array}\right]
\end{aligned}
$$

Finally we turn to the closure conditions. After much calculation and rearrangement we obtain the following PDE system for the unknowns $K, L, M, N, Q$ and $R$ :

$$
\begin{gather*}
t K_{s}+(u+x t) K_{v}=0, s K_{s}-(u+x t) K_{u}=0, L_{v}+K_{t}=0, t^{2} L_{s}+u K-t(u+x t) K_{t}=0  \tag{152}\\
t^{2} L_{u}+s\left(K-t K_{t}\right)=0, t M_{v}+K-t K_{t}=0, t^{3} N_{s}+t^{2} u M_{u}+s u\left(t K_{t}-2 K\right)=0  \tag{153}\\
t^{3} R_{u}+s t^{2} M_{s}+s t(u+x t) K_{t}-s(2 u+x t) K=0  \tag{154}\\
t^{3} L_{t}+t^{2}\left(u M_{u}+v M_{v}+s M_{s}+t M_{t}\right)+t(s(2 u+x t)-t v) K_{t}+(t v-s(4 u+x t)) K=0  \tag{155}\\
R_{v}=0, u R_{u}+s R_{s}+t R_{t}+R=0, Q_{v}+L_{t}=0  \tag{156}\\
t^{2} Q_{u}-t^{2} N_{t}-z t^{2} R_{u}+x t^{2} N_{u}+s\left(t M_{t}-M\right)=0  \tag{157}\\
t^{2} Q_{s}-t^{2} R_{t}-z t^{2} R_{s}+x t^{2} N_{s}+u\left(t M_{t}-M\right)=0  \tag{158}\\
u N_{u}+v N_{v}+s N_{s}+t N_{t}+N=0 \tag{159}
\end{gather*}
$$

We are unable to to find any nontrivial integrability conditions, but since $K$ is a first integral it must be of the form

$$
\begin{equation*}
K=K(t, s(u+x t)-v s) \tag{160}
\end{equation*}
$$

We note that the canonical connection is a Levi-Civita connection and it turns out that a metric is given by

$$
\begin{equation*}
g=x d w d z-d y d w+d x d z \tag{161}
\end{equation*}
$$

Notice, however, that $g$ can be re-written in either of the following two equivalent forms:

$$
\begin{equation*}
g=d w(x d z-d y)+\left(e^{w} d x\right)\left(e^{-w} d z\right) \tag{162}
\end{equation*}
$$

and

$$
\begin{equation*}
g=(d z-z d w)(x d w+d x)-d w(d y-z d x-x z d w) \tag{163}
\end{equation*}
$$

The first of these forms has been expressed in terms of left-invariant forms whereas the second in terms of right-invariant forms. It follows that $g$ is bi-invariant.
$A_{4,10}$ : The non-zero Lie brackets are given by

$$
\begin{equation*}
\left[e_{2}, e_{3}\right]=e_{1}, \quad\left[e_{2}, e_{4}\right]=-e_{3}, \quad\left[e_{3}, e_{4}\right]=e_{2} \tag{164}
\end{equation*}
$$

The group representation is given by

$$
S=\left[\begin{array}{cccc}
1 & y \cos (w)+x \sin (w) & -y \sin (w)+x \cos (w) & z \\
0 & \cos (w) & -\sin (w) & x \\
0 & \sin (w) & \cos (w) & -y \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The right invariant forms are given by $d w, d x-y d w, d y+x d w$ and $d z+y d x-x d y-$ $\left(x^{2}+y^{2}\right) d w$ and the corresponding right invariant vector fields are given by

$$
\begin{equation*}
W=\frac{\partial}{\partial w}-x \frac{\partial}{\partial y}+y \frac{\partial}{\partial x}, \quad X=\frac{\partial}{\partial x}-y \frac{\partial}{\partial z}, \quad Y=\frac{\partial}{\partial y}+x \frac{\partial}{\partial z}, \quad Z=\frac{\partial}{\partial z} \tag{165}
\end{equation*}
$$

The geodesic equations are

$$
\begin{equation*}
\dot{u}=t v, \quad \dot{v}=-u t, \quad 2 \dot{s}=(x u+y v) t, \quad \dot{t}=0 \tag{166}
\end{equation*}
$$

The connection form $\theta$ and the curvature two-form $\Omega$ are given by
$-2 \theta=\left[\begin{array}{cccc}0 & d w & 0 & d y \\ -d w & 0 & 0 & -d x \\ x d w & y d w & 0 & x d x+y d y \\ 0 & 0 & 0 & 0\end{array}\right], \quad 4 \Omega=\left[\begin{array}{cccc}0 & 0 & 0 & d x d w \\ 0 & 0 & 0 & d y d w \\ 2 d w d x & 2 d w d y & 0 & d w(x d y-y d x) \\ 0 & 0 & 0 & 0\end{array}\right]$.
We see that the curvature tensor has essentially only the following non-zero components

$$
\begin{equation*}
R_{414}^{1}=R_{424}^{2}=2 R_{141}^{3}=2 R_{242}^{3}=\frac{1}{4}, \quad R_{414}^{3}=\frac{y}{4}, \quad R_{424}^{3}=-\frac{x}{4} \tag{167}
\end{equation*}
$$

Conditions (18) and (19) give:

$$
\begin{aligned}
g_{i j} & =\lambda\left[\begin{array}{cccc}
t^{2} u & t^{2} v & 0 & -t\left(u^{2}+v^{2}\right) \\
t^{2} v & -t^{2} u & 0 & 0 \\
0 & 0 & 0 & 0 \\
-t\left(u^{2}+v^{2}\right) & 0 & 0 & u\left(u^{2}+v^{2}\right)
\end{array}\right]+\rho\left[\begin{array}{ccc}
t^{2} & 0 & 0 \\
0 & -t u \\
t^{2} & 0 & -t v \\
0 & 0 & 0 \\
-t u & -t v & 0 \\
u^{2}+v^{2}
\end{array}\right] \\
& +\mu\left[\begin{array}{cccc}
-t^{2} v & t^{2} u & 0 & 0 \\
t^{2} u & t^{2} v & 0 & -t\left(u^{2}+v^{2}\right) \\
0 & 0 & 0 & 0 \\
0 & -t\left(u^{2}+v^{2}\right) & 0 & v\left(u^{2}+v^{2}\right)
\end{array}\right]++\sigma\left[\begin{array}{cccc}
2 & 0 & 0 & -y \\
0 & 2 & 0 & x \\
0 & 0 & 0 & 1 \\
-y & x & 1 & \frac{\tau}{\sigma}
\end{array}\right] \\
& +\pi\left[\begin{array}{cccc}
0 & 0 & 2 u-y t \\
0 & 0 & 2 v+x t & 0 \\
2 u-y t & 2 v+x t & t & -\frac{u^{2}+v^{2}-y t u+x v t}{t} \\
0 & 0 & -\frac{u^{2}+v^{2}-y t u+x v t}{t} & 0
\end{array}\right] .
\end{aligned}
$$

One ODE condition (11) for $g_{13}$ gives easily that $\pi$ is a first integral $P$, say, and then the $g_{23}$ and $g_{33}$ conditions are satisfied identically. The $g_{34}$ condition gives that
$\sigma-\pi \frac{u(2 u-y t)+v(2 v+x t)}{t}$ is a first integral, say, $S$. The remaining ODE conditions coming from the $g_{11}, g_{22}$ and $g_{12}$ and $g_{44}$ components are:

$$
\begin{align*}
& u \dot{\lambda}-v \dot{\mu}+\frac{\pi(x u-y v)-x y t}{t}=0, \quad v \dot{\lambda}+u \dot{\mu}+\frac{\pi 2(y u+x v)-x y t}{2 t}=0  \tag{168}\\
& \dot{\tau}-t\left(u^{2}+v^{2}\right)\left(v \dot{\lambda}-u \dot{\mu}-\frac{(x u+y v) \pi}{t}(u(2 u-y t)+v(2 v+x t))=0\right. \tag{169}
\end{align*}
$$

The complete solution of the ODE conditions (11) is similar to the one given for $g_{i j}$ above except that the greek letters $\lambda, \mu, \rho, \sigma$ and $\tau$ become the first integrals $L, M, R, S$ and $T$. In addition $\pi$ is replaced by the first integral $P$ and its associated matrix is replaced by

$$
\left[\begin{array}{cccc}
\frac{2 t(v x-u y)+y^{2} t^{2}}{t} & -x y t & 2 u-y t & 0 \\
-x y t & \frac{2 t(v x-u y)+x^{2} t^{2}}{t} & 2 v+x t & 0 \\
2 u-y t & 2 v+x t & t & -2 \frac{\left(u^{2}+v^{2}\right)}{t} \\
0 & 0 & -2 \frac{\left(u^{2}+v^{2}\right)}{t} & \frac{\left(x^{2}+y^{2}\right)\left(u^{2}+v^{2}\right)}{t}
\end{array}\right]
$$

There are fourteen closure conditions that we shall not write down and the system is similar to that of $A_{4,8}$ only more complicated. We shall be content to note that the solution for the function $P$ is given by:

$$
\begin{equation*}
P=P\left(u^{2}+v^{2}-2 y u t+2 x v t+s t, t\right) \tag{170}
\end{equation*}
$$

and it leads to the bi-invariant metric:

$$
\begin{equation*}
g=d x^{2}+d y^{2}-y d x d w+x d y d w+d z d w \tag{171}
\end{equation*}
$$
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