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A COMPARISON OF THREE RECENT SELECTION THEOREMS
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Abstract. We compare a recent selection theorem given by Chistyakov using the notion
of modulus of variation, with a selection theorem of Schrader based on bounded oscillation
and with a selection theorem of Di Piazza-Maniscalco based on bounded A ,Λ-oscillation.
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1. Introduction

In ([3]) Chistyakov proves a sufficient condition for the existence of a convergent

subsequence of a given functions sequence. Such a result is based on the notion of

modulus of variation introduced by Chanturiya in [2] and generalizes many selection

theorems based on the notion of variation ([6]) or of generalized, in some sense,

variation ([8], [10]).

In the above mentioned paper Chistyakov leaves open the problem concerning the

relationship between his theorem and the selection theorems based on the notion of

oscillation, contained in the works of Schrader ([9]) and Di Piazza-Maniscalco ([5]).

Here we prove that the Chistyakov theorem has no relationship both with the

Schrader theorem based on bounded oscillation (see [9], Theorem 1.2) and with the Di

Piazza-Maniscalco theorem based on boundedA , Λ-oscillation (see [5], Theorem 2.1).
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2. Notation and useful facts

A sequence {fj} of real functions defined on a setX is said to be pointwise bounded

if, for each x ∈ X, the sequence {fj(x)} is bounded; {fj} is said to be uniformly

bounded if there exists a positive constant M such that |fj(x)| 6 M for each x ∈ X

and for all positive integers j.

Let f be a real function defined on a bounded closed interval [a, b] in
�
, and let n

be a positive integer. We set

ν(n, f) = sup

n
∑

i=1

|f(x2i) − f(x2i−1)|,

where the supremum is taken over all collections {x1, x2, . . . , x2n} of 2n points of

[a, b] such that a 6 x1 6 x2 6 . . . 6 x2n 6 b. The sequence {ν(n, f)}∞n=1 is called

the modulus of variation of f in the sense of Chanturiya ([2]). The following theo-

rem characterizes, in terms of modulus of variation, the regulated functions, i.e. the

functions with finite left and right limits at each point of [a, b] (see [2], Theorem 5).

Theorem 2.1. A function f : [a, b] →
�
is regulated if and only if

lim
n→+∞

ν(n, f)

n
= 0.

In [3] Chistyakov proves the following selection theorem:

Theorem 2.2. Let {fj} be a uniformly bounded sequence of real valued functions

on [a, b] such that

(2.1) lim
n→∞

( 1

n
lim sup

j→∞

ν(n, fj)
)

= 0.

Then it contains a subsequence which converges pointwise on [a, b] to a bounded

function f : [a, b] →
�
satisfying lim

n→+∞

1
nν(n, f) = 0.

Let f : [a, b] →
�
and let P(f) be the family of all finite collections P =

{x1, x2, . . . , xn} with n > 1 and a 6 x1 < x2 < . . . < xn 6 b such that (−1)if(xi) > 0

for each i = 1, 2, . . . , n, or (−1)if(xi) < 0 for each i = 1, 2, . . . , n, or f(xi) = 0 for

each i = 1, 2, . . . , n. The oscillation of f in [a, b] is defined in [9] by

T (f) = sup
P∈P(f)

n
∑

i=1

|f(xi)|.

In [9] Schrader proves the following selection theorem:
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Theorem 2.3. Let {fj} be a sequence of real valued functions on [a, b]. If there

exists a positive constantM such that T (fj − fl) 6 M for all j, l, then {fj} contains

a subsequence which converges pointwise on [a, b].

Let X be a subset of
�
. A family A of intervals in

�
is called a complete subbase of

intervals on X ([1]) if, for almost every x ∈ X, there exists a constant δ(x) > 0 such

that the intervals [x−γ, x], [x, x+γ], 0 < γ < δ(x), whose interior parts intersect X,

are in A . The domain of δ is denoted by D(A). If X is an interval we can suppose

that every element of A is contained in X.

Let f be a real function defined on X. According to [5] we denote by P(f, A )

the family of all collections P = {x0, x1, . . . , xn} of points of D(A) with n = 2k + 1,

k ∈ � , x0 < x1 < . . . < xn, [x2i, x2i+1] ∈ A for i = 0, 1, . . . , k, and fulfilling

the following condition: f(x2i)f(x2i+1) < 0 for every i = 0, 1, . . . , k. A sequence

Λ = {λi} is said to be admissible if it is a non-decreasing sequence of positive real

numbers with λ1 > 1, lim
i→∞

1/λi = 0 and
∞
∑

i=1

1/λi = +∞. The A , Λ-oscillation of f

is defined by

TΛ(f, A ) =











sup
P∈P(f,A )

(2k+1
∑

i=0

|f(xi)|

λ[(i+2)/2]

)

if P(f, A ) 6= ∅,

0 if P(f, A ) = ∅

where [ 12 (i + 2)] is the integer part of 1
2 (i + 2).

In [5] Di Piazza and the author prove the following theorem that generalizes the

above Theorem 2.3.

Theorem 2.4. Let {fj} be a pointwise bounded sequence of real functions defined

on a set X. If there exist a complete subbase A on X, an admissible sequence

Λ = {λi}, and a positive constant M such that TΛ(fj − fl, A ) 6 M for all j, l, then

{fj} contains a subsequence which converges pointwise on D(A).

3. Comparison of selection theorems

In order to make Theorem 2.4 and Theorem 2.2 comparable we assume in this

section that, in the hypotheses of Theorem 2.4, D(A) = X.
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Theorem 3.1. Selection Theorem 2.2 has no relation both with the selection

Theorem 2.3 based on bounded oscillation and with the selection Theorem 2.4 based

on bounded A , Λ-oscillation.

�������	�
. The proof is constructive and is divided into three steps:
���
��
I. We construct on [0, 1] a functions sequence {fj} fulfilling the hypotheses

of Theorem 2.2 and the ones of Theorem 2.4 but not fulfilling the hypotheses of

Theorem 2.3. Define

fj(x) =







(−1)m+j 1

mj
+

m
∑

i=1

(−1)i 1

i
if x ∈ Im =

[m − 1

m
,

m

m + 1

[

,

− log 2 if x = 1.

For calculation of ν(n, fj), let us consider 2n points 0 6 x1 6 x2 6 . . . 6 x2n 6 1.

For each i ∈ � let mi be the natural index such that the point xi ∈ Imi
, except

possibly the case x2n = 1. In case x2n = 1, we putm2n = +∞. Obviouslymi 6 mi+1.

Without loss of generality, we may suppose that m2h−1 6= m2h, h = 1, 2, . . . , n.

Indeed, if x2h and x2h−1 are in the same interval, then |fj(x2h) − fj(x2h−1)| = 0.

By the Leibniz Theorem we obtain

|fj(x2h) − fj(x2h−1)|

=

∣

∣

∣

∣

m2h
∑

i=1

(−1)i 1

i
+ (−1)m2h+j 1

m2hj
−

m2h−1
∑

i=1

(−1)i 1

i
− (−1)m2h−1+j 1

m2h−1j

∣

∣

∣

∣

6

∣

∣

∣

∣

m2h
∑

i=1

(−1)i 1

i
−

m2h−1
∑

i=1

(−1)i 1

i

∣

∣

∣

∣

+
1

m2hj
+

1

m2h−1j

<
2

m2h−1 + 1
+

2

m2h−1j
6

2

m2h−1

(

1 +
1

j

)

6
4

m2h−1
.

Hence we infer

n
∑

h=1

|fj(x2h) − fj(x2h−1)| <
n

∑

h=1

4

m2h−1
6 4

n
∑

h=1

1

h
.

Therefore, for each positive integer j we have ν(n, fj) 6 4
n
∑

h=1

1/h = 4 log n+4γ +

o(1) when n → +∞, where γ is the Euler-Mascheroni constant. So the sequence

{fj} fulfils (2.1). Moreover, |fj(x)| 6 2, hence the hypotheses of Theorem 2.2 are

verified.

We are going to prove now that {fj} doesn’t fulfil the hypotheses of Theorem 2.3.

Let j and l, with j > l, be positive integers and let x ∈ [m−1
m , m

m+1 [ . It is easy to
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see that, if j and l are both even or both odd, we have

|fj(x) − fl(x)| =
j − l

mjl
,

while if j is even and l odd, or vice-versa, we have

|fj(x) − fl(x)| =
j + l

mjl
.

Let us fix now j and l. For each positive integer n there exists a collection P =

{x1, x2, . . . , xn} ∈ P(fj − fl) with xi ∈ Ii, i = 1, 2, . . . , n. Then, if j and l are both

odd or both even, we obtain

n
∑

i=1

|fj(xi) − fl(xi)| =
j − l

jl

n
∑

i=1

1

i
,

while if j is even and l is odd, or vice-versa, we have

n
∑

i=1

|fj(xi) − fl(xi)| =
j + l

jl

n
∑

i=1

1

i
.

In any case T (fj−fl) = +∞. Then {fj} doesn’t fulfil the hypotheses of Theorem 2.3.

Moreover, the sequence {fj} fulfils the hypotheses of Theorem 2.4 with Λ = {i}

and the complete subbase A of [0, 1] such that D(A) = [0, 1] and, for x ∈] m−1
m , m

m+1 [,

we have δ(x) < min(d(x, m−1
m ), d(x, m

m+1 )), where d is the Euclidean distance in
�
.

Let us fix j, l and let P = {x0, x1, . . . , xn} be a collection of P(fj − fl, A ) with

n = 2k+1.Then, for each h = 0, 1, 2, . . . , k, at least one of the extremes of [x2h, x2h+1]

is a point of the form m
m+1 . Therefore,

2k+1
∑

i=0

1

λ[(i+2)/2]
|fj(xi) − fl(xi| 6 2

k+1
∑

i=1

l + j

i2lj
6 2

l + j

lj

∞
∑

i=1

1

i2
< 4

∞
∑

i=1

1

i2
.

So TΛ(fj − fl, A ) 6 4
∞
∑

i=1

1/i2 whenever 1 6 l < j < +∞.

���
��

II. Now we construct on [0, 1] a functions sequence {gj} fulfilling the hy-

potheses of Theorem 2.2 but not the ones of Theorem 2.4. Define

gj(x) =







(−1)m+jj−1 +
m
∑

i=1

(−1)ii−1 if x ∈ Im = [m−1
m , m

m+1 [,

− log 2 if x = 1.
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Using the same formalism and technique as in Step I, for 0 6 x1 6 x2 6 . . . 6

x2n 6 1 we obtain

(3.1) |gj(x2h) − gj(x2h−1)| 6
2

m2h−1
+

2

j
h = 1, 2, . . . , n.

Then

n
∑

h=1

|gj(x2h) − gj(x2h−1)| 6

n
∑

h=1

2

m2h−1
+

2n

j
6 2

n
∑

h=1

1

h
+

2n

j
.

So, for each positive integer j we have ν(n, gj) 6 2
n
∑

h=1

1/h + 2n/j. Therefore

(3.2) lim sup
j→∞

ν(n, gj) 6 2

n
∑

h=1

1

h
= 2 logn + 2γ + o(1) when n → +∞.

Hence the sequence {gj} fulfils (2.1). Moreover, |gj(x)| 6 2. Hence the hypotheses

of Theorem 2.2 are verified.

In order to prove that {gj} doesn’t fulfil the hypotheses of Theorem 2.4, let us fix

positive integers j and l, with j > l and with j even and l odd, or vice-versa. For

each x ∈ [0, 1[ we have

|gj(x) − gl(x)| =
j + l

jl
.

Whichever complete subbase A with D(A) = [0, 1] we consider, for each positive

integer n = 2k + 1 there exists a collection P = {x0, x1, . . . , xn} ∈ P(gj − gl, A )

with x2i ∈ Ii+1, i = 0, 1, . . . , k. Then, if Λ = {λi} is any admissible sequence, we get

n
∑

i=0

|gj(xi) − gl(xi)|

λ[(i+2)/2]
= 2

j + l

jl

k+1
∑

i=1

1

λi
.

So TΛ(gj − gl, A ) = +∞. Hence {gj} doesn’t fulfil the hypotheses of Theorem 2.4.
���
��
III. Finally, in this step we construct a functions sequence {hj} fulfilling

the hypotheses of Theorem 2.3 (and consequently also the ones of Theorem 2.4) but

not fulfilling the hypotheses of Theorem 2.2.

Let h0 be a non regulated function on [a, b] (i.e.h0 has at least one non simple

discontinuity), and define

hj(x) = h0(x) +
1

j
.

If j, l are positive integers with j > l, then for each x we have

hj(x) − hl(x) =
1

j
−

1

l
< 0.
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Then every collection P ∈ P(hj − hl) contains only a single point. So T (hj − hl) =

1/l−1/j < 1. Therefore, {hj} fulfils the hypotheses of Theorem 2.3 and, consequently,

the ones of Theorem 2.4. On the other hand, since the sequence {hj} converges to

h0, in view of Theorem 2.1, {hj} cannot fulfil the hypotheses of Theorem 2.2.
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