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On the automorphism group of
a 𝑮-induced variety
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Abstract. Let 𝐺 be a connected semisimple algebraic group of adjoint type
over the field ℂ of complex numbers and 𝐵 be a Borel subgroup of 𝐺. Let
𝐹 be an irreducible projective 𝐵-variety. Then consider the variety 𝐸 ∶=
𝐺 ×𝐵 𝐹, which has a natural action of 𝐺; we call it the 𝐺-induced variety or
(𝐺, 𝐵)-induced variety. In this article, we compute the connected component
containing the identity automorphism of the group of all algebraic automor-
phisms of some particular 𝐺-induced varieties 𝐸.
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1. Introduction
Let 𝑋 be a projective variety over the complex numbers ℂ. Let Aut0(𝑋) be

the connected component, containing the identity automorphism of the group
of all algebraic automorphisms of 𝑋. Then Aut0(𝑋) has a structure of an alge-
braic group (see [MO67, Theorem 3.7, p.17]). Further, the Lie algebra of this
automorphism is isomorphic to the space of all tangent vector fields on 𝑋, that
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is the space 𝐻0(𝑋,Θ𝑋) of all global sections of the tangent sheaf Θ𝑋 of 𝑋 (see
[MO67, Lemma 3.4, p.13]).
Let 𝐺 be a connected semisimple algebraic group of adjoint type over ℂ. De-

mazure [Dem77] studied the automorphism group of a partial flag variety, i.e.,
a homogeneous variety of the form 𝐺∕𝑃, where 𝑃 is a parabolic subgroup of 𝐺.
Further, Demazure proved that all the higher cohomology groups of the tan-
gent bundle of a partial flag variety vanish. Bott proved this in the complex
analytic setup in [Bot57, Theorem VII, p.242]. As a particular case of his result,
it follows that the connected component containing the identity automorphism
of the group of all algebraic automorphisms of a full flag variety (i.e., a homo-
geneous variety of the form𝐺∕𝐵, where 𝐵 is a Borel subgroup of𝐺) is identified
with 𝐺.
By Kodaira-Spencer theory, the vanishing of the first cohomology group of

the tangent bundle of a partial flag variety implies that partial flag varieties
admit no local deformation of their complex structure. In other words, for any
continuous family of complex varieties 𝑋𝑦 parameterized by a complex variety
𝑌, where 𝑋𝑦 is topologically isomorphic to 𝑋 for all 𝑦, and 𝑋0 is analytically
isomorphic to 𝑋, then 𝑋𝑦 is analytically isomorphic to 𝑋 in a neighborhood of
0 ∈ 𝑌.
Let 𝐵 be a Borel subgroup of 𝐺. Let 𝐹 be a projective 𝐵-variety. Consider the

variety
𝐸 ∶= 𝐺 ×𝐵 𝐹 = 𝐺 × 𝐹∕ ∼,

where the action of 𝐵 on 𝐺 × 𝐹 is given by 𝑏 ⋅ (𝑔, 𝑓) = (𝑔𝑏−1, 𝑏𝑓) for all 𝑔 ∈
𝐺, 𝑏 ∈ 𝐵, 𝑓 ∈ 𝐹 and “∼” denotes the equivalence relation defined by the action.
The equivalence class of (𝑔, 𝑓) is denoted by [𝑔, 𝑓]. Note that there is a natural
action of 𝐺 on 𝐸 given by 𝑔′ ⋅ [𝑔, 𝑓] = [𝑔′𝑔, 𝑓],where 𝑔′ ∈ 𝐺, [𝑔, 𝑓] ∈ 𝐸. Then 𝐸
is a projective variety together with a 𝐺-action on it; we call it a (𝐺, 𝐵)-induced
variety. Throughout this article we use the terminology 𝐺-induced variety in-
stead of (𝐺, 𝐵)-induced variety for the sake of simplicity.
In this article, we study the connected component containing the identity

automorphism of the group of all algebraic automorphisms of some particular
𝐺-induced varieties.
Let𝑉 be a𝐵-module. Letℒ(𝑉) be the associated homogeneous vector bundle

on𝐺∕𝐵 corresponding to the 𝐵-module𝑉.We denote the cohomologymodules
𝐻𝑗(𝐺∕𝐵,ℒ(𝑉)) (𝑗 ≥ 0) by𝐻𝑗(𝐺∕𝐵, 𝑉) (𝑗 ≥ 0) for short.
Our main results of this article are the following.

Theorem1.1 (See Theorem 3.3). Let𝐹 be an irreducible projective𝐵-variety. Let
𝐸 = 𝐺 ×𝐵 𝐹 be the 𝐺-induced variety associated to 𝐹. LetΘ𝐸 (respectively,Θ𝐹) be
the tangent sheaf of 𝐸 (respectively, of 𝐹). Then we have

(i) Aut0(𝐸) = 𝐺 if𝐻0(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0.
(ii) Assume𝐻𝑗(𝐹,𝒪𝐹) vanish for all 𝑗 ≥ 1, where𝒪𝐹 is the structure sheaf on

𝐹. Then 𝐻1(𝐸, Θ𝐸) = 𝐻0(𝐺∕𝐵,𝐻1(𝐹, Θ𝐹)) if 𝐻𝑗(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0
for 𝑗 = 1, 2.
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The hypotheses of Theorem 1.1(ii) are satisfied by a very special class of vari-
eties, namely the unirational varieties, which also includes flag varieties, Schu-
bert varieties, Bott-Samelson-Demazure-Hansen varieties (see [Ser59, Lemma
1, p.481]). Under this assumption Theorem 1.1(ii) allows us to compare the lo-
cal deformation of 𝐸 and the local deformation of the fibre space 𝐹 relative to
the base space 𝐺∕𝐵.
Let 𝑇 be a maximal torus of 𝐺 and 𝑅 be the set of roots with respect to 𝑇.

Let 𝑅+ ⊂ 𝑅 be a set of positive roots. Let 𝐵+ be the Borel subgroup of 𝐺 con-
taining 𝑇, corresponding to 𝑅+. Let 𝐵 be the Borel subgroup of 𝐺 opposite to
𝐵+ determined by 𝑇. Let𝑊 = 𝑁𝐺(𝑇)∕𝑇 denote the Weyl group of 𝐺 with re-
spect to 𝑇, where 𝑁𝐺(𝑇) denotes the normalizer of 𝑇 in 𝐺. For 𝑤 ∈ 𝑊, let
𝑋(𝑤) ∶= 𝐵𝑤𝐵∕𝐵 denote the Schubert variety in 𝐺∕𝐵 corresponding to 𝑤.
Consider the diagonal action of𝐺 on𝐺∕𝐵×𝐺∕𝐵.Then there is a𝐺-equivariant

isomorphism
𝜉 ∶ 𝐺 ×𝐵 𝐺∕𝐵⟶ 𝐺∕𝐵 × 𝐺∕𝐵

given by
[𝑔, 𝑔′𝐵] ↦ (𝑔𝐵, 𝑔𝑔′𝐵),

where 𝑔, 𝑔′ ∈ 𝐺.
For any 𝑤 ∈ 𝑊, 𝜉(𝐺 ×𝐵 𝑋(𝑤)) is a 𝐺-stable closed irreducible subset of

𝐺∕𝐵 × 𝐺∕𝐵. Moreover all closed irreducible 𝐺-stable subsets of 𝐺∕𝐵 × 𝐺∕𝐵
are precisely of the form

{
𝜉(𝐺 ×𝐵 𝑋(𝑤)) ∶ 𝑤 ∈ 𝑊

}
(see [BK05, Definition 2.2.6,

p.69-70]).
For 𝑤 ∈ 𝑊, let 𝒳(𝑤) ∶= 𝜉(𝐺 ×𝐵 𝑋(𝑤)). Then 𝒳(𝑤) is equipped with the

structure of a closed subvariety of 𝐺∕𝐵 × 𝐺∕𝐵, this 𝐺-induced variety is called
the 𝐺-Schubert variety associated to 𝑤. Now onwards we omit 𝜉 and simply
write 𝒳(𝑤) for 𝐺 ×𝐵 𝑋(𝑤). Then we prove

Proposition 1.2 (See Proposition 4.6). Assume that 𝐺 is simply-laced. Let 𝑤 ∈
𝑊 be such that 𝑤 ≠ 𝑤0, where 𝑤0 denotes the longest element of𝑊. Let Θ𝒳(𝑤)
(respectively,Θ𝑋(𝑤)) be the tangent sheaf of𝒳(𝑤) (respectively, of𝑋(𝑤)). Then we
have

(i) Aut0(𝒳(𝑤)) = 𝐺.
(ii) 𝐻1(𝒳(𝑤), Θ𝒳(𝑤)) = 𝐻0(𝐺∕𝐵,𝐻1(𝑋(𝑤), Θ𝑋(𝑤))).

Thus if 𝐺 is simply-laced and 𝑤 ≠ 𝑤0 ∈ 𝑊, then by Proposition 1.2, we
conclude that 𝒳(𝑤) admits no local deformation whenever 𝑋(𝑤) does so.
Let𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 be a reduced expression and let 𝑖 ∶= (𝑖1, … , 𝑖𝑟). Let 𝑍(𝑤, 𝑖)

be the Bott-Samelson-Demazure-Hansen variety (natural desingularization of
𝑋(𝑤)) associated to (𝑤, 𝑖). It was first introduced by Bott and Samelson in a
differential geometric and topological context (see [BS58]). Demazure [Dem74]
and Hansen [Han73] independently adapted the construction in the algebro-
geometric situation, which explains the reason for the name. For the sake of
simplicity, wewrite BSDH-variety instead of Bott-Samelson-Demazure-Hansen
variety.
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There is a natural left action of 𝐵 on 𝑍(𝑤, 𝑖). Let 𝒵(𝑤, 𝑖) = 𝐺 ×𝐵 𝑍(𝑤, 𝑖).
Then the 𝐺-induced variety 𝒵(𝑤, 𝑖) is a smooth projective variety and it is a
natural desingularization of𝒳(𝑤) (see [BK05, Corollary 2.2.7, p.70]), we call it a
𝐺-Bott-Samelson-Demazure-Hansen variety (𝐺-BSDH-variety for short). Then
we prove

Proposition 1.3 (See Proposition 4.13). Assume that 𝐺 is simply-laced and the
rank of 𝐺 is at least two. LetΘ𝒵(𝑤,𝑖) be the tangent sheaf on 𝒵(𝑤, 𝑖). Then we have

(i) Aut0(𝒵(𝑤, 𝑖)) = 𝐺.
(ii) 𝐻𝑗(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 0 for 𝑗 ≥ 1.

By Proposition 1.3(ii),𝐻2(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 0.Hence by [Huy05, p.273], we
conclude that 𝒵(𝑤, 𝑖) has unobstructed deformation for a simply-laced group
𝐺.
Further, by Proposition 1.3(ii), 𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 0. Hence by [Huy05,

Proposition 6.2.10, p.272], we conclude that 𝐺-BSDH-varieties are locally rigid
for simply-laced groups 𝐺.
It should bementioned that if𝐺 is not simply-laced, then𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖))

might be non-zero (see Example 4.16).
In view of the above results the following questions are open:
Open problems:
(1) Assume that 𝐺 is not simply-laced. What is the connected component

containing the identity automorphism of the group of all algebraic au-
tomorphisms of 𝒳(𝑤) or 𝒵(𝑤, 𝑖)?

(2) What is the group of all algebraic automorphisms of 𝒳(𝑤) or 𝒵(𝑤, 𝑖)?
The organization of the paper is as follows. In Section 2, we set up notation

and recall some preliminaries. In Section 3, we prove Theorem 1.1. In Section
4, we prove Proposition 1.2 and Proposition 1.3.

2. Notation and preliminaries
In this section, we set up somenotation andpreliminaries. We refer to [BK05],

[Hum72], [Hum75], [Jan03] for preliminaries in algebraic groups and Lie alge-
bras.
Let 𝐺, 𝑇, 𝐵, 𝑅, 𝑅+, and 𝑊 be as in the introduction. Let 𝑆 = {𝛼1, … , 𝛼𝑛}

denote the set of simple roots in 𝑅+, where 𝑛 is the rank of 𝐺. For 𝛽 ∈ 𝑅+, we
use the notation 𝛽 > 0. Let 𝑊 = 𝑁𝐺(𝑇)∕𝑇 denote the Weyl group of 𝐺 with
respect to 𝑇. The simple reflection in𝑊 corresponding to 𝛼𝑖 is denoted by 𝑠𝑖.
For 𝑤 ∈ 𝑊, let 𝓁(𝑤) denote the length of 𝑤. The Bruhat-Chevalley order ≤ ε
on𝑊 is defined as for 𝑣, 𝑤 ∈ 𝑊, 𝑣 ≤ 𝑤 if and only if 𝑋(𝑣) ⊆ 𝑋(𝑤).
For a subset 𝐽 ⊂ 𝑆, let𝑊𝐽 be the subgroup of𝑊 generated by {𝑠𝛼 ∶ 𝛼 ∈ 𝐽}.

For a subset 𝐽 ⊆ 𝑆, let 𝑃𝐽 be the standard parabolic subgroup of 𝐺, i.e., 𝑃𝐽
is generated by 𝐵 and 𝑛𝑤, where 𝑤 ∈ 𝑊𝐽 and 𝑛𝑤 is a representative of 𝑤 in
𝐺. The subgroup𝑊𝐽 ⊆ 𝑊 is called Weyl group of 𝑃𝐽 . For a simple root 𝛼𝑖, we
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denote the corresponding parabolic subgroup simply by 𝑃𝛼𝑖 , it is calledminimal
parabolic subgroup corresponding to 𝛼𝑖.
Let 𝔤 be the Lie algebra of 𝐺. Let 𝔱 ⊂ 𝔤 be the Lie algebra of 𝑇 and 𝔟 ⊂ 𝔤

be the Lie algebra of 𝐵. Let 𝑋(𝑇) denote the group of all characters of 𝑇. We
have 𝑋(𝑇) ⊗ℤ ℝ = Homℝ(𝔱ℝ, ℝ), the dual of the real form of 𝔱. The positive
definite 𝑊-invariant form on Homℝ(𝔱ℝ, ℝ) induced by the Killing form of 𝔤
is denoted by (−,−). We use the notation ⟨−,−⟩, to denote ⟨𝜇, 𝛼⟩ = 2(𝜇,𝛼)

(𝛼,𝛼)
for

every 𝜇 ∈ 𝑋(𝑇)⊗ℤℝ and 𝛼 ∈ 𝑅. The pairing ⟨𝜇, 𝛼⟩ is usually called the Cartan
pairing of 𝜇 and 𝛼. We denote by 𝑋(𝑇)+ the set of dominant characters of 𝑇
with respect to 𝐵+. Let 𝜌 denote the half sum of all positive roots of 𝐺 with
respect to 𝑇 and 𝐵+. For any simple root 𝛼𝑖,we denote the fundamental weight
corresponding to 𝛼𝑖 by 𝜔𝑖. For 1 ≤ 𝑖 ≤ 𝑛, let ℎ(𝛼𝑖) ∈ 𝔱 be the fundamental
co-weight corresponding to 𝛼𝑖. That is 𝛼𝑖(ℎ(𝛼𝑗)) = 𝛿𝑖𝑗, where 𝛿𝑖𝑗 is Kronecker
delta.
We recall that the BSDH-variety corresponding to a reduced expression 𝑖 =

(𝑖1, 𝑖2, … , 𝑖𝑟) of 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 is defined as the quotient

𝑍(𝑤, 𝑖) =
𝑃𝛼𝑖1 × 𝑃𝛼𝑖2 ×⋯ × 𝑃𝛼𝑖𝑟

𝐵 × 𝐵 ×⋯ × 𝐵 ,
where the 𝑟-fold product 𝐵 × 𝐵 × ⋯ × 𝐵 acts on 𝑃𝛼𝑖1 × 𝑃𝛼𝑖2 × ⋯ × 𝑃𝛼𝑖𝑟 on the
right via
(𝑝1, 𝑝2, … , 𝑝𝑟) ⋅ (𝑏1, 𝑏2, … , 𝑏𝑟) = (𝑝1 ⋅ 𝑏1, 𝑏−11 ⋅ 𝑝2 ⋅ 𝑏2, … , 𝑏−1𝑟−1 ⋅ 𝑝𝑟 ⋅ 𝑏𝑟), 𝑝𝑗 ∈ 𝑃𝛼𝑖𝑗 , 𝑏𝑗 ∈ 𝐵

(see [Dem74, Definition 1, p.73], [BK05, Definition 2.2.1, p.64]). The equiva-
lence class of (𝑝1, … , 𝑝𝑟) is denoted by [𝑝1, … , 𝑝𝑟]. There is a natural action of
𝑃𝛼𝑖1 on 𝑍(𝑤, 𝑖) given by the left multiplication as

𝑝 ⋅ [𝑝1, … , 𝑝𝑟] = [𝑝𝑝1, … , 𝑝𝑟], 𝑝𝑗 ∈ 𝑃𝛼𝑖𝑗 , 𝑝 ∈ 𝑃𝛼𝑖1 .

In particular there is a natural left action of 𝐵 on 𝑍(𝑤, 𝑖).
Note that 𝑍(𝑤, 𝑖) is a smooth projective variety. The BSDH-varieties are

equipped with a 𝐵-equivariant morphism
𝜙𝑤 ∶ 𝑍(𝑤, 𝑖)⟶ 𝐺∕𝐵

defined by
[𝑝1, ..., 𝑝𝑟] ↦ 𝑝1⋯𝑝𝑟𝐵.

Then 𝜙𝑤 is the natural birational surjective morphism from 𝑍(𝑤, 𝑖) to 𝑋(𝑤).
Let 𝑓𝑟 ∶ 𝑍(𝑤, 𝑖)⟶ 𝑍(𝑤𝑠𝑖𝑟 , 𝑖

′) denote the map induced by the projection
𝑃𝛼𝑖1 × 𝑃𝛼𝑖2 ×⋯ × 𝑃𝛼𝑖𝑟 ⟶𝑃𝛼𝑖1 × 𝑃𝛼𝑖2 ×⋯ × 𝑃𝛼𝑖𝑟−1

where 𝑖′ = (𝑖1, 𝑖2, … , 𝑖𝑟−1). Then we observe that 𝑓𝑟 is a 𝑃𝛼𝑖𝑟∕𝐵 ≃ ℙ1-fibration.
For a 𝐵-module𝑉, letℒ(𝑤,𝑉) denote the restriction of the associated homo-

geneous vector bundle ℒ(𝑉) on 𝐺∕𝐵 to 𝑋(𝑤). By abuse of notation, we denote
the pull back ofℒ(𝑤,𝑉) via 𝜙𝑤 to 𝑍(𝑤, 𝑖) also byℒ(𝑤,𝑉),when there is no con-
fusion. Since for any 𝐵-module 𝑉 the vector bundle ℒ(𝑤,𝑉) on 𝑍(𝑤, 𝑖) is the
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pull back of the homogeneous vector bundle from 𝑋(𝑤), we conclude that the
cohomology modules 𝐻𝑗(𝑍(𝑤, 𝑖), ℒ(𝑤, 𝑉)) ≃ 𝐻𝑗(𝑋(𝑤), ℒ(𝑤,𝑉)) for all 𝑗 ≥ 0
(see [BK05, Theorem 3.3.4(b)]), are independent of choice of reduced expres-
sion 𝑖. Hence we denote 𝐻𝑗(𝑍(𝑤, 𝑖), ℒ(𝑤, 𝑉)) by 𝐻𝑗(𝑤, 𝑉). In particular, if 𝜆 is
character of 𝐵, then we denote the cohomology modules 𝐻𝑗(𝑍(𝑤, 𝑖), ℒ(𝑤, 𝜆))
by 𝐻𝑗(𝑤, 𝜆), where ℒ(𝑤, 𝜆) = ℒ(𝑤,ℂ𝜆) and ℂ𝜆 denotes the one-dimensional
𝐵-module associated to 𝜆.
We use the following ascending 1-step construction of the BSDH variety as a

basic tool for computing cohomologymodules. Let 𝛼 be a simple root such that
𝓁(𝑤) = 𝓁(𝑠𝛼𝑤) + 1. Let 𝑍(𝑤, 𝑖) be a BSDH-variety corresponding to a reduced
expression 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 , where 𝛼𝑖1 = 𝛼. Then we have a natural first factor
projection morphism

𝑝 ∶ 𝑍(𝑤, 𝑖) → 𝑃𝛼∕𝐵
with fibres 𝑍(𝑠𝛼𝑤, 𝑖′), where 𝑖′ = (𝑖2, 𝑖3, … , 𝑖𝑟). Note that 𝑝 is 𝑃𝛼-equivariant.
By an application of the Leray spectral sequence together with the fact that the
base is ℙ1, for every 𝐵-module𝑉 and 𝑗 ≥ 0, we obtain the following short exact
sequence of 𝑃𝛼-modules:
0 → 𝐻1(𝑠𝛼, 𝑅𝑗−1𝑝∗ℒ(𝑤,𝑉)) → 𝐻𝑗(𝑤, 𝑉) → 𝐻0(𝑠𝛼, 𝑅𝑗𝑝∗ℒ(𝑤,𝑉)) → 0. (SES)

Moreover by [Jan03, II, p.366] we have the following isomorphism

𝑅𝑗𝑓𝑟∗ℒ(𝑤,𝑉) ≃ ℒ(𝑤𝑠𝑖𝑟 , 𝐻
𝑗(𝑠𝑖𝑟 , 𝑉)) (𝑗 ≥ 0)

𝑅𝑗𝑝∗ℒ(𝑤,𝑉) ≃ ℒ(𝑠𝛼, 𝐻𝑗(𝑠𝛼𝑤,𝑉)) (𝑗 ≥ 0)
of 𝐵-linearized sheaves.
Here, we recall the following result due to Demazure [Dem76, p.271] on

short exact sequence of 𝐵-modules:
Lemma 2.1. Let 𝛼 be a simple root and 𝜆 ∈ 𝑋(𝑇) be such that ⟨𝜆, 𝛼⟩ ≥ 0. Let
𝑒𝑣 ∶ 𝐻0(𝑠𝛼, 𝜆)⟶ ℂ𝜆 be the evaluation map. Then we have

(1) If ⟨𝜆, 𝛼⟩ = 0, then𝐻0(𝑠𝛼, 𝜆) ≃ ℂ𝜆.
(2) If ⟨𝜆, 𝛼⟩ ≥ 1, then ℂ𝑠𝛼(𝜆) ↪ 𝐻0(𝑠𝛼, 𝜆), and there is a short exact sequence

of 𝐵-modules:
0 → 𝐻0(𝑠𝛼, 𝜆 − 𝛼)⟶ 𝐻0(𝑠𝛼, 𝜆)∕ℂ𝑠𝛼(𝜆) ⟶ℂ𝜆 → 0.

Furthermore,𝐻0(𝑠𝛼, 𝜆 − 𝛼) = 0 when ⟨𝜆, 𝛼⟩ = 1.
(3) Let 𝑛 = ⟨𝜆, 𝛼⟩. As a 𝐵-module,𝐻0(𝑠𝛼, 𝜆) has a composition series

0 ⊆ 𝑉𝑛 ⊆ 𝑉𝑛−1 ⊆ ⋯ ⊆ 𝑉0 = 𝐻0(𝑠𝛼, 𝜆)
such that 𝑉𝑖∕𝑉𝑖+1 ≃ ℂ𝜆−𝑖𝛼 for 𝑖 = 0, 1, … , 𝑛 − 1 and 𝑉𝑛 = ℂ𝑠𝛼(𝜆).

Wedefine the dot action by𝑤⋅𝜆 = 𝑤(𝜆+𝜌)−𝜌.Now onwards wewill denote
the Levi subgroup of 𝑃𝛼 (𝛼 ∈ 𝑆) containing 𝑇 by 𝐿𝛼 and the subgroup 𝐿𝛼 ∩ 𝐵
by 𝐵𝛼.
Lemma 2.2. Let𝑉 be an irreducible 𝐿𝛼-module. Let 𝜆 be a character of𝐵𝛼. Then
we have
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(1) As𝐿𝛼-modules,𝐻𝑗(𝐿𝛼∕𝐵𝛼, 𝑉⊗ℂ𝜆) ≃ 𝑉⊗𝐻𝑗(𝐿𝛼∕𝐵𝛼, ℂ𝜆) for every 𝑗 ≥ 0.
(2) If ⟨𝜆, 𝛼⟩ ≥ 0, then𝐻0(𝐿𝛼∕𝐵𝛼, 𝑉 ⊗ ℂ𝜆) is isomorphic as 𝐿𝛼-module to the

tensor product of𝑉 and𝐻0(𝐿𝛼∕𝐵𝛼, ℂ𝜆). Further, we have𝐻𝑗(𝐿𝛼∕𝐵𝛼, 𝑉⊗
ℂ𝜆) = 0 for every 𝑗 ≥ 1.

(3) If ⟨𝜆, 𝛼⟩ ≤ −2, then𝐻0(𝐿𝛼∕𝐵𝛼, 𝑉 ⊗ ℂ𝜆) = 0, and𝐻1(𝐿𝛼∕𝐵𝛼, 𝑉 ⊗ ℂ𝜆) is
isomorphic to the tensor product of 𝑉 and𝐻0(𝐿𝛼∕𝐵𝛼, ℂ𝑠𝛼⋅𝜆).

(4) If ⟨𝜆, 𝛼⟩ = −1, then𝐻𝑗(𝐿𝛼∕𝐵𝛼, 𝑉 ⊗ ℂ𝜆) = 0 for every 𝑗 ≥ 0.
Proof. (1) follows from [Jan03, Proposition 4.8, 5.12, p.53, p.77, I].
Proof of (2)–(4) follows from (1) and [Jan03, Proposition 5.12, p.77, I; Propo-

sition 5.2, p. 218, II]. □

Let𝑤 ∈ 𝑊, 𝛼 be a simple root, and set 𝑣 = 𝑤𝑠𝛼. As a consequence of Lemma
2.2, we have the following lemma.

Lemma 2.3. If 𝓁(𝑤) = 𝓁(𝑣) + 1, then we have
(1) If ⟨𝜆, 𝛼⟩ ≥ 0, then𝐻𝑗(𝑤, 𝜆) = 𝐻𝑗(𝑣,𝐻0(𝑠𝛼, 𝜆)) for all 𝑗 ≥ 0.
(2) If ⟨𝜆, 𝛼⟩ ≥ 0, then𝐻𝑗(𝑤, 𝜆) = 𝐻𝑗+1(𝑤, 𝑠𝛼 ⋅ 𝜆) for all 𝑗 ≥ 0.
(3) If ⟨𝜆, 𝛼⟩ ≤ −2, then𝐻𝑗+1(𝑤, 𝜆) = 𝐻𝑗(𝑤, 𝑠𝛼 ⋅ 𝜆) for all 𝑗 ≥ 0.
(4) If ⟨𝜆, 𝛼⟩ = −1, then𝐻𝑗(𝑤, 𝜆) vanish for every 𝑗 ≥ 0.

Proof. Choose a reduced expression of 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 with 𝛼𝑖𝑟 = 𝛼. Hence
𝑣 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟−1 is a reduced expression for 𝑣. Let 𝑖 = (𝑖1, 𝑖2, … , 𝑖𝑟) and 𝑖′ =
(𝑖1, 𝑖2, … , 𝑖𝑟−1). Now consider the 𝑃𝛼𝑖𝑟∕𝐵 (≃ ℙ1) fibration 𝑓𝑟 ∶ 𝑍(𝑤, 𝑖) ⟶
𝑍(𝑣, 𝑖′) defined as above. Then, we have an isomorphism

𝑅𝑗𝑓𝑟∗ℒ(𝑤, 𝜆) ≃ ℒ(𝑣,𝐻𝑗(𝑠𝛼, 𝜆)) for 𝑗 ≥ 0
of 𝐵-linearized sheaves.
Proof of (1): Since ⟨𝜆, 𝛼⟩ ≥ 0, by Lemma 2.2(2) it follows that𝑅1𝑓𝑟∗ℒ(𝑤, 𝜆) =

ℒ(𝑣,𝐻1(𝑠𝛼, 𝜆)) = 0. Therefore by an application of a degenerate case of the
Leray spectral sequences (as in [Jan03, Chapter 14, Section 14.6, p.369, II]) we
have𝐻𝑗(𝑤, 𝜆) = 𝐻𝑗(𝑣,𝐻0(𝑠𝛼, 𝜆)) for all 𝑗 ≥ 0.
Proof of (2): Since ⟨𝜆, 𝛼⟩ ≥ 0, we have ⟨𝑠𝛼 ⋅ 𝜆, 𝛼⟩ < 0. Hence by Lemma 2.2

we have 𝑓𝑟∗ℒ(𝑤, 𝑠𝛼 ⋅ 𝜆) = ℒ(𝑣,𝐻0(𝑠𝛼, 𝑠𝛼 ⋅ 𝜆)) = 0. Therefore by an application
of a degenerate case of the Leray spectral sequence we have 𝐻𝑗+1(𝑤, 𝑠𝛼 ⋅ 𝜆) =
𝐻𝑗(𝑣,𝐻1(𝑠𝛼, 𝑠𝛼 ⋅ 𝜆)). By [Dem76, Theorem 1] we have𝐻0(𝑠𝛼, 𝜆) = 𝐻1(𝑠𝛼, 𝑠𝛼 ⋅ 𝜆).
Hence the proof follows.
Proof of (3): This case is similar to (2).
Proof of (4): Since ⟨𝜆, 𝛼⟩ = −1, by Lemma 2.2(4) we have 𝑅𝑗𝑓𝑟∗ℒ(𝑤, 𝜆) = 0

for 𝑗 ≥ 0. Therefore by an application of a degenerate case of the Leray spectral
sequence we have𝐻𝑗(𝑤, 𝜆) = 0 for all 𝑗 ≥ 0. □

The following crucial lemma will be used to compute the cohomology mod-
ules in this paper.
Let 𝑝 ∶ 𝐺 ⟶ 𝐺 be the universal cover. Let 𝐿̃𝛼 (respectively, 𝐵𝛼) be the

inverse image of 𝐿𝛼 (respectively, 𝐵𝛼). Recall the structure of indecomposable
𝐵𝛼-modules (see [CPS79],[BSS04, Corollary 9.1, p.130]).



ON THE AUTOMORPHISM GROUP OF A 𝐺-INDUCED VARIETY 1005

Lemma 2.4. Any finite dimensional indecomposable𝐵𝛼-module𝑉 is isomorphic
to 𝑉′⊗ℂ𝜆 for some irreducible representation 𝑉′ of 𝐿̃𝛼 and for some character 𝜆
of 𝐵𝛼.

3. Automorphism group of a 𝑮-induced variety
In this section we study the connected component containing the identity

automorphism of the group of all algebraic automorphisms of a 𝐺-induced va-
riety.
Let 𝐹 be an irreducible projective 𝐵-variety and 𝐸 = 𝐺×𝐵𝐹 be the𝐺-induced

variety associated to 𝐹. Consider the natural projection map

𝜋 ∶ 𝐸 ⟶ 𝐺∕𝐵; [𝑔, 𝑓] ↦ 𝑔𝐵.

Then for the natural action of 𝐺 on 𝐺∕𝐵, 𝜋 is a 𝐺-equivariant fibration over
𝐺∕𝐵 with fiber 𝐹.
Observation: For a 𝐺-induced variety 𝐸, if the action of 𝐵 on 𝐹 extends to

an action of 𝐺 on 𝐹 then the map

𝜓 ∶ 𝐺 × 𝐹 ⟶ 𝐺∕𝐵 × 𝐹, (𝑔, 𝑓) ↦ (𝑔𝐵, 𝑔𝑓)

induces 𝐺-equivariant isomorphism 𝐺 ×𝐵 𝐹 ⟶ 𝐺∕𝐵 × 𝐹,where 𝐺 acts diago-
nally on 𝐺∕𝐵 × 𝐹.

Proposition 3.1. Then𝜋 induces a surjective homomorphism𝜋∗ ∶ Aut0(𝐸)⟶
𝐺 of algebraic groups. In particular,Aut0(𝐸) = ker 𝜋∗⋊𝐺,where ker 𝜋∗ denotes
the kernel of 𝜋∗.

Proof. Since 𝐹 is an irreducible projective variety, we have 𝜋∗𝒪𝐸 = 𝒪𝐺∕𝐵,
where𝒪𝐸 and𝒪𝐹 denote the structure sheaf on𝐸 and𝐹 respectively. Therefore,
by [Bri11, Corollary 2.2, p.45], 𝜋 induces an algebraic group homomorphism

𝜋∗ ∶ Aut0(𝐸)⟶ Aut0(𝐺∕𝐵)

defined as follows:

𝑓 ↦ 𝜋∗(𝑓) ∶ 𝑔𝐵 ↦ 𝜋(𝑓(𝑦)); where 𝑦 ∈ 𝜋−1(𝑔𝐵).

Since 𝜋−1(𝑔𝐵) is connected projective variety, by the rigidity lemma it follows
that 𝜋∗(𝑓) is well defined (see [Bri11, Proposition 2.1., p.42]). Further, since
Aut0(𝐺∕𝐵) = 𝐺 (see [Dem77], [Akh95, Theorem 2, p.75]), we have that 𝜋∗ ∶
Aut0(𝐸)⟶ 𝐺.
Let 𝜎 ∶ 𝐺 ⟶ Aut0(𝐸) be the map induced by the natural action of 𝐺 on

𝐸. Note that 𝜎 is not a trivial map as the action of 𝐺 on 𝐸 is effective because
it descends to the effective action of 𝐺 on 𝐺∕𝐵. Thus, 𝜎 ∶ 𝐺 ⟶ Aut0(𝐸)
is an injective homomorphism of algebraic groups. Hence, 𝜋∗ is a surjective
homomorphism of algebraic groups. Therefore, we have Aut0(𝐸) = ker 𝜋∗ ⋊
𝐺. □
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It would be an interesting question to ask when does there exist an isomor-
phism between 𝐸 and 𝐺∕𝐵 × 𝐹?
We have already observed that if the action of 𝐵 on 𝐹 extends to an action of

𝐺 on 𝐹, then there is a 𝐺-equivariant isomorphism between 𝐸 and 𝐺∕𝐵 × 𝐹.
Here, we give another sufficient condition under which there is a 𝐺-equi-

variant isomorphism between 𝐸 and 𝐺∕𝐵 × 𝐹.
Proposition 3.2. Assume that there exists a 𝐵-equivariant morphismΦ ∶ 𝐸 ⟶
𝐹 such that Φ∗𝒪𝐸 = 𝒪𝐹 . Then we have

(i) 𝐸 ≃ 𝐺∕𝐵 × 𝐹.
(ii) Aut0(𝐸) = 𝐺 × Aut0(𝐹).

Proof. Proof of (i): SinceΦ∗𝒪𝐸 = 𝒪𝐹 , by [Bri11, Corollary 2.2, p.45]Φ induces
an algebraic group homomorphism Φ∗ ∶ Aut0(𝐸) ⟶ Aut0(𝐹). Note that by
Proposition 3.1, 𝐺 ⊂ Aut0(𝐸). Thus 𝐺 acts on 𝐹 via the map Φ∗, i.e., the action
of 𝐺 on 𝐹 is given by 𝑔 ∗ 𝑓 = Φ(𝑔 ⋅ 𝑧),where 𝑔 ∈ 𝐺, 𝑓 ∈ 𝐹 and 𝑧 ∈ Φ−1(𝑓) (see
[Bri11, Proof of Proposition 2.1, p.42]). Further, since Φ is 𝐵-equivariant, this
action of 𝐺 on 𝐹 is an extension of the 𝐵 action on 𝐹. Therefore, by the above
observation we have a 𝐺-equivariant isomorphism 𝐸 ≃ 𝐺∕𝐵 × 𝐹.
Proof of (ii): By using (i) and [Bri11, Corollary 2.3, p.46], we have Aut0(𝐸) =

Aut0(𝐺∕𝐵)×Aut0(𝐹).Moreover, sinceAut0(𝐺∕𝐵) = 𝐺 (see [Dem77]), we have
Aut0(𝐸) = 𝐺 × Aut0(𝐹).

□

Theorem3.3. Let𝐹, 𝐸 be as before. LetΘ𝐹 (respectively,Θ𝐸) be the tangent sheaf
of 𝐹 (respectively, of 𝐸). Then we have

(i) Aut0(𝐸) = 𝐺, if𝐻0(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0.
(ii) Assume that 𝐹 satisfies 𝐻𝑗(𝐹,𝒪𝐹) = 0 for all 𝑗 ≥ 1. Then 𝐻1(𝐸, Θ𝐸) =

𝐻0(𝐺∕𝐵,𝐻1(𝐹, Θ𝐹)), if𝐻𝑗(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0 for 𝑗 = 1, 2.
Proof. Proof of (i): Recall that 𝜋 ∶ 𝐸 ⟶ 𝐺∕𝐵 is the natural projection given
by [𝑔, 𝑓] ↦ 𝑔𝐵, where 𝑔 ∈ 𝐺, and 𝑓 ∈ 𝐹.
Consider the exact sequence of 𝒪𝐸-modules

0⟶ ℛ⟶Θ𝐸 ⟶𝜋∗Θ𝐺∕𝐵 ⟶0, (3.1)
where ℛ denotes the relative tangent sheaf with respect to the map 𝜋.
Therefore, (3.1) induces the following long exact sequence

0 → 𝐻0(𝐸,ℛ) → 𝐻0(𝐸, Θ𝐸) → 𝐻0(𝐸, 𝜋∗Θ𝐺∕𝐵) → 𝐻1(𝐸,ℛ) → 𝐻1(𝐸, Θ𝐸) → ⋯
(3.2)

of 𝐺-modules.
Since𝐻0(𝐹,𝒪𝐹) = ℂ and 𝜋 is a projective morphism, we have

𝜋∗(𝜋∗𝒪𝐺∕𝐵) = 𝜋∗𝒪𝐸 = 𝒪𝐺∕𝐵. (3.3)
Now by using projection formula (see [Har77, Chapter III, Ex 8.3, p.253]) and
(3.3), we have

𝜋∗(𝜋∗Θ𝐺∕𝐵) = Θ𝐺∕𝐵 ⊗𝜋∗𝒪𝐸 = Θ𝐺∕𝐵. (3.4)
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Further, since 𝐻0(𝐺∕𝐵,Θ𝐺∕𝐵) = 𝔤 (see [Dem77],[Akh95, Theorem 2, p.75 and
Theorem 1, p.130]), we have𝐻0(𝐸, 𝜋∗Θ𝐺∕𝐵) = 𝔤.
On the other hand, by Proposition 3.1, we see that 𝜎 ∶ 𝐺 ⟶ Aut0(𝐸) is an

injective homomorphism of algebraic groups. Since Lie(Aut0(𝐸)) = 𝐻0(𝐸, Θ𝐸)
(see [MO67, Lemma 3.4, p.13]), the differential 𝑑𝜎 ∶ 𝔤 ⟶ 𝐻0(𝐸, Θ𝐸) is an
injective homomorphism of Lie algebras.
Therefore, (3.2) gives the following short exact sequence

0⟶ 𝐻0(𝐸,ℛ)⟶ 𝐻0(𝐸, Θ𝐸)⟶ 𝐻0(𝐸, 𝜋∗Θ𝐺∕𝐵)⟶ 0 (3.5)

of 𝐺-modules.
Now, since the restriction ofℛ to 𝐹 coincides with the tangent sheafΘ𝐹 of 𝐹,

it follows that 𝐻0(𝐸,ℛ) = 𝐻0(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)). Thus, we have 𝐻0(𝐸,ℛ) = 0,
as 𝐻0(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0. Therefore, by using (3.5), we have 𝐻0(𝐸, Θ𝐸) = 𝔤,
as𝐻0(𝐸, 𝜋∗Θ𝐺∕𝐵) = 𝔤. Hence, Aut0(𝐸) = 𝐺.
Proof of (ii): Since𝐻𝑗(𝐹,𝒪𝐹) = 0 for 𝑗 ≥ 1, we have

𝑅𝑗𝜋∗(𝜋∗𝒪𝐺∕𝐵) = 𝑅𝑗𝜋∗𝒪𝐸 = 0 for 𝑗 ≥ 1. (3.6)

Therefore, by using projection formula (see [Har77, Chapter III, Ex 8.3, p.253])
and (3.6), we have

𝑅𝑗𝜋∗(𝜋∗Θ𝐺∕𝐵) = Θ𝐺∕𝐵 ⊗ 𝑅𝑗𝜋∗(𝒪𝐸) = 0 for all 𝑗 ≥ 1. (3.7)

The 𝐸𝑖,𝑗2 term of Leray spectral sequence for 𝜋 and 𝜋∗Θ𝐺∕𝐵 is

𝐸𝑖,𝑗2 = 𝐻𝑖(𝐺∕𝐵, 𝑅𝑗𝜋∗(𝜋∗Θ𝐺∕𝐵)). (3.8)

Since 𝑅𝑗𝜋∗(𝜋∗Θ𝐺∕𝐵) = 0 for all 𝑗 ≥ 1 (see (3.7)), we have 𝐸𝑖,𝑗2 = 0 for 𝑗 ≥ 1.
Therefore, by using degenerate case of Leray spectral sequence and (3.4), we
have

𝐻𝑗(𝐸, 𝜋∗Θ𝐺∕𝐵) = 𝐻𝑗(𝐺∕𝐵, 𝜋∗(𝜋∗Θ𝐺∕𝐵)) = 𝐻𝑗(𝐺∕𝐵,Θ𝐺∕𝐵)
for 𝑗 ≥ 1.
Now, since 𝐻𝑗(𝐺∕𝐵,Θ𝐺∕𝐵) = 0 for all 𝑗 ≥ 1 (see [Dem77],[Akh95, Theo-

rem 2, p.75 and Theorem 1, p.130]), we have 𝐻𝑗(𝐸, 𝜋∗Θ𝐺∕𝐵) = 0 for 𝑗 ≥ 1.
Therefore, (3.2) induces the following exact sequence

0 → 𝐻0(𝐸,ℛ) → 𝐻0(𝐸, Θ𝐸) → 𝐻0(𝐸, 𝜋∗Θ𝐺∕𝐵) → 𝐻1(𝐸,ℛ) → 𝐻1(𝐸, Θ𝐸) → 0
of 𝐺-modules and

𝐻𝑗(𝐸,ℛ) ≃ 𝐻𝑗(𝐸, Θ𝐸) for 𝑗 ≥ 2. (3.9)
Moreover, by using (3.5) and (3.9), we have

𝐻𝑗(𝐸,ℛ) ≃ 𝐻𝑗(𝐸, Θ𝐸) for 𝑗 ≥ 1. (3.10)
Now, since 𝐻𝑗(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0 for 𝑗 = 1, 2, by using the five term exact
sequence associated to the spectral sequence, we have

𝐻1(𝐸, Θ𝐸) = 𝐻0(𝐺∕𝐵,𝐻1(𝐹, Θ𝐹)). □



1008 ARPITA NAYEK, A. J. PARAMESWARAN AND PINAKINATH SAHA

Corollary 3.4. Let 𝐹, 𝐸 be as in Theorem 3.3 and 𝐹 satisfies
𝐻0(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)) = 0

but𝐻0(𝐹, Θ𝐹) ≠ 0. Then 𝐸 is not isomorphic to𝐺∕𝐵×𝐹. In particular, the action
of 𝐵 on 𝐹, cannot be extended to an action of 𝐺 on 𝐹.
Proof. If 𝐸 ≃ 𝐺∕𝐵 × 𝐹, then by [Bri11, Corollary 2.3, p.46],

Aut0(𝐸) = Aut0(𝐺∕𝐵) × Aut0(𝐹).
SinceAut0(𝐺∕𝐵) = 𝐺 (see [Dem77]), we haveAut0(𝐸) = 𝐺×Aut0(𝐹). Further,
since 𝐻0(𝐹, Θ𝐹) ≠ 0, by [MO67, Lemma 3.4, p.13], we conclude that Aut0(𝐹)
is not a trivial group. Therefore, Aut0(𝐸) ≠ 𝐺, which shows contradiction to
Theorem 3.3(i). □

Note: For any 𝐺-induced variety 𝐸,we have the following observations from
the proof of Theorem 3.3.

(1) Let 𝜋∗ ∶ Aut0(𝐸)⟶ 𝐺 be as in Proposition 3.1. Then we have
Lie (ker 𝜋∗) = 𝐻0(𝐸,ℛ) = 𝐻0(𝐺∕𝐵,𝐻0(𝐹, Θ𝐹)).

(2) Lie (Aut0(𝐸)) fits into the exact sequence
0 → 𝐻0(𝐸,ℛ) → 𝐻0(𝐸, Θ𝐸) → 𝔤 → 0

of 𝐺-modules. Since there is an embedding 𝔤 ↪ 𝐻0(𝐸, Θ𝐸) coming
from the faithful action of 𝐺 on 𝐸, the above exact sequence splits, i.e.,
𝐻0(𝐸, Θ𝐸) = 𝐻0(𝐸,ℛ) ⊕ 𝔤 as 𝐺-modules.

4. 𝑮-Schubert variety and 𝑮-BSDH-variety
Throughout this section we assume 𝐺 to be a simply-laced simple algebraic

group of adjoint type. In this section we study the connected component con-
taining the identity automorphism of the group of all algebraic automorphisms
of a 𝐺-Schubert variety and 𝐺-BSDH-variety.
4.1. Identity component of the automorphismgroup of a𝑮-Schubert va-
riety: We recall some results on automorphism group of a Schubert variety
from [Sen16].
Recall that for𝑤 in𝑊 the Schubert variety in 𝐺∕𝐵 associated to𝑤 is usually

denoted by 𝑋(𝑤) defined as

𝑋(𝑤) ∶= 𝐵𝑤𝐵∕𝐵 ⊂ 𝐺∕𝐵.
For the left action of 𝐺 on 𝐺∕𝐵, let 𝑃 = Stab𝐺(𝑋(𝑤)) denote the stabilizer

of 𝑋(𝑤) in 𝐺. Since 𝐵 ⊂ Stab𝐺(𝑋(𝑤)), 𝑃 is a parabolic subgroup of 𝐺. Further
since 𝑃 contains 𝐵, it is a standard parabolic subgroup of 𝐺 of the form 𝑃𝐼(𝑤)
for some subset 𝐼(𝑤) of 𝑆. This subset 𝐼(𝑤) of 𝑆 is precisely consisting of 𝛼 ∈ 𝑆
such that 𝑤−1(𝛼) < 0, i.e., 𝑤−1(𝛼) is a negative root. Since 𝑃𝐼(𝑤) is connected,
the natural left action of 𝑃𝐼(𝑤) on 𝑋(𝑤), induces a map

𝜑𝑤 ∶ 𝑃𝐼(𝑤) ⟶Aut0(𝑋(𝑤)).
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Let 𝛼0 denote the highest root of 𝐺 with respect to 𝑇 and 𝐵+. Let 𝔭𝐼(𝑤) denote
the parabolic Lie subalgebra of 𝔤. Then 𝔭𝐼(𝑤) is the Lie algebra of 𝑃𝐼(𝑤).
Theorem 4.1. The map 𝜑𝑤 is a surjective homomorphism of algebraic groups.

Theorem 4.1 is stated in [Sen16, Theorem 4.2(1), p.772] for a smooth Schu-
bert variety, but proof goes for any Schubert variety. Here we give a brief sketch
of the proof.

Proof. Recall from [MO67, Lemma 3.4, p.13] that

Lie (Aut0(𝑋(𝑤))) = 𝐻0(𝑋(𝑤), Θ𝑋(𝑤)).
To prove 𝜑𝑤 is surjective it is enough to prove that

𝑑𝜑𝑤 ∶ 𝔭𝐼(𝑤) ⟶𝐻0(𝑋(𝑤), Θ𝑋(𝑤))
is surjective.
Let Θ𝐺∕𝐵 be the tangent sheaf of 𝐺∕𝐵. Then note that Θ𝐺∕𝐵 is the sheaf cor-

responding to the tangent bundle ℒ(𝔤∕𝔟) of 𝐺∕𝐵. Further, we have
𝐻0(𝑋(𝑤), Θ𝑋(𝑤)) ⊆ 𝐻0(𝑋(𝑤), Θ𝐺∕𝐵|𝑋(𝑤)) = 𝐻0(𝑤, 𝔤∕𝔟).

By [Sen16, Lemma 3.5, p.770], the restriction map
𝐻0(𝐺∕𝐵, 𝔤∕𝔟)⟶ 𝐻0(𝑤, 𝔤∕𝔟)

is surjective. Thus for
𝐷′ ∈ 𝐻0(𝑋(𝑤), Θ𝑋(𝑤)) ⊆ 𝐻0(𝑤,Θ𝐺∕𝐵|𝑋(𝑤)) = 𝐻0(𝑤, 𝔤∕𝔟),

there exists 𝐷 ∈ 𝐻0(𝐺∕𝐵,Θ𝐺∕𝐵) such that image under the restriction map is
𝐷′. Consequently, 𝐷 preserves the ideal sheaf of 𝑋(𝑤) in 𝐺∕𝐵, and hence 𝐷 ∈
Lie(Stab𝐺(𝑋(𝑤))) = 𝔭𝐼(𝑤). Therefore, proof of the lemma follows. □

We recall (see [Bot57],[Akh95],[Sno]) some definitions and facts which we
will use later.
Let 𝜆 ∈ 𝑋(𝑇). Then 𝜆 is called singular if ⟨𝜆, 𝛼⟩ = 0 for some 𝛼 ∈ 𝑅+,

otherwise it is called non-singular.
The index of 𝜆 is defined to be ind(𝜆) ∶= 𝑚𝑖𝑛{𝓁(𝑤)|𝑤(𝜆) ∈ 𝑋(𝑇)+}.
Fact 1. If 𝛽 ∈ 𝑅 is such that 𝛽 + 𝜌 is non-singular, then either 𝛽 = 𝛼0 or 𝛽 is

the negative of a simple root.
Fact 2. If 𝛽 ∈ 𝑅 is such that 𝛽+𝜌 is non-singular, then index of 𝛽+𝜌 is either

0 or 1 (see [Sno, p.47-48]). Further, if the index of 𝛽 + 𝜌 is 0 (respectively, 1),
then 𝛽 = 𝛼0 (respectively, 𝛽 is the negative of a simple root).
We use the following version of Bott’s theorem on vanishing of cohomology

of homogeneous vector bundles, a proof of whose can be found in [Gri63, The-
orem 1, p.129]
Let 𝑃 be a parabolic subgroup of 𝐺 containing 𝐵. Let𝑉 be a 𝑃-module. Then

𝑉 has a filtration
0 = 𝑉0 ⊂ 𝑉1 ⊂ 𝑉2 ⊂ … ⊂ 𝑉𝑡 = 𝑉

by𝑃-submodules such that𝑉𝑖∕𝑉𝑖−1 are irreducible𝑃-modules of highestweight
𝜆𝑖 (1 ≤ 𝑖 ≤ 𝑡). We call these weights the highest weights of 𝑉 and denote
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the set of weights by Λ𝑃(𝑉) ∶= {𝜆𝑖 ∶ 1 ≤ 𝑖 ≤ 𝑡}. We note here that al-
though the filtrations are not unique but the set Λ𝑃(𝑉) of weights is uniquely
determined by the decomposition of 𝑉 into direct sum of irreducible compo-
nents with respect to 𝐿-modules, where 𝐿 denotes the Levi factor of 𝑃. Let
𝐼𝑃(𝑉) ∶= {ind(𝜆𝑖 + 𝜌) ∶ 𝜆𝑖 + 𝜌 is non-singular and 𝜆𝑖 ∈ Λ𝑃(𝑉)}.

Lemma 4.2. Letℒ𝑃(𝑉) be the homogeneous vector bundle on 𝐺∕𝑃 associated to
a 𝑃-module 𝑉. Then we have the following:

𝐻𝑗(𝐺∕𝑃,ℒ𝑃(𝑉)) = 0 if 𝑗 ∉ 𝐼𝑃(𝑉).

Here we recall the description of the kernel of the map 𝜑𝑤 from [Sen16,
Corollary 4.3, p.774]. Let Supp(𝑤) ∶= {𝛼 ∈ 𝑆 ∶ 𝑠𝛼 ≤ 𝑤}, and let 𝑇(𝑤) =⋂

𝛼∈Supp(𝑤) ker(𝛼). For 𝑤 ∈ 𝑊, let 𝑅+(𝑤−1) ∶= {𝛽 ∈ 𝑅+ ∶ 𝑤−1(𝛽) < 0}. For
𝛽 ∈ 𝑅, let 𝑈𝛽 denote the root subgroup of 𝐺 associated to 𝛽. Let 𝑈≤𝑤 be the
root subgroup of 𝑈 (the unipotent radical of 𝐵) generated by

⟨𝑈−𝛽 ∶ 𝛽 ∈ 𝑅+ ⧵
⋃

𝑣≤𝑤
𝑅+(𝑣−1)

⟩

Let 𝐾𝑤 ∶= ker 𝜑𝑤. Let 𝔨𝑤 denote the Lie algebra of 𝐾𝑤. Then

Lemma 4.3. 𝐾𝑤 ( respectively, 𝔨𝑤) is generated by 𝑇(𝑤) ( respectively, Lie(𝑇(𝑤)))
and𝑈≤𝑤 (respectively, Lie(𝑈≤𝑤)).

Lemma 4.4. Assume that𝑤 ∈ 𝑊 is such that𝑤 ≠ 𝑤0. Then𝐻𝑗(𝐺∕𝐵, 𝔭𝐼(𝑤)) = 0
for all 𝑗 ≥ 0.

Proof. Consider the short exact sequence

0 → 𝔟 → 𝔭𝐼(𝑤) → 𝔭𝐼(𝑤)∕𝔟 → 0
of 𝐵-modules. Therefore we have the following long exact sequence

0 → 𝐻0(𝐺∕𝐵, 𝔟) → 𝐻0(𝐺∕𝐵, 𝔭𝐼(𝑤)) → 𝐻0(𝐺∕𝐵, 𝔭𝐼(𝑤)∕𝔟) →

𝐻1(𝐺∕𝐵, 𝔟) → 𝐻1(𝐺∕𝐵, 𝔭𝐼(𝑤)) → 𝐻1(𝐺∕𝐵, 𝔭𝐼(𝑤)∕𝔟) → ⋯
of 𝐺-modules. By using [Sen16, Lemma 3.4, Theorem 4.1, p.770-771], we have
𝐻𝑗(𝐺∕𝐵, 𝔟) = 0 for 𝑗 ≥ 0. Thus by the above exact sequence we have the
following:

𝐻𝑗(𝐺∕𝐵, 𝔭𝐼(𝑤)) = 𝐻𝑗(𝐺∕𝐵, 𝔭𝐼(𝑤)∕𝔟) for all 𝑗 ≥ 0.
Note that 𝔭𝐼(𝑤)∕𝔟 is a 𝐵-module such that the weights appearing in 𝔭𝐼(𝑤)∕𝔟 are
positive roots. Further since 𝔭𝐼(𝑤) ≠ 𝔤, as 𝑤 ≠ 𝑤0, the highest root 𝛼0 does not
appear in 𝔭𝐼(𝑤)∕𝔟. Therefore, by using Fact 2 and Lemma 4.2 proof follows. □

Now we prove

Lemma 4.5. Assume that 𝑤 ≠ 𝑤0 ∈ 𝑊. Then we have
𝐻𝑗(𝐺∕𝐵,𝐻0(𝑋(𝑤), Θ𝑋(𝑤))) = 0

for all 𝑗 ≥ 0.
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Proof. By Theorem 4.1, we have the following short exact sequence

0⟶ 𝔨𝑤 ⟶𝔭𝐼(𝑤) ⟶𝐻0(𝑋(𝑤), Θ𝑋(𝑤))⟶ 0 (4.1)

of 𝐵-modules.
Since 𝑤 ≠ 𝑤0, by Lemma 4.4 we have 𝐻𝑗(𝐺∕𝐵, 𝔭𝐼(𝑤)) = 0 for 𝑗 ≥ 0. There-

fore, from the long exact sequence associated to (4.1) we have the following:

𝐻𝑗(𝐺∕𝐵,𝐻0(𝑋(𝑤), Θ𝑋(𝑤))) = 𝐻𝑗+1(𝐺∕𝐵, 𝔨𝑤) for 𝑗 ≥ 0.
By Lemma 4.3 we have

𝔨𝑤 = Lie(𝑇(𝑤)) ⊕
⨁

𝛽∈𝐴
ℂ−𝛽 .

where 𝐴 = 𝑅+ ⧵ ⋃𝑣≤𝑤 𝑅
+(𝑣−1).

Assume that Supp(𝑤) = 𝑆, then 𝑇(𝑤) is a trivial group and by the above de-
scription (𝔨𝑤)−𝛼 = 0 for all 𝛼 ∈ 𝑆. Therefore, by using Fact 2 and Lemma 4.2we
conclude that 𝐻𝑗(𝐺∕𝐵, 𝔨𝑤) = 0 for 𝑗 ≥ 0. Hence 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑋(𝑤), Θ𝑋(𝑤))) =
0 for all 𝑗 ≥ 0.
Assume that Supp(𝑤) ⊂ 𝑆. Define 𝐽𝑐 ∶= 𝑆 ⧵ Supp(𝑤). Note that 𝐽𝑐 ⊂ 𝐴.

Let 𝐿𝐽𝑐 be the Levi subgroup of 𝑃𝐽𝑐 , and 𝐵𝐽𝑐 = 𝐵 ∩ 𝐿𝐽𝑐 . Then we have 𝑃𝐽𝑐∕𝐵 ≃
𝐿𝐽𝑐∕𝐵𝐽𝑐 .Note that 𝑃𝐽𝑐∕𝐵 = 𝑋(𝑤0,𝐽𝑐), where𝑤0,𝐽𝑐 denotes the longest element of
𝑊𝐽𝑐 . Let 𝑟 = |𝐽𝑐|. Let 𝑐 = 𝑠𝑖𝑟 ⋯𝑠𝑖1 be a reduced expression such that 𝛼𝑖𝑗 ≠ 𝛼𝑖𝑘
for 1 ≤ 𝑗 ≠ 𝑘 ≤ 𝑟, i.e., 𝑐 is a Coxter element of𝑊𝐽𝑐 . Now extend this reduced
expression of 𝑐 to a reduced expression𝑤0,𝐽𝑐 = 𝑠𝑖𝑁 ⋯𝑠𝑖𝑟+1𝑠𝑖𝑟𝑠𝑖𝑟−1 ⋯𝑠𝑖1 to compute

𝐻𝑗(𝐿𝐽𝑐∕𝐵𝐽𝑐 , 𝔨𝑤) for 𝑗 ≥ 0,
where 𝓁(𝑤0,𝐽𝑐) = 𝑁.
Note that since 𝐺 is simply-laced, we have ⟨−𝛽, 𝛼⟩ = −1, 0, or 1 for any pair

𝛼, 𝛽 in 𝑅 such that 𝛼 ≠ ±𝛽. Hence if ⟨−𝛽, 𝛼⟩ = 1, then −𝛽 + 𝛼 is not a root.
Similarly, if ⟨−𝛽, 𝛼⟩ = −1, then −𝛽 − 𝛼 is not a root. Note that if 𝛽 in 𝐴 is such
that ⟨−𝛽, 𝛼𝑖1⟩ = −1, then clearly 𝛽 − 𝛼𝑖1 is a positive root.
Therefore by the above description of 𝔨𝑤, the indecomposable𝐵𝛼𝑖1 -summands

of 𝔨𝑤 are the following:
ℂℎ(𝛼𝑖1) ⊕ ℂ−𝛼𝑖1 ; ℂℎ(𝛼) (𝛼 ≠ 𝛼𝑖1) ; ℂ−𝛽 ( for ⟨𝛽, 𝛼𝑖1⟩ = 0);

ℂ−𝛽 ⊕ℂ−𝛽−𝛼𝑖1 ( for ⟨−𝛽, 𝛼𝑖1⟩ = 1);
ℂ−𝛽 ( for⟨−𝛽, 𝛼𝑖1⟩ = −1 such that 𝛽 − 𝛼𝑖1 ∉ 𝐴).

By Lemma 2.4 we have the following:

ℂℎ(𝛼𝑖1) ⊕ ℂ−𝛼𝑖1 = 𝑉(1) ⊗ ℂ−𝜔𝑖1 ;

ℂℎ(𝛼) = 𝑉(0) (𝛼 ≠ 𝛼𝑖1);
ℂ−𝛽 = 𝑉(0) ( for ⟨𝛽, 𝛼𝑖1⟩ = 0);

ℂ−𝛽 ⊕ℂ−𝛽−𝛼𝑖1 = 𝑉(1) ( for ⟨−𝛽, 𝛼𝑖1⟩ = 1);
ℂ−𝛽 = 𝑉(0) ⊗ ℂ−𝜔𝑖1 ( for ⟨−𝛽, 𝛼𝑖1⟩ = −1 such that 𝛽 − 𝛼𝑖1 ∉ 𝐴);



1012 ARPITA NAYEK, A. J. PARAMESWARAN AND PINAKINATH SAHA

where𝑉(𝑖) denotes an 𝑖 +1-dimensional irreducible 𝐿̃𝛼𝑖1 -module. Therefore by
using Lemma 2.2 we have the following:

𝐻0(𝑠𝑖1 , 𝔨𝑤) =
⨁

𝛼∈𝐽𝑐⧵{𝛼𝑖1 }
ℂℎ(𝛼)

⨁

𝛽 ∈ 𝐴 ⧵ {𝛼𝑖1}
except those with

⟨𝛽, 𝛼𝑖1⟩ = 1 and 𝛽 − 𝛼𝑖1 ∉ 𝐴

ℂ−𝛽

and
𝐻𝑗(𝑠𝑖1 , 𝔨𝑤) = 0 for all 𝑗 ≥ 1.

Similarly, by proceeding recursively for the string 𝑠𝑖𝑟 ⋯𝑠𝑖2 , we conclude that
zero weights, and negatives of simple roots do not occur in𝐻0(𝑠𝑖𝑟 ⋯𝑠𝑖1 , 𝔨𝑤) and
𝐻𝑗(𝑠𝑖𝑟 ⋯𝑠𝑖1 , 𝔨𝑤) = 0 for all 𝑗 ≥ 1.
Therefore proceeding successively for the string 𝑠𝑖𝑁 ⋯𝑠𝑖𝑟+1 , we conclude that

zero weights, and negatives of simple roots do not occur in𝐻0(𝐿𝐽𝑐∕𝐵𝐽𝑐 , 𝔨𝑤), and
𝐻𝑗(𝐿𝐽𝑐∕𝐵𝐽𝑐 , 𝔨𝑤) = 0 for all 𝑗 ≥ 1.
Consider the natural projection map

𝑝 ∶ 𝐺∕𝐵⟶ 𝐺∕𝑃𝐽𝑐 .
Since 𝐻𝑗(𝑃𝐽𝑐∕𝐵, 𝔨𝑤) = 0 for all 𝑗 ≥ 1, 𝑅𝑗𝑝∗ℒ(𝔨𝑤) = 0 for 𝑗 ≥ 1. Therefore by
an application of a degenerate case of the Leray spectral sequence we have

𝐻𝑗(𝐺∕𝐵, 𝔨𝑤) = 𝐻𝑗(𝐺∕𝑃𝐽𝑐 , 𝐻0(𝑃𝐽𝑐∕𝐵, 𝔨𝑤)) for all 𝑗 ≥ 1.
Since𝐻0(𝑃𝐽𝑐∕𝐵, 𝔨𝑤) is a 𝐵-module whose weights are among the roots other

than negative of simple roots, by using Fact 2, and Lemma 4.2 we have

𝐻𝑗(𝐺∕𝑃𝐽𝑐 , 𝐻0(𝑃𝐽𝑐∕𝐵, 𝔨𝑤)) = 0
for 𝑗 ≥ 1. Therefore,𝐻𝑗(𝐺∕𝐵,𝐻0(𝑋(𝑤), Θ𝑋(𝑤))) = 0 for all 𝑗 ≥ 0. □

Proposition 4.6. Assume that 𝑤 ≠ 𝑤0 ∈ 𝑊. Then we have
(i) Aut0(𝒳(𝑤)) = 𝐺.
(ii) 𝐻1(𝒳(𝑤), Θ𝒳(𝑤)) = 𝐻0(𝐺∕𝐵,𝐻1(𝑋(𝑤), Θ𝑋(𝑤))).

Proof. Proof of (i): By Lemma 4.5, we have 𝐻0(𝐺∕𝐵,𝐻0(𝑋(𝑤), Θ𝑋(𝑤))) = 0.
Therefore, by Theorem 3.3(i), we have Aut0(𝒳(𝑤)) = 𝐺.
Proof of (ii): By Lemma 4.5, we have 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑋(𝑤), Θ𝑋(𝑤))) = 0 for all

𝑗 ≥ 1. By using [BK05, Theorem3.1.1(a), p.84] it follows that𝐻𝑗(𝑋(𝑤), 𝒪𝑋(𝑤)) =
0 for all 𝑗 > 0. Therefore, by Theorem 3.3(ii), we have 𝐻1(𝒳(𝑤), Θ𝒳(𝑤)) =
𝐻0(𝐺∕𝐵,𝐻1(𝑋(𝑤), Θ𝑋(𝑤))). □

Corollary 4.7. Let𝑤 ∈ 𝑊 be such that𝑤 ≠ 𝑖𝑑,𝑤0,where 𝑖𝑑 denotes the identity
element of𝑊. Then𝒳(𝑤) is not isomorphic to 𝐺∕𝐵 × 𝑋(𝑤).

Proof. If 𝒳(𝑤) = 𝐺∕𝐵 × 𝑋(𝑤), then by [Bri11, Corollary 2.3, p.46],

Aut0(𝒳(𝑤)) = Aut0(𝐺∕𝐵) × Aut0(𝑋(𝑤)).
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Since Aut0(𝐺∕𝐵) = 𝐺 (see [Dem77]), we have Aut0(𝒳(𝑤)) = 𝐺 × Aut0(𝑋(𝑤)).
Further, since 𝑤 ≠ 𝑖𝑑, 𝑋(𝑤) contains an open 𝐵-orbit of positive dimension,
whence 𝐵 acts non-trivially on 𝑋(𝑤). Therefore, we conclude that Aut0(𝑋(𝑤))
is not a trivial group. Hence, Aut0(𝒳(𝑤)) ≠ 𝐺, which shows contradiction to
Proposition 4.6(i) as 𝑤 ≠ 𝑤0. □

Remark 4.8. If𝑤 = 𝑤0, then we have𝒳(𝑤) = 𝐺∕𝐵×𝐺∕𝐵. ThusAut0(𝒳(𝑤)) =
𝐺 × 𝐺 and𝐻𝑗(𝒳(𝑤), Θ𝒳(𝑤)) = 0 (𝑗 ≥ 1) for 𝑤 = 𝑤0.

4.2. Identity component of the automorphism group of a 𝑮-BSDH va-
riety: Let 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 be a reduced expression and 𝑖 ∶= (𝑖1, … , 𝑖𝑟). Let
𝑣 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟−1 and 𝑖

′ ∶= (𝑖1, … , 𝑖𝑟−1).
Consider the 𝑃𝛼𝑖𝑟∕𝐵 (≃ ℙ1) fibration

𝜋𝑟 ∶ 𝐺∕𝐵 → 𝐺∕𝑃𝛼𝑖𝑟 .

Then the fibre product 𝑍(𝑤, 𝑖) is of 𝑍(𝑣, 𝑖′) and 𝐺∕𝐵 over 𝐺∕𝑃𝛼𝑖𝑟 with respect
to the maps 𝜋𝑟 and 𝜋𝑟◦𝜙𝑣 ∶ 𝑍(𝑣, 𝑖) → 𝐺∕𝑃𝛼𝑖𝑟 . Thus we have the following
𝐵-equivariant fibre product diagram:

𝑍(𝑤, 𝑖) ∶= 𝑍(𝑣, 𝑖′) ×𝐺∕𝑃𝛼𝑖𝑟 𝐺∕𝐵 𝐺∕𝐵

𝑍(𝑣, 𝑖′) 𝐺∕𝑃𝛼𝑖𝑟

𝜙𝑤

𝑓𝑟 𝜋𝑟

𝜋𝑟◦𝜙𝑣

.

Notice that the 𝑃𝛼𝑖𝑟∕𝐵-fibration 𝑓𝑟 ∶ 𝑍(𝑤, 𝑖) → 𝑍(𝑣, 𝑖′) is already defined
earlier in Section 2. Note that the relative tangent bundle on 𝐺∕𝐵 with respect
to 𝜋𝑟 is the line bundle ℒ(𝛼𝑖𝑟). Therefore from the above 𝐵-equivariant fibre
product diagram we have the following short exact sequence

0 → ℒ(𝑤, 𝛼𝑖𝑟) → Θ𝑍(𝑤,𝑖) → 𝑓∗𝑟Θ𝑍(𝑣,𝑖′) → 0
of 𝐵-equivariant vector bundles on 𝑍(𝑤, 𝑖). Thus we have the following long
exact sequence of

0 → 𝐻0(𝑤, 𝛼𝑖𝑟) → 𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻0(𝑍(𝑣, 𝑖′), Θ𝑍(𝑣,𝑖′)) →

𝐻1(𝑤, 𝛼𝑖𝑟) → 𝐻1(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻1(𝑍(𝑣, 𝑖′), Θ𝑍(𝑣,𝑖′)) → ⋯
of 𝐵-modules.

Lemma 4.9. Let (𝑤, 𝑖), (𝑣, 𝑖′) be as above. Then we have an exact sequence
0 → 𝐻0(𝑤, 𝛼𝑖𝑟) → 𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻0(𝑍(𝑣, 𝑖′), Θ𝑍(𝑣,𝑖′)) → 0

of 𝐵-modules. Further𝐻𝑗(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) = 0 for all 𝑗 ≥ 1.

Proof. By [Sen16, Corollary 3.6, p.771] it follows that 𝐻𝑗(𝑤, 𝛼𝑖𝑟) = 0 for all
𝑗 ≥ 1. Therefore by using the above long exact sequence a proof of the first
part follows. Proof of the second part follows by induction on 𝑟 using the above
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long exact sequence and [Sen16, Corollary 3.6, p.771] (see [CKP15, Proposition
3.1(2), p.673]). □

Lemma 4.10. Let 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 be a reduced expression and 𝛼𝑖𝑟 = 𝛼. Then we
have the following:

(1) If ⟨𝛼, 𝛼𝑖𝑘 ⟩ = 0 for all 1 ≤ 𝑘 ≤ 𝑟 − 1, then the weights of the 𝐵-module
𝐻0(𝑤, 𝛼) are 𝛼, 0, −𝛼 with multiplicity one.

(2) If 𝛼𝑖𝑘 ≠ 𝛼 (1 ≤ 𝑘 ≤ 𝑟 − 1), but there exists an integer 1 ≤ 𝑘 ≤ 𝑟 − 1 such
that ⟨𝛼, 𝛼𝑖𝑘 ⟩ = −1, then the weights of the 𝐵-module 𝐻0(𝑤, 𝛼) are 0, −𝛼,
or among the negative roots other than negatives of simple roots. Further,
the multiplicity of each weight is one.

(3) If 𝛼𝑖𝑘 = 𝛼 for some 1 ≤ 𝑘 ≤ 𝑟 − 2, then the weights of the 𝐵-module
𝐻0(𝑤, 𝛼) are among the negative roots other than negatives of simple roots
with multiplicity one.

Proof. Proof of (1): By using Borel-Weil-Bott we have

𝐻0(𝑠𝑖𝑟 , 𝛼) = ℂ𝛼 ⊕ℂ0 ⊕ℂ−𝛼.
Since ⟨𝛼, 𝛼𝑖𝑘 ⟩ = 0 for all 1 ≤ 𝑘 ≤ 𝑟 − 1, by using SES, Lemma 2.4, and Lemma
2.2 we have

𝐻0(𝑤, 𝛼) = ℂ𝛼 ⊕ℂ0 ⊕ℂ−𝛼.
Therefore (1) follows.
Proof of (2): Assume that 1 ≤ 𝑚 ≤ 𝑟 − 1 is the largest integer such that

⟨𝛼, 𝛼𝑖𝑚⟩ = −1. Then by the assumption ⟨𝛼, 𝛼𝑖𝑘 ⟩ = 0 for all 𝑚 + 1 ≤ 𝑘 ≤ 𝑟 − 1.
Therefore by (1) we have

𝐻0(𝑠𝑖𝑚+1 ⋯𝑠𝑖𝑟 , 𝛼) = ℂ𝛼 ⊕ℂ0 ⊕ℂ−𝛼.

By using Lemma 2.4 the indecomposable 𝐵𝛼𝑖𝑚 -summands of 𝐻
0(𝑠𝑖𝑚+1 ⋯𝑠𝑖𝑟 , 𝛼)

are the following
ℂ𝛼 = 𝑉(0) ⊗ ℂ−𝜔𝑖𝑚 ;

ℂ0 = 𝑉(0);
ℂ−𝛼 = 𝑉(0) ⊗ ℂ𝜔𝑖𝑚 .

Then by using SES and Lemma 2.2 we have

𝐻0(𝑠𝑖𝑚 ⋯𝑠𝑖𝑟 , 𝛼) = ℂ0 ⊕ℂ−𝛼 ⊕ℂ−𝛼−𝛼𝑖𝑚 .
Further by proceeding recursively using SES, Lemma 2.4, and Lemma 2.2 we
conclude that the weights of the 𝐵-module 𝐻0(𝑤, 𝛼) are 0, −𝛼, or among the
negative roots other than negatives of simple roots. Moreover the multiplicity
of each weight is one.
Proof of (3): Assume that 1 ≤ 𝑚 ≤ 𝑟 − 2 is the largest integer such that

𝛼𝑖𝑚 = 𝛼. Since𝑤 = 𝑠𝑖1 ⋯𝑠𝑖𝑟 is a reduced expression, there is an integer𝑚+1 ≤
𝑡 ≤ 𝑟 − 1 such that ⟨𝛼, 𝛼𝑖𝑡 ⟩ = −1. Therefore by (2) the weights of the 𝐵-module
𝐻0(𝑠𝑖𝑚+1 ⋯𝑠𝑖𝑟 , 𝛼) are 0, −𝛼, or among the negative roots other than negatives of
simple roots with the multiplicity of each weight is one. Then by using Lemma
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2.4 the indecomposable 𝐵𝛼𝑖𝑚 -summands of 𝐻
0(𝑠𝑖𝑚+1 ⋯𝑠𝑖𝑟 , 𝛼) are either of the

following forms
ℂ0 ⊕ℂ−𝛼 = 𝑉(1) ⊗ ℂ−𝜔𝑖𝑚 ;

ℂ−𝛽 ⊕ℂ−𝛽−𝛼 = 𝑉(1) for ⟨−𝛽, 𝛼⟩ = 1;
ℂ−𝛽 = 𝑉(0) ⊗ ℂ𝜔𝑖𝑚 for ⟨−𝛽, 𝛼⟩ = 1;

ℂ−𝛽 = 𝑉(0) ⊗ ℂ−𝜔𝑖𝑚 for ⟨−𝛽, 𝛼⟩ = −1;
ℂ−𝛽 = 𝑉(0) for ⟨−𝛽, 𝛼⟩ = 0;

where 𝑉(𝑖) denotes an 𝑖 + 1-dimensional irreducible 𝐿̃𝛼𝑖𝑚 -module. Therefore
by using SES and Lemma 2.2 we conclude that the weights of the 𝐵-module
𝐻0(𝑠𝑖𝑚 ⋯𝑠𝑖𝑟 , 𝛼) are among the negative roots other than negatives of simple
rootswithmultiplicity one. Further by proceeding recursively using SES, Lemma
2.4, and Lemma 2.2 we conclude that the weights of the 𝐵-module𝐻0(𝑤, 𝛼) are
among the negative roots other than negatives of simple roots with multiplicity
one. □

Lemma 4.11. Assume that the rank of 𝐺 is at least two. Let 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟 be
a reduced expression and 𝛼𝑖𝑟 = 𝛼. Then we have 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) = 0 for all
𝑗 ≥ 0.
Proof. The weights of the 𝐵-module 𝐻0(𝑤, 𝛼) are either of the three mutually
exclusive cases as in Lemma 4.10. We prove the lemma by case by case.

Case 1: Assume that the weights of the 𝐵-module𝐻0(𝑤, 𝛼) are 𝛼, 0, and −𝛼.
Since the rank of 𝐺 is at least two, there is a 𝛽 in 𝑆 such that ⟨𝛼, 𝛽⟩ = −1.

Consider the natural projection map

𝑝 ∶ 𝐺∕𝐵⟶ 𝐺∕𝑃{𝛼,𝛽}.
Let 𝑣 = 𝑠𝛼𝑠𝛽𝑠𝛼. Then note that 𝑃{𝛼,𝛽}∕𝐵 = 𝑋(𝑣). By using Lemma 2.4

𝐻0(𝑤, 𝛼) = 𝑉(2),
where𝑉(2)denotes a three dimensional irreducible 𝐿̃𝛼-module. Thus byLemma
2.2 we have

𝐻0(𝑠𝛼, 𝐻0(𝑤, 𝛼)) = ℂ𝛼 ⊕ℂ0 ⊕ℂ−𝛼;
𝐻1(𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0.

Since ⟨𝛼, 𝛽⟩ = −1, by using Lemma 2.4 the indecomposable 𝐵𝛽-summands of
𝐻0(𝑠𝛼, 𝐻0(𝑤, 𝛼)) are one of the following forms:

ℂ𝛼 = 𝑉(0) ⊗ ℂ−𝜔𝛽 ;
ℂ0 = 𝑉(0);

ℂ−𝛼 = 𝑉(0) ⊗ ℂ𝜔𝛽 .
By using Lemma 2.2 we have

𝐻0(𝑠𝛽, 𝐻0(𝑠𝛼, 𝐻0(𝑤, 𝛼))) = ℂ0 ⊕ℂ−𝛼 ⊕ℂ−𝛼−𝛽

𝐻1(𝑠𝛽, 𝐻0(𝑠𝛼, 𝐻0(𝑤, 𝛼))) = 0.
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Therefore by using SES we have

𝐻0(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = ℂ0 ⊕ℂ−𝛼 ⊕ℂ−𝛼−𝛽

𝐻1(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0;
further by using SES recursively it follows that

𝐻𝑗(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0 (𝑗 ≥ 2).
By using Lemma 2.4 the indecomposable 𝐵𝛼-summands of 𝐻0(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼))
are the following

ℂ0 ⊕ℂ−𝛼 = 𝑉(1) ⊗ ℂ−𝜔𝛼 ; ℂ−𝛼−𝛽 = 𝑉(0) ⊗ ℂ−𝜔𝛼 .
Therefore by using Lemma 2.2 we have

𝐻0(𝑠𝛼, 𝐻0(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼))) = 0
𝐻1(𝑠𝛼, 𝐻0(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼))) = 0.

By using SES we conclude that

𝐻0(𝑠𝛼𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0
𝐻1(𝑠𝛼𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0.

Further, since 𝐻𝑗(𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0 for all 𝑗 ≥ 2, by using SES we conclude
that𝐻𝑗(𝑠𝛼𝑠𝛽𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0 for all 𝑗 ≥ 2. In other words we have

𝐻0(𝑃{𝛼,𝛽}∕𝐵,𝐻0(𝑤, 𝛼)) = 0

𝐻𝑗(𝑃{𝛼,𝛽}∕𝐵,𝐻0(𝑤, 𝛼)) = 0 (𝑗 ≥ 1).
Thus 𝑅𝑗𝑝∗ℒ(𝐻0(𝑤, 𝛼)) = 0 for all 𝑗 ≥ 1. Therefore by an application of a de-
generate case of the Leray spectral sequence we have

𝐻𝑗(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) = 𝐻𝑗(𝐺∕𝑃{𝛼,𝛽}, 𝐻0(𝑃{𝛼,𝛽}∕𝐵,𝐻0(𝑤, 𝛼))) for all 𝑗 ≥ 0.
Since 𝐻0(𝑃{𝛼,𝛽}∕𝐵,𝐻0(𝑤, 𝛼)) = 0, it follows that 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) = 0 for all
𝑗 ≥ 0.
Case 2: Assume that the weights of the 𝐵-module 𝐻0(𝑤, 𝛼) are 0, −𝛼, or

among the negative roots other than negatives of simple roots with the multi-
plicity of each weight is one.
Consider the natural projection map

𝑝 ∶ 𝐺∕𝐵⟶ 𝐺∕𝑃𝛼.
By using Lemma 2.4 the indecomposable 𝐵𝛼-summands of𝐻0(𝑤, 𝛼) are one of
the following forms:

ℂ0 ⊕ℂ−𝛼 = 𝑉(1) ⊗ ℂ−𝜔𝛼 ;
ℂ−𝛽 ⊕ℂ−𝛽−𝛼 = 𝑉(1);

ℂ−𝛽 = 𝑉(0) ⊗ ℂ𝜔𝛼 for ⟨−𝛽, 𝛼⟩ = 1;
ℂ−𝛽 = 𝑉(0) ⊗ ℂ−𝜔𝛼 for ⟨−𝛽, 𝛼⟩ = −1;

ℂ−𝛽 = 𝑉(0) for ⟨−𝛽, 𝛼⟩ = 0;
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where 𝑉(𝑖) denotes an 𝑖 + 1-dimensional irreducible 𝐿̃𝛼-module. Therefore by
Lemma 2.2 we conclude that the weights of the 𝐵-module𝐻0(𝑠𝛼, 𝐻0(𝑤, 𝛼)) are
among the negative roots other than negatives of simple roots with multiplicity
one and 𝐻1(𝑠𝛼, 𝐻0(𝑤, 𝛼)) = 0. Thus 𝑅𝑗𝑝∗ℒ(𝐻0(𝑤, 𝛼)) = 0 for all 𝑗 ≥ 1. There-
fore by an application of a degenerate case of the Leray spectral sequence we
have

𝐻𝑗(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) = 𝐻𝑗(𝐺∕𝑃𝛼, 𝐻0(𝑃𝛼∕𝐵,𝐻0(𝑤, 𝛼))) for all 𝑗 ≥ 0.

Since 𝐻0(𝑃𝛼∕𝐵,𝐻0(𝑤, 𝛼)) is a 𝐵-module such that the weights are among the
negative roots other than negatives of simple roots, by using Fact 1, Fact 2, and
Lemma 4.2 we have𝐻𝑗(𝐺∕𝑃𝛼, 𝐻0(𝑃𝛼∕𝐵,𝐻0(𝑤, 𝛼))) = 0 for all 𝑗 ≥ 0.
Case 3: Assume that the weights of the 𝐵-module 𝐻0(𝑤, 𝛼) are among the

negative roots other than negatives of simple roots with multiplicity one. Then
byusingFact 1, Fact 2, andLemma4.2we conclude that𝐻𝑗(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) = 0
for all 𝑗 ≥ 0. □

Let 𝑤 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟−1𝑠𝑖𝑟 be a reduced expression and 𝑖 = (𝑖1, 𝑖2… , 𝑖𝑟−1, 𝑖𝑟).

Lemma 4.12. Assume that the rank of 𝐺 is at least two. Then we have

𝐻𝑗(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) = 0 for 𝑗 ≥ 0.

Proof. By Lemma 4.9, we have the following short exact sequence

0 → 𝐻0(𝑤, 𝛼) → 𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻0(𝑍(𝑣, 𝑖′), Θ𝑍(𝑣,𝑖′)) → 0

of 𝐵-modules, where 𝛼 = 𝛼𝑖𝑟 , 𝑣 = 𝑠𝑖1𝑠𝑖2 ⋯𝑠𝑖𝑟−1 , and 𝑖
′ = (𝑖1, 𝑖2… , 𝑖𝑟−1).

Therefore we have the following long exact sequence

0 → 𝐻0(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) → 𝐻0(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)))

→ 𝐻0(𝐺∕𝐵,𝐻0(𝑍(𝑣, 𝑖′), Θ𝑍(𝑣,𝑖′)))

→ 𝐻1(𝐺∕𝐵,𝐻0(𝑤, 𝛼)) → 𝐻1(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) → ⋯
of 𝐺-modules. By using Lemma 4.11 we have

𝐻𝑗(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) ≃ 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑍(𝑣, 𝑖′), Θ𝑍(𝑣,𝑖′))) for all 𝑗 ≥ 0.

Hence by using induction on the length of the sequence we have

𝐻𝑗(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) ≃ 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑠𝑖1 , 𝛼𝑖1))

for all 𝑗 ≥ 0. Therefore by using Lemma 4.11 we conclude the proof. □

Proposition 4.13. Assume that the rank of 𝐺 is at least two. Then we have the
following:

(i) Aut0(𝒵(𝑤, 𝑖)) = 𝐺.
(ii) 𝐻𝑗(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 0 for 𝑗 ≥ 1.
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Proof. Proof of (i): By Lemma 4.12, we have𝐻0(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) = 0.
Therefore, by Theorem 3.3(i), we have Aut0(𝒵(𝑤, 𝑖)) = 𝐺.
Proof of (ii): We argue as in the proof of Theorem 3.3(ii).
Recall that 𝒵(𝑤, 𝑖) = 𝐺 ×𝐵 𝑍(𝑤, 𝑖). Consider the natural first component

projection
𝜋 ∶ 𝒵(𝑤, 𝑖) → 𝐺∕𝐵.

Therefore we have the following exact sequence

0 → ℛ → Θ𝒵(𝑤,𝑖) → 𝜋∗Θ𝐺∕𝐵 → 0

of vector bundles on 𝒵(𝑤, 𝑖), where ℛ denotes the relative tangent bundle on
𝒵(𝑤, 𝑖) with respect to 𝜋. Since 𝐻𝑗(𝐺∕𝐵,Θ𝐺∕𝐵) and 𝐻𝑗(𝑍(𝑤, 𝑖), 𝒪𝑍(𝑤,𝑖)) vanish
for 𝑗 ≥ 1 (see [Dem77],[Akh95, Theorem 2, p.75 and Theorem 1, p.130]), by the
Leray spectral sequence for 𝜋 and the projection formula,𝐻𝑗(𝒵(𝑤, 𝑖), 𝜋∗Θ𝐺∕𝐵)
also vanishes for 𝑗 ≥ 1. Moreover by using Proposition 3.1 and the long exact
sequence associated to the above short exact sequence we have the following:

0 → 𝐻0(𝒵(𝑤, 𝑖), ℛ) → 𝐻0(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) → 𝐻0(𝒵(𝑤, 𝑖), 𝜋∗Θ𝐺∕𝐵) = 𝔤 → 0

𝐻𝑗(𝒵(𝑤, 𝑖), ℛ) ≃ 𝐻𝑗(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) for all 𝑗 ≥ 1.
Sinceℛ is the relative tangent bundle on𝒵(𝑤, 𝑖), the restriction ofℛ to𝑍(𝑤, 𝑖)

is Θ𝑍(𝑤,𝑖). By Lemma 4.9, we have

𝐻𝑗(𝑍(𝑤, 𝑖), ℛ|𝑍(𝑤,𝑖)) = 𝐻𝑗(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) = 0 for 𝑗 ≥ 1.

Hence we have
𝜋∗ℛ = ℒ(𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)))

𝑅𝑗𝜋∗ℛ = 0 for 𝑗 ≥ 1.
Therefore, by using a degenerate case of the Leray spectral sequence we obtain

𝐻𝑗(𝒵(𝑤, 𝑖), ℛ) = 𝐻𝑗(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))).

Hence by using Lemma 4.12, we conclude the proof. □

Corollary 4.14. Assume that the rank of 𝐺 is at least two and 𝑤 ≠ 𝑖𝑑. Then
𝒵(𝑤, 𝑖) is not isomorphic to 𝐺∕𝐵 × 𝑍(𝑤, 𝑖).

Proof. If 𝒵(𝑤, 𝑖) = 𝐺∕𝐵 × 𝑍(𝑤, 𝑖), then by [Bri11, Corollary 2.3, p.46] we
have Aut0(𝒵(𝑤, 𝑖)) = Aut0(𝐺∕𝐵) × Aut0(𝑍(𝑤, 𝑖)). Since Aut0(𝐺∕𝐵) = 𝐺 (see
[Dem77]), we have Aut0(𝒵(𝑤, 𝑖)) = 𝐺 × Aut0(𝑍(𝑤, 𝑖)). Further, since 𝑤 ≠ 𝑖𝑑,
𝑍(𝑤, 𝑖) contains an open 𝐵-orbit of positive dimension, whence 𝐵 acts non-
trivially on 𝑍(𝑤, 𝑖). Therefore, we conclude that Aut0(𝑍(𝑤, 𝑖)) is not a trivial
group. Hence, Aut0(𝒵(𝑤, 𝑖)) ≠ 𝐺, which shows contradiction to Proposition
4.13(i). □
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Remark 4.15. If the rank of 𝐺 is one, then for both 𝑤 = 𝑖𝑑 or 𝑤 = 𝑠𝛼, 𝒵(𝑤, 𝑖)
is isomorphic to 𝐺∕𝐵 × 𝑍(𝑤, 𝑖).Moreover, for 𝑤 = 𝑠𝛼, we have 𝒵(𝑤, 𝑖) ≃ 𝐺∕𝐵 ×
𝐺∕𝐵 ≃ ℙ1 × ℙ1. Hence

Aut0(𝒵(𝑤, 𝑖)) = 𝐺 × 𝐺 and𝐻𝑗(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 0 for 𝑗 ≥ 1.

Further for 𝑤 = 𝑖𝑑, we have 𝒵(𝑤, 𝑖) ≃ 𝐺∕𝐵 ≃ ℙ1. Therefore

Aut0(𝒵(𝑤, 𝑖)) = 𝐺 and𝐻𝑗(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 0 for 𝑗 ≥ 1.

We conclude this article by giving an example which shows that if 𝐺 is not
simply-laced, then 𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) might not vanish, i.e., 𝒵(𝑤, 𝑖) is not lo-
cally rigid.

Example 4.16. Let 𝐺 = SO(5, ℂ), 𝑤 = 𝑠1𝑠2𝑠1, and 𝑖 = (1, 2, 1). Then

𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) ≠ 0.

Proof. Consider the following 𝐵-equivariant fibre product diagram:

𝑍(𝑤, 𝑖) 𝐺∕𝐵

𝑍(𝑤1, 𝑖1) 𝐺∕𝑃𝛼1

𝜙𝑤

𝑓3 𝜋
𝜋◦𝜙𝑤1

where 𝑤1 = 𝑠1𝑠2, and 𝑖1 = (1, 2). Since 𝜋 is 𝑃𝛼1∕𝐵 (≃ ℙ1)-fibration, the relative
tangent bundle on 𝐺∕𝐵 with respect to 𝜋 is the line bundle ℒ(𝛼1). Therefore
from the above diagram we have the following exact sequence

0 → ℒ(𝑤, 𝛼1) → Θ𝑍(𝑤,𝑖) → 𝑓3
∗Θ𝑍(𝑤1,𝑖1)

→ 0

of vector bundles on𝑍(𝑤, 𝑖).Note that by [Sen16, Corollary 6.4, p.780] it follows
that𝐻2(𝑤, 𝛼1) = 0. This gives rise to a long exact sequence

0 → 𝐻0(𝑤, 𝛼1) → 𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻0(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
)

→ 𝐻1(𝑤, 𝛼1) → 𝐻1(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻1(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
) → 0,

of 𝐵-modules.
Note that by using Lemma 2.1 or by Borel-Weil-Bott we have

𝐻0(𝑠1, 𝛼1) = ℂ𝛼1 ⊕ℂ0 ⊕ℂ−𝛼1 and𝐻
1(𝑠1, 𝛼1) = 0.

Note that the unipotent radical 𝑅𝑢(𝑃𝛼1) of 𝑃𝛼1 acts trivially on the 𝐵-module
𝐻0(𝑠1, 𝛼1) because it acts trivially on 𝑃𝛼𝑖1∕𝐵. As an 𝐵𝛼2-module, indecompos-
able summands of 𝐻0(𝑠1, 𝛼1) are ℂ𝛼1 , ℂ−𝛼1 and ℂ0. Therefore, by Lemma 2.4
we have the following:

ℂ𝛼1 = 𝑉(0) ⊗ ℂ𝛼1 , ℂ0 = 𝑉(0) ⊗ ℂ0, and ℂ−𝛼1 = 𝑉(0) ⊗ ℂ−𝛼1
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where 𝑉(0) denotes the trivial one-dimensional 𝐿̃𝛼2-module. Since ⟨𝛼1, 𝛼2⟩ =
−2, by using Lemma 2.2 we have

𝐻0(𝑠2, 𝐻0(𝑠1, 𝛼1)) = ℂ0 ⊕ℂ−𝛼1 ⊕ℂ−𝛼1−𝛼2 ⊕ℂ−𝛼1−2𝛼2
and

𝐻1(𝑠2, 𝐻0(𝑠1, 𝛼1)) = ℂ𝛼1+𝛼2
as 𝑠2 ⋅ 𝛼1 = 𝛼1 + 𝛼2.
By using (SES) for 𝑤 = 𝑠2𝑠1, 𝐵-module 𝑉 = ℂ𝛼1 and 𝑗 = 0, 1, we have
𝐻0(𝑠2𝑠1, 𝛼1) = 𝐻0(𝑠2, 𝐻0(𝑠1, 𝛼1)) and𝐻1(𝑠2𝑠1, 𝛼1) = 𝐻1(𝑠2, 𝐻0(𝑠1, 𝛼1)).

Therefore we have

𝐻0(𝑠2𝑠1, 𝛼1) = ℂ0 ⊕ℂ−𝛼1 ⊕ℂ−𝛼1−𝛼2 ⊕ℂ−𝛼1−2𝛼2 and𝐻
1(𝑠2𝑠1, 𝛼1) = ℂ𝛼1+𝛼2 .

Note that as an 𝐵𝛼1-module the indecomposable summands of𝐻
0(𝑠2𝑠1, 𝛼1) are

the following
ℂ0 ⊕ℂ−𝛼1 , ℂ−𝛼1−𝛼2 , and ℂ−𝛼1−2𝛼2 .

Moreover by Lemma 2.4

ℂ0 ⊕ℂ−𝛼1 = 𝑉(1) ⊗ ℂ−𝜔1 , ℂ−𝛼1−𝛼2 = 𝑉(0) ⊗ ℂ−𝜔1 ,
and

ℂ−𝛼1−2𝛼2 = 𝑉(0) ⊗ ℂ−𝛼1−2𝛼2 ,
where 𝑉(𝑖) denotes an 𝑖 + 1-dimensional irreducible 𝐿̃𝛼1-module. Therefore by
using Lemma 2.2, we have the following

𝐻0(𝑠1, 𝐻0(𝑠2𝑠1, 𝛼1)) = ℂ−𝛼1−2𝛼2 and𝐻
1(𝑠1, 𝐻0(𝑠2𝑠1, 𝛼1)) = 0

Similarly, since ⟨𝛼1 + 𝛼2, 𝛼1⟩ = −1, by using Lemma 2.2 we have
𝐻0(𝑠1, 𝐻1(𝑠2𝑠1, 𝛼1)) = ℂ𝛼1+𝛼2 ⊕ℂ𝛼2 .

Therefore by using (SES) we have the following

𝐻0(𝑤, 𝛼1) = ℂ−𝛼1−2𝛼2 and𝐻
1(𝑤, 𝛼1) = ℂ𝛼1+𝛼2 ⊕ℂ𝛼2 .

Recall the following short exact sequence

0 → ℒ(𝑤1, 𝛼2) → Θ𝑍(𝑤1,𝑖1)
→ 𝑓2

∗Θ𝑍(𝑤2,𝑖2)
→ 0

of vector bundles on 𝑍(𝑤1, 𝑖1), where 𝑤2 = 𝑠1 and 𝑖2 = (1).
Note that by [Sen16, Corollary 6.4, p.780] it follows that𝐻2(𝑤1, 𝛼2) = 0. This

gives rise to a long exact sequence

0 → 𝐻0(𝑤1, 𝛼2) → 𝐻0(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
) → 𝐻0(𝑍(𝑤2, 𝑖2), Θ𝑍(𝑤2,𝑖2)

)

→ 𝐻1(𝑤1, 𝛼2) → 𝐻1(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
) → 𝐻1(𝑍(𝑤2, 𝑖2), Θ𝑍(𝑤2,𝑖2)

) → 0,
of 𝐵-modules.
Note that 𝑍(𝑤2, 𝑖2) ≃ 𝑃𝛼1∕𝐵. Therefore we have

𝐻0(𝑍(𝑤2, 𝑖2), Θ𝑍(𝑤2,𝑖2)
) = 𝐻0(𝑠1, 𝛼1) = ℂ𝛼1 ⊕ℂ0 ⊕ℂ−𝛼1
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and
𝐻1(𝑍(𝑤2, 𝑖2), Θ𝑍(𝑤2,𝑖2)

) = 𝐻1(𝑠1, 𝛼1) = 0.
Since 𝛼2 is a short root, it follows from [Sen16, Corollary 5.6, p. 778] that
𝐻1(𝑤1, 𝛼2) = 0. Therefore from the above discussion we have the following

𝐻1(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
) = 0.

By using (SES) we have𝐻0(𝑤1, 𝛼2) = ℂ0⊕ℂ−𝛼2 ⊕ℂ−𝛼1−𝛼2 . Therefore from
the above long exact sequence corresponding to 𝑍(𝑤1, 𝑖1), we have

𝐻0(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
)𝜇 = 0

for 𝜇 = 𝛼1 +𝛼2, 𝛼2. Thus from the above long exact sequence corresponding to
𝑍(𝑤, 𝑖), we have the following short exact sequence

0 → 𝐻1(𝑤, 𝛼1) → 𝐻1(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) → 𝐻1(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
) → 0

of 𝐵-modules. Since𝐻1(𝑍(𝑤1, 𝑖1), Θ𝑍(𝑤1,𝑖1)
) = 0, we have

𝐻1(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) = 𝐻1(𝑤, 𝛼1) = ℂ𝛼1+𝛼2 ⊕ℂ𝛼2 .

Recall that 𝒵(𝑤, 𝑖) = 𝐺 ×𝐵 𝑍(𝑤, 𝑖). Consider the natural first component
projection

𝜋 ∶ 𝒵(𝑤, 𝑖) → 𝐺∕𝐵.
Therefore we have the following exact sequence

0 → ℛ → Θ𝒵(𝑤,𝑖) → 𝜋∗Θ𝐺∕𝐵 → 0
of vector bundles on 𝒵(𝑤, 𝑖), where ℛ denotes the relative tangent bundle on
𝒵(𝑤, 𝑖) with respect to 𝜋. Note that 𝐻1(𝒵(𝑤, 𝑖), 𝜋∗Θ𝐺∕𝐵) vanishes, because
𝐻1(𝐺∕𝐵,Θ𝐺∕𝐵) and 𝐻1(𝑍(𝑤, 𝑖), 𝒪𝑍(𝑤,𝑖)) vanish. Therefore, we have the follow-
ing exact sequence

0 → 𝐻0(𝒵(𝑤, 𝑖), ℛ) → 𝐻0(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) → 𝐻0(𝒵(𝑤, 𝑖), 𝜋∗Θ𝐺∕𝐵) = 𝔤

→ 𝐻1(𝒵(𝑤, 𝑖), ℛ) → 𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) → 0
of 𝐺-modules. Hence by using note (2) (see after Corollary 3.4) we have

𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) = 𝐻1(𝒵(𝑤, 𝑖), ℛ).

By the above computation, the non-zeroweights of𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) are roots.
Since the index of a non-singular root is at most one, by using Lemma 4.2 we
have𝐻2(𝐺∕𝐵,𝐻0(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) = 0.
Therefore to show𝐻1(𝒵(𝑤, 𝑖), Θ𝒵(𝑤,𝑖)) does not vanish by five term exact se-

quence it is sufficient to show 𝐻0(𝐺∕𝐵,𝐻1(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖))) does not vanish.
Note that𝐻1(𝑍(𝑤, 𝑖), Θ𝑍(𝑤,𝑖)) = ℂ𝛼1+𝛼2⊕ℂ𝛼2 . In order to compute the cohomol-
ogy module𝐻0(𝐺∕𝐵,ℂ𝛼1+𝛼2 ⊕ℂ𝛼2),we fix a reduced expression𝑤0 = 𝑠1𝑠2𝑠1𝑠2.
Then by using (SES) we have

𝐻0(𝐺∕𝐵,ℂ𝛼1+𝛼2 ⊕ℂ𝛼2) = ℂ𝛼1+𝛼2 ⊕ℂ𝛼2 ⊕ℂ0 ⊕ℂ−𝛼2 ⊕ℂ−(𝛼1+𝛼2) = 𝑉(𝜔1),
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where𝑉(𝜔1) denotes the finite dimensional irreducible𝐺-module with highest
weight 𝜔1. □
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