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ON THE BANACH PRINCIPLE

Radu Zaharopol

Abstract: We extend the Banach principle to sequences of operators which have

as range an Archimedean Riesz space (the Riesz space does not have to be a space of

classes of equivalence of measurable functions). The class of Riesz spaces for which our

extension works is quite large. The role played in the classical Banach principle by the

almost everywhere convergence is taken by the notion of individual convergence which

we have introduced in an earlier work. The absence of a measure is compensated by

the use of the σ-order continuous dual of the Dedekind completion of the Riesz space

involved in the extension. In order to prove our extension, we obtain a characterization

of individually convergent sequences which resembles a Cauchy condition.

1 – Introduction

Our aim in this paper is to extend the Banach principle [3] to a setting which

does not involve measure theoretical arguments.

The Banach principle is by far the most important tool used in the study of

the almost everywhere convergence in ergodic theory (for a detailed exposition of

the principle, its history, its most important applications in ergodic theory, and

related results, see the books of Garsia [4] and of Krengel [5]). Extensions of

the Banach principle have been obtained in the pioneering works of Yosida [11]

(see also Yosida’s book [12]) and von Weizsäcker [10].

Let (Ω,Σ, µ) be a finite measure space, let M(µ) be the Riesz space of all

classes of equivalence of real valued measurable functions defined on (Ω,Σ, µ),

and let X be a Banach space.
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A mapping T : X → M(µ) is called continuous in measure if Txn → Tx in

measure whenever ‖xn − x‖ → 0.

The Banach principle can be formulated as follows:

Theorem 1. Let (Tn)n∈N be a sequence of linear operators continuous in

measure, Tn : X →M(µ) for every n ∈ N, and set T ∗x = supn∈N |Tnx| for every
x ∈ X.

a) If T ∗x < +∞ µ-a.e. for every x ∈ X, then there exists a positive monotone

nonincreasing function C : (0,+∞) → R such that limλ→+∞C(λ) = 0,

and such that µ({T ∗x > λ‖x‖}) ≤ C(λ) for every λ ∈ R, λ > 0 and for

every x ∈ X.

b) If there exists a function C as in a), then the set F = {x ∈ X | (Tnx)n∈N
converges µ-a.e.} is closed in the norm topology of X. In particular, if

T ∗x < +∞ µ-a.e. for every x ∈ X, then F is closed.

The most common use of the Banach principle is in the case in which we want

to show that F = X. Then, in view of Theorem 1, it is enough to show that

T ∗x < +∞ µ-a.e. for every x ∈ X, and that F contains a dense subset of X.

Let E be an order complete Riesz space, and let E ′c be the σ-order continuous

dual of E; we say that E has property P if E ′c separates the points of E. We say

that an Archimedean Riesz space F has property P if the Dedekind completion

F̂ of F has property P.

Now let X be a Banach space, and let E be an Archimedean Riesz space

which has property P. We will extend Theorem 1 to sequences of linear operators

(Tn)n∈N, Tn : X → E for every n ∈ N.

As we mentioned before, the Banach principle has been extended by Yosida

[11] and von Weizsäcker [10]. However, their extensions do not have the flavor of

the Banach principle since by the time the works of Yosida and von Weizsäcker

were created, there was no suitable notion to be used instead of the almost

everywhere convergence. We will circumvent this difficulty by using the individual

convergence which we introduced in our papers [16] and [17] inspired by the works

of Nakano [7] and Ornstein [8].

The terminology and results used in this paper can be found in the books

of Aliprantis and Burkinshaw [1, 2], Luxemburg and Zaanen [6], Schaefer [9],

Zaanen [13], and in our papers [14, 15, 16, 17].

Let E be an Archimedean Riesz space, and let Ê be the Dedekind completion

of E. Given w ∈ Ê, we will denote by B(w) the projection band generated by

the singleton {w} in Ê and by Pw the band projection associated to B(w).
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Let X be a Banach space, and let T : X → E be an operator (T need not be

linear). We say that T is continuous in duality if the sequence of real numbers

(〈P(|Txn−Tx|−εv) + v, z〉)n∈N converges to zero whenever v ∈ Ê, v ≥ 0, z ∈ E′c,

z ≥ 0, ε ∈ R, ε > 0, x ∈ X, and whenever (xn)n∈N is a sequence of elements of

X such that (xn) norm converges to x.

Given a sequence (un)n∈N of positive elements of E, we will denote by

B∞((un)n) the largest band in Ê on which (un)n is unbounded (see [16] for

details).

Let (Tn)n∈N be a sequence of mappings, Tn : X → E for every n ∈ N. We say

that (Tn)n has property D if B∞((|Tnx|)n) = 0 for every x ∈ X.

Let (un)n∈N be a sequence of positive elements of E (throughout this paper,

the notation u < v means u ≤ v and u 6= v whenever u and v are elements of a

Riesz space). Set (see [16]):

BOS((un)n) =





u ∈ Ê

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u = 0 or u 6= 0, and for every v ∈ Ê, 0 < v ≤ |u|,

there exist w ∈ Ê, 0 < w ≤ v, and α, β ∈ R,
0 < β < α, such that

(
lim sup

n

(
((un − β w)

−) ∧ w
))
∧

∧

(
lim sup

n

(
((un − αw)

+) ∧ w
))
6= 0





and

BNOS((un)n) =





u ∈ Ê

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

u = 0 or u 6= 0, and for every v ∈ Ê, 0 < v ≤ |u|,

there exists w ∈ Ê, 0 < w ≤ v, such that

(
lim sup

n

(
((un − β s)

−) ∧ s
))
∧

∧

(
lim sup

n

(
((un − α s)

+) ∧ s
))

= 0

for every s ∈ Ê, 0 ≤ s ≤ w, and for every
α, β ∈ R, 0 < β < α.





.

It can be shown (see Proposition 2 of [16]) that BOS((un)n) and BNOS((un)n)

are projection bands in Ê; moreover, Ê is the order direct sum of BOS((un)n)

and BNOS((un)n). As in [16], we call BOS((un)n) the band of oscillations of the

sequence (un)n.

Let Bd((un)n) be the (projection) band in Ê generated by B∞((un)n) ∪

BOS((un)n) (Bd((un)n) is called the band of divergence of the sequence (un)n).

We say that (un)n converges individually (on Ê) if Bd((un)n) = 0.
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If (un)n∈N is a sequence of (not necessarily positive) elements of E, we say that

(un)n converges individually (on Ê) if both sequences (u+
n )n and (u−n )n converge

individually (see [17]).

The main result of the paper is the following extension of Theorem 1:

Theorem 2. Let E be an Archimedean Riesz space which has property P,

let Ê be the Dedekind completion of E, and let Ê′c be the σ-order continuous dual

of Ê. Let X be a Banach space, let (Tn)n∈N be a sequence of linear operators,

Tn : X → E for every n ∈ N such that Tn is continuous in duality for every

n ∈ N. Then the following assertions are true:

a) If the sequence (Tn)n∈N has property D, then for every v ∈ Ê, v ≥ 0,

and for every z ∈ Ê′c, z ≥ 0, there exists a monotone nonincreasing func-

tion Cv,z : (0,+∞) → R such that limλ→+∞Cv,z(λ) = 0, and such that

supn〈P(
∨n

l=1
|Tlx|−λ‖x‖v)+

v, z〉 ≤ Cv,z(λ) for every x ∈ X and λ ∈ R, λ > 0.

b) If for every v ∈ Ê, v ≥ 0 and for every z ∈ Ê′c, z ≥ 0, there exists a

function Cv,z as in a), then the set F = {x ∈ X | the sequence (Tnx)n∈N
converges individually on Ê} is closed in the norm topology of X.

Let E be an Archimedean Riesz space, and let Ê be the Dedekind completion

of E. It is easy to see that E has property P if and only if Ê has property P.

If (un)n is a sequence of elements of E, then we may also think of (un)n as a

sequence of elements of Ê; it follows that (un)n converges individually on Ê as a

sequence of elements of E if and only if it converges individually on Ê whenever

we think of (un)n as a sequence of elements of Ê. If X is a Banach space, if

(Tn)n∈N is a sequence of linear operators, Tn : X → E for every n ∈ N, and

if we think of E as a Riesz subspace of Ê, then we can define T̂n : X → Ê,

T̂n(x) = Tn(x) for every x ∈ X and n ∈ N; it is easy to see that Tn is continuous

in duality if and only if T̂n is continuous in duality and that the sequence (Tn)n
has property D if and only if (T̂n)n has property D. We conclude that in order

to prove Theorem 2 it is enough to prove it under the assumption that E is an

order complete Riesz space (that is, we may assume that E = Ê in Theorem 2).

The paper is organized as follows: in the next section (Section 2) we will

discuss several technical results; in Section 3 we obtain a reformulation of the

definition of the individually convergent sequences; finally, in the last section

(Section 4) we will use the results obtained in Section 2 and Section 3 in order

to prove Theorem 2.
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2 – Some useful results

As mentioned in Introduction, we will be concerned in this section with several

results we need in order to prove Theorem 2.

In the next two lemmas we will assume given a Riesz space G. For w ∈ G, we

will denote by H(w) the principal projection band generated by the singleton {w}

and by Qw the band projection associated with H(w) (naturally, the notations

will be used provided that the principal projection band exists). The proofs of

the two lemmas are straightforward: the assertion of Lemma 3 is a consequence

of a well-known property of principal projection bands (see, for example, The-

orem 24.7, pp. 135–136 of [6]); the proof of Lemma 4 follows from the equality

Qs+t = Qs+Qt−Qs∧t which is valid whenever s, t are projection elements in G,

s ≥ 0, t ≥ 0 (see, for example, p. 36 of [2]).

Lemma 3. Assume that G is order complete, and let A be a subset of positive

elements of G such that supA exists in G. Then QsupAu = supv∈AQvu for every

u ∈ G, u ≥ 0. (Note that supv∈AQvu exists in G since Qvu is a component of u;

hence, the set {Qvu | v ∈ A} is bounded above by u.)

Lemma 4. Assume that G has the projection property, and let u, v, w ∈ G

be such that u ≥ 0, v ≥ 0 and w ≥ 0.

a) If v is a component of u, and if w = u− v, then Qu = Qv +Qw.

b) If u ≤ v + w, then Qu ≤ Qv +Qw.

Let E be an order complete Riesz space, let E ′c be the vector space of all order

bounded σ-order continuous linear functionals on E, and let (E ′c)
′ be the order

dual of E′c. Consider the natural embedding ψ : E → (E ′c)
′, ψ(u) : E′c → R,

ψ(u)(x) = x(u) ( = 〈u, x〉) for every x ∈ E ′c and u ∈ E. It is well-known that ψ

is a lattice preserving operator; also well-known is the fact that ψ is one-to-one

if and only if E′c separates the points of E, that is, ψ is one-to-one if and only

if E has property P (for a discussion of the above-mentioned properties of the

natural embedding, see pp. 58–59 of [2]).

Proposition 5. If an order complete Riesz space E has property P, then

the natural embedding ψ : E → (E ′c)
′ preserves countable infima and suprema.

Proof: Since E has property P we may think of E as a Riesz subspace of

(E′c)
′. Thus, in order to prove that ψ preserves countable suprema and infima, it

is enough to prove that un ↓ 0 in E implies that un ↓ 0 in (E′c)
′.
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To this end, let un ↓ 0 in E. Since (E ′c)
′ is order complete, it follows that

there exists u′ ∈ (E′c)
′ such that un ↓ u

′ in (E′c)
′.

Let 0 ≤ x ∈ E ′c. By Proposition 4.2, p. 72 of [9], we obtain that 〈x, un〉 ↓

〈x, u′′〉. Since un ↓ 0 in E, it also follows that 〈x, un〉 ↓ 0. We conclude that

u′ = 0.

3 – A characterization of the individually convergent sequences

As pointed out in Introduction, in this section we will obtain a rather simple

necessary and sufficient condition for the individual convergence of a sequence of

elements of an Archimedean Riesz space.

We mentioned in Introduction that in order to prove Theorem 2, we may

restrict our attention to order complete Riesz spaces, only. Thus, from now on

throughout the paper (unless otherwise stated), we will assume given an order

complete Riesz space E.

Lemma 6. Let (un)n∈N be a sequence of positive elements of E, and assume

that B∞((un)n) = 0. Then for every t ∈ E, t > 0, there exists s ∈ E, 0 < s ≤ t,

such that the sequence (Psun)n is order bounded in E.

Proof: Let (un)n∈N be a sequence of positive elements of E such that

B∞((un)n) = 0, and let t ∈ E, t > 0.

Set vn =
∨n
k=1 uk for every n ∈ N.

Since B∞((un)n) = 0, it follows that (un)n is not unbounded on B(t); hence,

the sequence (vn)n is not unbounded on B(t), as well.

Using Lemma 9-(a) of [14], we conclude that (vn)n does not diverge individ-

ually to ∞ on B(t).

Since (vn)n is a monotonic nondecreasing sequence, we may apply Lemma 7

of [14]. Accordingly, there exist a nonzero component s of t and λ ∈ R, λ > 0,

such that Psvn ≤ λs for every n ∈ N. Clearly, the sequence (Psun)n is order

bounded since 0 ≤ Psun ≤ λs for every n ∈ N.

Lemma 7. Let (un)n∈N be a sequence of positive elements of E, and suppose

that BOS((un)n) = 0. Let s ∈ E, s ≥ 0, and assume that the sequence (Psun)n
is order bounded in E. Then, lim infn Psun = lim supn Psun.

Proof: Let (un)n∈N be a sequence of positive elements of E such that

BOS((un)n) = 0, let s ∈ E, s ≥ 0, and suppose that the sequence (Psun)n is

order bounded in E.
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Set uS = lim supn Psun and uI = lim infn Psun, and assume that uI 6= uS .

Now set t = uS − uI . Then t > 0. Our goal is to prove that t ∈ BOS((un)n);

thus, we obtain a contradiction since we assume that BOS((un)n) = 0.

Let q ∈ E, 0 < q ≤ t; we will study the following two cases:

i) q ∧ uI = 0

and

ii) q ∧ uI 6= 0.

The proof of the proposition will be completed as soon as we show that in

each case there exist r ∈ E, 0 < r ≤ q, α, β ∈ R, 0 < β < α, such that

(lim supn(((un − βr)
−) ∧ r)) ∧ (lim supn(((un − αr)

+) ∧ r)) 6= 0.

i) Let α, β ∈ R be such that 0 < β < α < 1, and set r = q.

Taking into consideration that uS ∈ B(s), and uI ∈ B(s), we obtain that

q ∈ B(s); therefore, ((un − βq)
−) ∧ q ∈ B(s) for every n ∈ N.

It follows that

(7.1) lim sup
n

(
((un − βq)

−) ∧ q
)
= lim sup

n

(
Ps
(
((un − βq)

−) ∧ q
))

=

= lim sup
n

(
((βq − Psun)

+) ∧ q
)
=
(
(βq − lim inf

n
Psun) ∨ 0

)
∧ q

= Pq
((

(βq − uI) ∨ 0
)
∧ q
)
=
(
(βq − PquI) ∨ 0

)
∧ q = (βq) ∧ q = βq .

It also follows that

(7.2) lim sup
n

(
((un − αq)

+) ∧ q
)
= lim sup

n

(
Ps
(
((un − αq)

+) ∧ q
))

=

=
((

(lim sup
n

Psun)− αq
)
∨ 0
)
∧ q =

(
(uS − αq) ∨ 0

)
∧ q

=
(
(uS − uI + uI − αq) ∨ 0

)
∧ q ≥ (q − αq) ∧ q = (1− α) q .

Using (7.1) and (7.2), we conclude that

(
lim sup

n

(
((un−βq)

−)∧q
))
∧
(
lim sup

n

(
((un−αq)

+)∧q
))
≥
(
min{1−α, β}

)
q 6= 0 .

ii) Using the Freudenthal spectral theorem (see, for example, [2, Theorem 6.8,

pp. 82–83]), we obtain that there exists a nonzero component w of uI in E and

a real number a, a > 0, such that aw ≤ 1
2(q ∧ uI).

Set r = aw, α = 1
a
+ 1 and β = 1

a
+ 1

2 .
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Since w is a component of uI , and since uI ∈ B(s), it follows that

((un − βaw)
−) ∧ (aw) ∈ B(s) for every n ∈ N. Thus, we obtain that

lim sup
n

(
((un − βaw)

−) ∧ (aw)
)
= lim sup

n
Ps
(
((un − βaw)

−) ∧ (aw)
)
=

= lim sup
n

Ps
(
((βaw − un)

+) ∧ (aw)
)
=
(
βaw − lim inf

n
Psun

)+
∧ (aw)

=

(
w +

a

2
w − uI

)+

∧ (aw) .

Since w − uI ≤ 0, and since (a2 w) ∧ (uI − w) = 0, it follows that

(w + a
2 w − uI)

+ = a
2 w; therefore, (w + a

2 w − uI)
+ ∧ (aw) = a

2 w. Accordingly,

(7.3) lim sup
n

(
((un − βaw)

−) ∧ (aw)
)
=
a

2
w .

Using again the fact that w is a component of uI and uI ∈ B(s), we deduce

that (un − αaw)
+ ∧ (aw) ∈ B(s) for every n ∈ N. Accordingly,

(7.4) lim sup
n

(
((un − αaw)

+) ∧ (aw)
)
= lim sup

n
Ps
(
((un − αaw)

+) ∧ (aw)
)
=

=

((
lim sup

n
(Psun)− αaw

)+
)
∧ (aw) =

((
uS −

(1
a
+ 1

)
aw
)+
)
∧ (aw)

=
(
uS − w − aw

)+
∧ (aw) =

(
uS − uI + uI − w − aw

)+
∧ (aw)

≥
(
(q ∧ uI)− aw

)+
∧ (aw) ≥ (2aw − aw) ∧ (aw) = aw .

In view of (7.3) and (7.4), we conclude that

(
lim sup

n

(
((un− βaw)

−)∧ (aw)
))
∧

(
lim sup

n

(
((un−αaw)

+)∧ (aw)
))
≥
a

2
w .

Proposition 8. Let (un)n∈N be a sequence of positive elements of E, and

assume that (un)n converges individually on E. Then for every t ∈ E, t > 0,

there exists s ∈ E, 0 < s ≤ t, such that the sequence (Psun)n is order bounded

in E, and such that lim infn Psun = lim supn Psun.

Proof: Let t ∈ E, t > 0. Since B∞((un)n) = 0, by Lemma 6, there exists

s ∈ E, 0 < s ≤ t, such that the sequence (Psun)n is order bounded in E. Taking

into consideration that BOS((un)n) = 0, and using Lemma 7, we obtain that

lim infn Psun = lim supn Psun.
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Given a doubly indexed sequence (unk)(n,k)∈N×N, set lim sup(n,k) unk =∧
l∈N

∨
n≥l
k≥l

unk and lim inf(n,k) unk =
∨
l∈N

∧
n≥l
k≥l

unk whenever the right hand sides

of the above equalities exist.

Now let (unk)(n,k)∈N×N be a doubly indexed sequence of elements of E such

that unk ≥ 0 for every (n, k) ∈ N × N. We say that (unk)(n,k)∈N×N converges

individually to zero if lim sup(n,k)(unk ∧ v) = 0 for every v ∈ E, v ≥ 0.

Lemma 9. Let (un)n∈N be a seequence of positive elements of E. Assume

that (un)n is order bounded in E, and that lim infn un = lim supn un. Set vnk =

un − uk for every n, k ∈ N. Then the doubly indexed sequence (|vnk|)(n,k)∈N×N
converges individually to zero.

Proof: Since (un)n is order bounded and since 0 ≤ |vnk| ≤ un + uk for

every (n, k) ∈ N × N it follows that (|vnk|)(n,k) is also order bounded; therefore,

lim sup(n,k) |vnk| exists in E. Consequently, in order to prove that (|vnk|)(n,k)

converges individually to zero, it is enough to prove that lim sup(n,k) |vnk| = 0.

Since
lim sup

(n,k)
|vnk| =

∧

l∈N

∨

n≥l
k≥l

(v+
nk + v−nk)

≤
(∧

l∈N

∨

n≥l
k≥l

v+
nk

)
+
(∧

l∈N

∨

n≥l
k≥l

v−nk

)

= lim sup
(n,k)

v+
nk + lim sup

(n,k)
v−nk ,

it follows that the proof of the lemma is completed once we prove that

lim sup(n,k) v
+
nk = 0 and lim sup(n,k) v

−
nk = 0.

Now,

0 ≤ lim sup
(n,k)

v+
nk =

∧

l∈N

∨

n≥l
k≥l

(
(un − uk) ∨ 0

)

=
∧

l∈N

∨

n≥l

((
un +

(∨

k≥l

(−uk)
))
∨ 0

)

=
∧

l∈N

(((∨

n≥l

un
)
−
(∧

k≥l

uk
))
∨ 0

)

=

((∧

l∈N

∨

n≥l

un
)
−
(∨

l∈N

∧

k≥l

uk
))
∨ 0 = 0 .

Thus, lim sup(n,k) v
+
nk = 0.
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Taking into consideration that v−nk = v+
kn for every (n, k) ∈ N× N, we obtain

that lim sup(n,k) v
−
nk = lim sup(n,k) v

+
kn = lim sup(k,n) v

+
kn = 0.

Proposition 10. Let (un)n∈N be a sequence of positive elements of E,

and assume that (un)n converges individually on E. Set vnk = un − uk for

every n, k ∈ N. Then the doubly indexed sequence (|vnk|)(n,k)∈N×N converges

individually to zero.

Proof: Assume that (|vnk|)(n,k) does not converge individually to zero. Then

there exists v ∈ E, v > 0 such that lim sup(n,k)(|vnk ∧ v|) 6= 0.

Set w = lim sup(n,k)(|vnk| ∧ v). Taking into consideration that w > 0, by

Proposition 8, we obtain that there exists s ∈ E, 0 < s ≤ w, such that

the sequence (Psun)n is order bounded in E, and such that lim supn Psun =

lim infn Psun.

It follows that lim sup(n,k) |Psun − Psuk| 6= 0 since

s = lim sup
(n,k)

(|vnk| ∧ s) ≤ lim sup
(n,k)

(Ps(|vnk|)) = lim sup
(n,k)

|Psun − Psuk| .

We have obtained a contradiction since, by Lemma 9, the doubly indexed

sequence (|Psun − Psuk|)(n,k) converges individually to zero.

Proposition 11. Let (un)n∈N be a sequence of positive elements of E, and

set vnk = un − uk for every (n, k) ∈ N × N. If the doubly indexed sequence

(|vnk|)(n,k)∈N×N converges individually to zero, then B∞((un)n) = 0.

Proof: Assume that B∞((un)n) 6= 0. Then there exists v ∈ B∞((un)n),

v > 0.

Let l ∈ N. Using Lemma 3 of [16] and Lemma 4 of [14], we obtain that the

sequence ((un − ul)
+)n≥l is unbounded on B∞((un)n). Thus,

sup
n≥l
k≥l

(
|un − uk| ∧ v

)
≥ sup

n≥l

(
|un − ul| ∧ v

)
≥ sup

n≥l

(
(un − ul)

+ ∧ v
)
= v .

Accordingly, inf l supn≥l
k≥l

(|un − uk| ∧ v) = v 6= 0. We have obtained a contra-

diction since the doubly indexed sequence (|vnk|)(n,k)∈N×N converges individually

to zero.

Proposition 12. Let (un)n∈N be a sequence of positive elements of E such

that the doubly indexed sequence (|un − uk|)(n,k)∈N×N converges individually to

zero. If s ∈ E, s ≥ 0 is such that the sequence (Psun)n is order bounded in E,

then lim supn Psun = lim infn Psun.
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Proof: Let s ∈ E, s ≥ 0, be such that the sequence (Psun)n is order bounded,

and assume that lim supn Psun 6= lim infn Psun.

Set w = lim supn Psun − lim infn Psun. Clearly, w > 0.

We now note that since w ∈ B(s), it follows that (un − uk)
+ ∧ w ∈ B(s), so

Ps((un − uk)
+ ∧ w) = (un − uk)

+ ∧ w for every (n, k) ∈ N× N. Thus, we obtain

that

0 = lim sup
(n,k)

(
|un − uk| ∧ w

)
≥ lim sup

(n,k)

(
(un − uk)

+ ∧ w
)

= lim sup
(n,k)

Ps
(
(un − uk)

+ ∧ w
)
=
∧

l

∨

n≥l
k≥l

((
(Psun − Psuk) ∨ 0

)
∧ w

)

=

((∧

l

∨

n≥l
k≥l

(Psun − Psuk)
)
∨ 0

)
∧ w

=

(((∧

l

∨

n≥l

Psun
)
−
(∨

l

∧

k≥l

Psuk
))
∨ 0

)
∧ w

=
(
lim sup

n
Psun − lim inf

n
Psun

)+
∧ w = w .

We have obtained a contradiction since we have assumed that w ≥ 0, w 6= 0.

The next proposition offers a converse to Proposition 10.

Proposition 13. Let (un)n∈N be a sequence of positive elements of E. If

the doubly indexed sequence (|un − uk|)(n,k)∈N×N converges individually to zero,

then the sequence (un)n converges individually.

Proof: By Proposition 11, B∞((un)n) = 0. Thus, in order to prove that the

sequence (un)n converges individually we have to prove that BOS((un)n) = 0.

To this end, assume that BOS((un)n) 6= 0. Then, there exists t ∈ BOS((un)n),

t > 0. By Lemma 6, there exists s ∈ BOS((un)n), 0 < s ≤ t, such that

the sequence (Psun)n is order bounded. By Proposition 12, lim supn Psun =

lim infn Psun.

Our goal is to prove that s ∈ BNOS((un)n); hence, we will obtain a contra-

diction. Thus, we have to prove that

(
lim sup

n

(
((un − βw)

−) ∧ w
))
∧

(
lim sup

n

(
((un − αw)

+) ∧ w
))

= 0

for every w ∈ E, 0 ≤ w ≤ s, and for every α, β ∈ R, 0 < β < α.

To this end, let w ∈ E, 0 ≤ w ≤ s, and let α, β ∈ R, 0 < β < α.
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Taking into consideration that w ∈ B(s), we obtain that (un − βw)− ∧ w ∈

B(s), and (un−αw)
+∧w ∈ B(s); therefore, Ps((un−βw)

−∧w) = (un−βw)
−∧w

and Ps((un − αw)
+ ∧ w) = (un − αw)

+ ∧ w for every n ∈ N. Accordingly,
(
lim sup

n

(
((un − βw)

−) ∧ w
))
∧

(
lim sup

n

(
((un − αw)

+) ∧ w
))

=

=

(
lim sup

n
Ps
(
((un − βw)

−) ∧ w
))
∧

(
lim sup

n
Ps
(
((un − αw)

+) ∧ w
))

=

(
lim sup

n

(
((Psun − βw)

−) ∧ w
))
∧

(
lim sup

n

(
((Psun − αw)

+) ∧ w
))

=

(
lim sup

n

(
((βw − Psun) ∨ 0) ∧ w

))
∧

(
lim sup

n

(
((Psun − αw) ∨ 0) ∧ w

))

=

((
(βw − lim inf

n
Psun) ∨ 0

)
∧ w

)
∧

(((
(lim sup

n
Psun)− αw

)
∨ 0
)
∧ w

)

=
(
(βw − lim sup

n
Psun)

+ ∧ w
)
∧

((
(lim sup

n
Psun)− αw

)+
∧ w

)

≤ (αw − lim sup
n

Psun)
+ ∧

(
(lim sup

n
Psun)− αw

)+
= 0 .

We conclude that
(
lim sup

n

(
((un − βw)

−) ∧ w
))
∧

(
lim sup

n

(
((un − αw)

+) ∧ w
))

= 0 .

Proposition 10 and Proposition 13 can be summarized as follows:

Theorem 14. Let (un)n∈N be a sequence of positive elements of E.

Then (un)n converges individually if and only if the doubly indexed sequence

(|un − uk|)(n,k)∈N×N converges individually to zero.

The characterization of individually convergent sequences described in the last

theorem is valid even in the more general situation in which we do not assume

the positivity of the terms of the sequence (un)n∈N. We conclude the section with

a theorem which discusses this more general situation.

Theorem 15. Let (un)n∈N be a sequence of (not necessarily positive)

elements of E. Then (un)n converges individually if and only if the doubly

indexed sequence (|un − uk|)(n,k)∈N×N converges individually to zero.

Proof: Assume first that the sequence (un)n converges individually.

Accordingly, the sequences (u+
n )n∈N and (u−n )n∈N converge individually,



ON THE BANACH PRINCIPLE 241

as well. By Theorem 14, the doubly indexed sequences (|u+
n − u+

k |)(n,k)∈N×N
and (|u−n − u−k |)(n,k)∈N×N converge individually to zero. Thus, using Corollary,

p. 53 of [9], we obtain that

0 ≤
∧

l∈N

∨

n≥l
k≥l

(
|un − uk| ∧ v

)
≤
∧

l

∨

n≥l
k≥l

((
|u+

n − u
+
k |+ |u

−
n − u

−
k |
)
∧ v

)

≤
∧

l

∨

n≥l
k≥l

((
|u+

n − u
+
k | ∧ v

)
+
(
|u−n − u

−
k | ∧ v

))

≤
∧

l

(( ∨

n≥l
k≥l

(
|u+

n − u
+
k | ∧ v

))
+
( ∨

n≥l
k≥l

(
|u−n − u

−
k | ∧ v

)))

=

(∧

l

∨

n≥l
k≥l

(
|u+

n − u
+
k | ∧ v

))
+

(∧

l

∨

n≥l
k≥l

(
|u−n − u

−
k | ∧ v

))
= 0

for every v ∈ E, v ≥ 0.

It follows that lim sup(n,k)(|un − uk| ∧ v) = 0 for every v ∈ E, v ≥ 0; that is,

the doubly indexed sequence (|un − uk|)(n,k) converges individually to zero.

Now, assume that the doubly indexed sequence (|un − uk|)(n,k) converges

individually to zero.

By Theorem 1.6, pp. 6–7 of [2], it follows that |u+
n − u+

k | ≤ |un − uk|, and

|u−n − u
−
k | ≤ |un − uk| for every n ∈ N and k ∈ N; therefore,

0 ≤
∧

l

∨

n≥l
k≥l

(
|u+

n − u
+
k | ∧ v

)
≤
∧

l

∨

n≥l
k≥l

(
|un − uk| ∧ v

)
= 0

and

0 ≤
∧

l

∨

n≥l
k≥l

(
|u−n − u

−
k | ∧ v

)
≤
∧

l

∨

n≥l
k≥l

(
|un − uk| ∧ v

)
= 0

for every v ∈ E, v ≥ 0. Accordingly, lim sup(n,k)(|u
+
n − u+

k | ∧ v) = 0, and

lim sup(n,k)(|u
−
n − u−k | ∧ v) = 0 for every v ∈ E, v ≥ 0; therefore, the doubly

indexed sequences (|u+
n − u+

k |)(n,k) and (|u−n − u−k |)(n,k) converge individually to

zero. By Theorem 14, the sequences (u+
n )n and (u−n )n converge individually;

hence, (un)n converges individually, as well.

Observation. Let G be an Archimedean Riesz space and let Ĝ be the

Dedekind completion of G. All the results of this section can be stated for se-

quences of elements of G. To this end, we think of G as a Riesz subspace of Ĝ
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and we take all suprema and infima in Ĝ. Thus, if (unk)(n,k)∈N×N is a doubly

indexed sequence of elements of G (or Ĝ) we set lim sup(n,k) unk =
∧
l∈N

∨
n≥l
k≥l

unk

and lim inf(n,k) unk =
∨
l∈N

∧
n≥l
k≥l

unk whenever the suprema and infima exist in

Ĝ; if unk ≥ 0 for every (n, k) ∈ N×N, then we say that (unk)(n,k) converges indi-

vidually to zero if lim sup(n,k)(unk∧v) = 0 for every v ∈ Ĝ, v ≥ 0. In this setting,

Theorem 15 states that a sequence (un)n∈N of elements of G converges individ-

ually if and only if the doubly indexed sequence (|un − uk|)(n,k)∈N×N converges

individually to zero.

4 – The individual convergence in Riesz spaces with property P and

the Banach principle

As stated in Introduction, our goal in this section is to prove Theorem 2. To

this end, we need several lemmas.

Lemma 16. Let (un)n∈N be a sequence of elements of E, and assume that

(un)n converges individually on E. Set vn,k = |un − uk| for every n ∈ N, k ∈ N.
Let v ∈ E, v ≥ 0, and let z be a positive σ-order continuous linear functional on

E. Then for every δ ∈ R, δ > 0 and ε ∈ R, ε > 0, there exists s ∈ N such that

〈P
(
∨t

n=s
k=s

vnk−δv)+
v, z〉 < ε for every t ∈ N, t ≥ s.

Proof: Let (un)n∈N be a sequence of elements of E such that (un)n converges

individually, let v ∈ E, v ≥ 0, and let z be a positive σ-order continuous linear

functional on E. Set vnk = |un − uk| for every n ∈ N, k ∈ N; also set wst =∨t
n=s
k=s

vnk for every s ∈ N, t ∈ N, s ≤ t.

Assume that the assertion of the lemma fails to be true for (un)n, v and z.

Then there exist δ ∈ R, δ > 0 and ε ∈ R, ε > 0, such that for every s ∈ N, there

exists t ∈ N, t ≥ s, with the property that 〈P(wst−δv)+v, z〉 ≥ ε.

We now note that we may assume that 0 < δ < 1 since 〈P(wst−δv)+v, z〉 ≤

〈P(wst−δ′v)+v, z〉 for every s ∈ N, t ∈ N, s ≤ t, and for every δ ∈ R, δ′ ∈ R,

0 < δ′ < δ.

Clearly, 〈supt≥s P(wst−δv)+v, z〉 ≥ ε for every s ∈ N. Taking into consideration

that the sequence (supt≥s P(wst−δv)+v)s∈N is an order bounded monotone nonin-

creasing sequence of elements of E, and since z is a σ-order continuous linear
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functional on E, we obtain that

ε ≤ inf
s∈N

〈
sup
t∈N
t≥s

P(wst−δv)+v, z
〉
=
〈
inf
s∈N

sup
t∈N
t≥s

P(wst−δv)+v, z
〉
.

Consequently, infs∈N sup t∈N
t≥s

P(wst−δv)+v 6= 0.

Set ρ = infs∈N sup t∈N
t≥s

P(wst−δv)+v.

Taking into consideration that 0 ≤ ρ ≤ sup t∈N
t≥s

P(wst−δv)+v ≤ v for every

s ∈ N, and using Exercise 10-(b), p. 41 of [2], we obtain that

(16.1) δρ ≤ δ Pρ
(
sup
t∈N
t≥s

P(wst−δv)+v
)
= δ

(
sup
t∈N
t≥s

PρP(wst−δv)+v
)
=

= δ

(
sup
t∈N
t≥s

Pρ

(
sup
l∈N

(
p ∧ l((wst − δv)

+)
)))

= sup
t∈N
t≥s

sup
l∈N

δ Pρ

(
v ∧

(
l((wst − δv)

+)
))

= sup
t∈N
t≥s

sup
l∈N

(
(δρ) ∧

(
δl((Pρwst − δρ)

+)
))

= sup
t∈N
t≥s

sup
l∈N

(
(δρ) ∧

(
l((Pρwst − δρ)

+)
))

=

(
sup
t∈N
t≥s

sup
l∈N

(
(δρ) ∧

(
l(Pρwst − δρ)

)))+

for every s ∈ N.

By Theorem 15, the doubly indexed sequence (vnk)(n,k)∈N×N converges indi-

vidually to zero. Accordingly, infs∈N sup l≥s
t≥l

(wlt ∧ (δρ)) = 0.

Since ρ 6= 0, it follows that δρ 6= 0, so there exists s0 ∈ N such that

sup l≥s0
t≥l

(wlt ∧ (δρ)) 6= δρ.

Clearly, 0 ≤ δρ − sup l≥s0
t≥l

(wlt ∧ (δρ)) ≤ δρ; therefore, using again Exercise

10-(b), p. 41 of [2], we obtain that

(16.2) δρ− sup
l≥s0
t≥l

(wlt ∧ (δρ)) = Pρ
(
δρ− sup

l≥s0
t≥l

(wlt ∧ (δρ))
)
=

= δρ− sup
l≥s0
t≥l

Pρ(wlt ∧ (δρ)) = δρ− sup
l≥s0
t≥l

(
(Pρwlt) ∧ (δρ)

)
=
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= inf
l≥s0
t≥l

(
δρ−

(
(Pρwlt) ∧ (δρ)

))
= inf

l≥s0
t≥l

(
(δρ− Pρwlt)

+
)

≤ inf
l≥s0
t≥l

inf
k∈N

((
k((δρ− Pρwlt)

+)
)
∨ (−δρ)

)

= inf
l≥s0
t≥l

inf
k∈N

(((
k(δρ− Pρwlt)

)
∨ (−δρ)

)+
)

≤ inf
t∈N
t≥s0

inf
k∈N

(((
k(δρ− Pρws0t)

)
∨ (−δρ)

)+
)

=

(
inf
t∈N
t≥s0

inf
k∈N

((
k(δρ− Pρws0t)

)
∨ (−δρ)

))+

=

(
sup
t∈N
t≥s0

sup
k∈N

((
k(Pρws0t − δρ)

)
∧ (δρ)

))−
.

Using (16.1) and (16.2), we conclude that

((
sup
t∈N
t≥s0

sup
k∈N

((
k(Pρws0t − δρ)

)
∧ (δρ)

))+
)
∧

∧

((
sup
t∈N
t≥s0

sup
k∈N

((
k(Pρws0t − δρ)

)
∧ (δρ)

))−)
≥

≥ (δρ) ∧

(
δρ− sup

l≥s0
t≥l

(
wlt ∧ (δρ)

))
.

Since 0 ≤ δρ−sup l≥s0
t≥l

(wlt∧(δρ)) ≤ δρ, δρ−sup l≥s0
t≥l

(wlt∧(δρ)) 6= 0, it follows

that

((
sup
t∈N
t≥s0

sup
k∈N

((
k(Pρws0t − δρ)

)
∧ (δρ)

))+
)
∧

∧

((
sup
t∈N
t≥s0

sup
k∈N

((
k(Pρws0t − δ)

)
∧ (δρ)

))−)
6= 0 ;

therefore, we have obtained a contradiction.
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Lemma 17. Let (unk)(n,k)∈N×N be a doubly indexed sequence of positive

elements of E, let v ∈ E, v ≥ 0, and let z be a σ-order continuous positive

linear functional on E. Assume that supn≥l
k≥l

(unk ∧ v) = v for some l ∈ N. Set

wst =
∨t

n=s
k=s

unk for every s ∈ N, t ∈ N, t ≥ s. Then,

sup
s∈N
s≥l

〈
P(wls−εv)+v, z

〉
=
〈
sup
s∈N
s≥l

P(wls−εv)+v, z
〉
= 〈v, z〉

for every ε ∈ R, 0 < ε < 1.

Proof: We first note that the sequence (wls) s∈N
s≥l

is a monotonic nonde-

creasing sequence; therefore, (P(wls−εv)+v) s∈N
s≥l

is also monotonic nondecreasing

for every ε ∈ R, 0 < ε < 1. Since z is a σ-order continuous linear functional, it

follows that
sup
s∈N
s≥l

〈
P(wls−εv)+v, z

〉
=
〈
sup
s∈N
s≥l

P(wls−εv)+v, z
〉

for every ε ∈ R, 0 < ε < 1.

Thus, in order to complete the proof of the lemma, it is enough to show that

sup s∈N
s≥l

P(wls−εv)+v = v for every ε ∈ R, 0 < ε < 1.

To this end, let ε ∈ R, 0 < ε < 1, and assume that sup s∈N
s≥l

P(wls−εv)+v 6= v.

Set w = sup s∈N
s≥l

P(wls−εv)+v.

Taking into consideration that (wls− εv)
+∧v ≤ supk∈N((k(wls− εv)

+)∧v) =

P(wls−εv)+v≤w for every s∈N, s≥ l, we conclude that sup s∈N
s≥l

((wls−εv)
+∧v)≤w.

Now,

sup
s∈N
s≥l

(
(wls−εv)

+∧v
)
=

(
sup
s∈N
s≥l

(
(wls−εv)∧v

))+

=

(
sup
s∈N
s≥l

((
wls∧(v+εv)

)
−εv

))+

≥

≥
(
sup
s∈N
s≥l

(wls ∧ v)
)
− εv =

(
sup
n≥l
k≥l

(unk ∧ v)
)
− εv = v − εv .

Thus, (1− ε) v ≤ sup s∈N
s≥l

((wls − εv)
+ ∧ v) ≤ w.

Since (P(wls−εv)+v) s∈N
s≥l

is a sequence of components of v, Theorem 3.15, pp.

37–38 of [2] implies that w is a component of v, so 0 ≤ ((1 − ε)v) ∧ (v − w) ≤

w ∧ (v − w) = 0; therefore, ((1− ε)v) ∧ (v − w) = 0.

We have obtained a contradiction since ((1− ε)v)∧ (v−w) ≥ (1− ε) (v−w),

and since (1− ε) (v − w) 6= 0, (1− ε) (v − w) ≥ 0.

Accordingly, sup s∈N
s≥l

P(wls−εv)+v = v.
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We will assume from now on throughout this section given a Banach space X

and a sequence (Tn)n∈N of linear operators, Tn : X → E for every n ∈ N.

For every n ∈ N, we define a mapping T ∗n : X → E as follows: T ∗nx =∨n
k=1 |Tkx| for every x ∈ X.

Lemma 18. If Tn is continuous in duality for every n ∈ N, then T ∗n is also

continuous in duality for every n ∈ N.

Proof: Let l ∈ N, let v ∈ E, v ≥ 0, let z ∈ E ′c, z ≥ 0, let x ∈ X, let (xk)k∈N
be a sequence of elements of X which norm converges to x in X, and let ε ∈ R,

ε > 0.

Using Proposition 1.4-(6), p. 51 of [9], we obtain that

(
|T ∗l xk −T

∗
l x| − εv

)+
≤

( l∑

n=1

|Tnxk −Tnx| − l
εv

l

)+

≤
l∑

n=1

(
|Tnxk −Tnx| −

εv

l

)+

for every n ∈ N.

Now let δ > 0. Since Tn is continuous in duality for every n = 1, 2, ..., l, it

follows that there exists kδ∈N large enough such that 〈P(|Tnxk−Tnx|−
ε
l
v)+v, z〉<

δ
l

for every n = 1, 2, ..., l and k ∈ N, k ≥ kδ.

By Lemma 4-b),

0 ≤
〈
P(|T ∗

l
xk−T

∗
l
x|−εv)+v, z

〉
≤
〈
P∑l

n=1
(|Tnxk−Tnx|−

ε
l
v)+

v, z
〉

≤
l∑

n=1

〈
P(|Tnxk−Tnx|−

ε
l
v)+v, z

〉
< l

δ

l
= δ

for every k ≥ kδ.

Thus, for every δ > 0, there exists kδ ∈ N such that 0 ≤ 〈P(|T ∗
l
xk−T

∗
l
x|−εv)+v, z〉

< δ for every k ≥ kδ; accordingly, the sequence (〈P(|T ∗
l
xk−T

∗
l
x|−εv)+v, z〉)k∈N con-

verges to zero.

We have therefore proved that for every l ∈ N the mapping T ∗l is continuous

in duality.

Lemma 19. Assume that the sequence (Tn)n∈N has property D, let v ∈ E,

v ≥ 0, and let z ∈ E ′c, z ≥ 0. Then, for every ε ∈ R, ε > 0, and for every x ∈ X,

there exists n0 ∈ N such that supl∈N〈P(T ∗
l
x−n0v)+v, z〉 < ε.

Proof: Let ε ∈ R, ε > 0, let x ∈ X, and set Vn = {w ∈ E | w ∧ (v − w) = 0

and Pw|Tix| ≤ nw for every i ∈ N}, and wn = supVn for every n ∈ N (the

suprema exist in E since E is order complete, and since Vn is a set of components

of v in E for every n ∈ N).
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Let n ∈ N. Clearly, Pw|Tix| ≤ nw ≤ nwn for every w ∈ Vn and i ∈ N;

therefore, by Lemma 3, Pwn |Tix| = supw∈Vn Pw|Tix| ≤ nwn for every i ∈ N.

Accordingly, wn ∈ Vn (that is, wn = maxVn).

We will now prove that supn∈Nwn = v.

Clearly, supn∈Nwn is a component of v. Assume that supn∈Nwn 6= v, and set

s = v − supn∈Nwn. Then, s is a nonzero component of v. Since the sequence

(Ti)i has property D, it follows that the sequence (|Tix|)i is not unbounded on

B(s); hence, the sequence (T ∗i x)i is not unbounded on B(s), as well.

By Lemma 9-(a) of [14], the sequence (T ∗i x)i does not diverge individually to

∞ on B(s). Since (T ∗i x)i is obviously a monotone nondecreasing sequence, we

may apply Lemma 7 of [14]; accordingly, there exist a nonzero component w′ of

s in E and λ ∈ R, λ > 0, such that 0 ≤ Pw′(T ∗i x) ≤ λw′ for every i ∈ N.

Let n ∈ N, n ≥ λ. Then, w′ ∈ Vn since 0 ≤ Pw′(T ∗i x) ≤ nw′ for every i ∈ N.

Consequently, w′ ≤ supm∈Nwm.

On the other hand, w′ ∧ (supm∈Nwm) = 0 since 0 ≤ w′ ∧ (supm∈Nwm) ≤

s ∧ (supm∈Nwm) = 0.

Clearly, we have obtained a contradiction since w′ ≥ 0, w′ 6= 0. Accordingly,

supm∈Nwm = v.

Set w′n = v − wn for every n ∈ N.

Let l ∈ N and n ∈ N.

Since wn ∈ Vn, it follows that Pwn |Tix| ≤ nwn for every i = 1, 2, ..., l, so

Pwn(T
∗
l x) ≤ nwn; hence, Pwn((T

∗
l x− nv)

+) = (Pwn(T
∗
l x)− nwn)

+ = 0.

Using Lemma 4-a), we obtain that

P(T ∗
l
x−nv)+v = sup

k∈N

(
v ∧

(
k((T ∗l x− nv)

+)
))

= sup
k∈N

(
Pv

(
v ∧

(
k((T ∗l x− nv)

+)
)))

= sup
k∈N

(
(Pwn + Pw′

n
)

(
v ∧

(
k((T ∗l x− nv)

+)
)))

≤

(
sup
k∈N

Pwn

(
v ∧

(
k((T ∗l x− nv)

+)
)))

+

(
sup
k∈N

Pw′
n

(
v ∧

(
k((T ∗l x− nv)

+)
)))

=
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=

(
sup
k∈N

(
wn ∧

(
k
(
Pwn((T

∗
l x− nv)

+)
))))

+

(
sup
k∈N

(
w′n ∧

(
k
(
Pw′

n
((T ∗l x− nv)

+)
))))

= sup
k∈N

(
w′n ∧

(
k
(
Pw′

n
((T ∗l x− nv)

+)
)))

≤ w′n .

Thus, P(T ∗
l
x−nv)+v ≤ w′n for every l ∈ N and n ∈ N.

Since (wn)n is a monotonic nondecreasing sequence of components of v such

that supn∈Nwn = v, it follows that (w′n)n is monotonic nonincreasing and

infn∈Nw′n = 0.

Since z is a σ-order continuous linear functional on E, we obtain that

〈w′n0
, z〉 < ε for some n0 ∈ N.

Accordingly, supl∈N〈P(T ∗
l
x−n0v)+v, z〉 ≤ 〈w

′
n0
, z〉 < ε.

Lemma 20. Assume that Tm is continuous in duality for every m ∈ N. Let
v ∈ E, v ≥ 0, let z ∈ E ′c, z ≥ 0, let ε ∈ R, ε > 0, let l, n be two natural numbers,

and set Bl,n(ε) = {x ∈ X | 〈P(T ∗
l
x−nv)+v, z〉 ≤ ε}. Then, Bl,n(ε) is a closed set

(in the norm topology of X).

Proof: We have to prove that for every norm convergent sequence (xk)k∈N
of elements of Bl,n(ε), we obtain that limk→+∞ xk is also an element of Bl,n(ε).

To this end, let (xk)k∈N be a norm convergent sequence of elements of Bl,n(ε),

and set x = limk→+∞ xk.

Set wh = (T ∗l x− (n+ 1
h
)v)+ for every h ∈ N.

The sequence (wh)h∈N is order bounded in E since 0 ≤ wh ≤ (T ∗l x − nv)+

for every h ∈ N; thus,
∨
h∈Nwh exists since E is order complete. Taking into

consideration that E is Archimedean, we obtain that

∨

h∈N
wh =

(
∨

h∈N

(
T ∗l x−

(
n+

1

h

)
v

))
∨ 0

=

(
T ∗l x− nv −

∧

h∈N

(
1

h
v

))
∨ 0 = (T ∗l x− nv)

+ .

By Lemma 3, P(T ∗
l
x−nv)+v =

∨
s∈N P(T ∗

l
x−(n+ 1

s
)v)+v. In order to prove that

x ∈ Bl,n(ε), we have to show that 〈P(T ∗
l
x−nv)+v, z〉 ≤ ε; therefore, it follows that

the lemma will be completely proved if we prove that 〈P(T ∗
l
x−(n+ 1

s
)v)+v, z〉 ≤ ε

for every s ∈ N.

Accordingly, let s ∈ N. Let also η ∈ R be such that η > 0.
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By Lemma 18, T ∗l is continuous in duality; therefore, there exists nη ∈ N such

that 〈P(|T ∗
l
x−T ∗

l
xk|−

1

s
v)+v, z〉 < η for every k ∈ N, k ≥ nη.

Using Lemma 4-b), we obtain that

0 ≤
〈
P(T ∗

l
x−(n+ 1

s
)v)+v, z

〉
=
〈
P(T ∗

l
x−T ∗

l
xnη−

1

s
v+T ∗

l
xnη−nv)

+v, z
〉

≤
〈
P(T ∗

l
x−T ∗

l
xnη−

1

s
v)++(T ∗

l
xnη−nv)

+v, z
〉

≤
〈
P(T ∗

l
x−T ∗

l
xnη−

1

s
v)+v, z

〉
+
〈
P(T ∗

l
xnη−nv)

+v, z
〉

≤
〈
P(|T ∗

l
x−T ∗

l
xnη |−

1

s
v)+v, z

〉
+
〈
P(T ∗

l
xnη−nv)

+v, z
〉
< η + ε .

Since 〈P(T ∗
l
x−(n+ 1

s
)v)+v, z〉 < η + ε for every η ∈ R, η > 0, it follows that

〈P(T ∗
l
x−(n+ 1

s
)v)+v, z〉 ≤ ε.

The results obtained so far in this paper now allow us to prove Theorem 2.

Proof of Theorem 2: a) We will first note that given v ∈ E, v ≥ 0

and z ∈ E′c, z ≥ 0, it is enough to find a positive monotone nonincreasing

function Cv,z : (0,+∞) → R such that limλ→+∞Cv,z(λ) = 0, and such that

supn〈P(T ∗
nx−λ‖x‖ v)

+v, z〉 ≤ Cv,z(λ) for every x ∈ X, ‖x‖ = 1 and λ ∈ R, λ > 0.

Indeed, let Cv,z be such a function, and let y ∈ X. If y = 0, then

supn〈P(T ∗
ny−λ‖y‖ v)

+v, z〉 = 0 ≤ Cv,z(λ) for every λ ∈ R, λ > 0. If y 6= 0, set

x = y
‖y‖ . Taking into consideration that

P(T ∗
nx−λv)

+ = P n
‖y‖

(T ∗
ny−λ‖y‖ v)

+ = P(T ∗
ny−λ‖y‖ v)

+ ,

we conclude that
〈
P(T ∗

ny−λ‖y‖ v)
+v, z

〉
=
〈
P(T ∗

nx−λv)
+v, z

〉
≤ Cv,z(λ)

for every λ ∈ R, λ > 0 and n ∈ N.

Now, let v ∈ E, v ≥ 0, and z ∈ E ′c, z ≥ 0. Define Cv,z : (0,+∞)→ R by

Cv,z(λ) = sup
y∈X
‖y‖≤1

sup
l∈N

〈
P(T ∗

l
y−λv)+v, z

〉

for every λ ∈ R, λ > 0.

Clearly, the function Cv,z is monotone nonincreasing.

Since

sup
l∈N

〈
P(T ∗

l
x−λv)+v, z

〉
≤ sup

y∈X
‖y‖≤1

sup
l∈N

〈
P(T ∗

l
y−λv)+v, z

〉
= Cv,z(λ)
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for every x ∈ X, ‖x‖ = 1 and for every λ ∈ R, λ > 0, it follows that the

function Cv,z satisfies all the required properties provided that we prove that

limλ→+∞Cv,z(λ) = 0.

Since Cv,z is a monotone nonincreasing function, it is obvious that in order to

prove that limλ→+∞Cv,z(λ) = 0, it is enough to show that for every ε > 0, there

exists ρ > 0 such that Cv,z(ρ) ≤ ε.

To this end, let ε > 0, and set ε′ = ε
2 .

As in Lemma 20, set Bl,n(ε
′) = {x ∈ X | 〈P(T ∗

l
x−nv)+v, z〉 ≤ ε′} for every l ∈ N

and n ∈ N; also set An(ε
′) = {x ∈ X | 〈P(T ∗

l
x−nv)+v, z〉 ≤ ε′ for every l ∈ N} for

every n ∈ N.

Clearly, An(ε
′) =

⋂
l∈N Bl,n(ε

′) for every n ∈ N; by Lemma 20, the sets Bl,n(ε
′),

l ∈ N, n ∈ N, are closed, so An(ε
′) is a closed set for every n ∈ N.

By Lemma 19, X =
⋃
n∈NAn(ε

′); thus, by the Baire category theorem, at least

one of the sets An(ε
′), n ∈ N, has nonempty interior. Accordingly, there exist

n ∈ N, x0 ∈ X, and δ > 0 such that x ∈ An(ε
′) whenever x ∈ X, ‖x− x0‖ < δ.

Thus, 〈P(T ∗
l
(x0+δy)−nv)+v, z〉 ≤ ε′ for every l ∈ N and y ∈ X, ‖y‖ ≤ 1.

Set ρ = 2n
δ
.

Taking into consideration that

T ∗l y = sup
1≤k≤l

|Tky| = sup
1≤k≤l

∣∣∣∣
1

δ
Tk(x0 + δy)−

1

δ
Tkx0

∣∣∣∣ ≤

≤ sup
1≤k≤l

1

δ

∣∣∣Tk(x0 + δy)
∣∣∣+ sup

1≤k≤l

1

δ
|Tkx0| =

1

δ
T ∗l (x0 + δy) +

1

δ
T ∗l x0

for every l ∈ N, y ∈ X, and using Lemma 4-b), we obtain that
〈
P(T ∗

l
y− 2n

δ
v)+v, z

〉
=
〈
P(δT ∗

l
y−2nv)+v, z

〉
≤
〈
P(T ∗

l
(x0+δy)+T ∗

l
x0−2nv)+v, z

〉
≤

≤
〈
P(T ∗

l
(x0+δy)−nv)+v, z

〉
+
〈
P(T ∗

l
x0−nv)+v, z

〉
≤ ε′ + ε′ = ε

for every l ∈ N and y ∈ X, ‖y‖ ≤ 1.

Accordingly,

Cv,z(ρ) = sup
y∈X
‖y‖≤1

sup
l∈N

〈
P(T ∗

l
y− 2n

δ
v)+v, z

〉
≤ ε .

b) Assume that F is not a norm closed set in X. Then there exists x in

the norm closure of F in X such that the sequence (Tnx)n∈N does not con-

verge individually on E. Then, by Theorem 15, the doubly indexed sequence

(|Tnx − Tmx|)(n,m)∈N×N does not converge individually to zero on E; that is,

lim sup(n,k)(|Tnx− Tkx| ∧ w) 6= 0 for some w ∈ E, w ≥ 0, w 6= 0.
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Set v = lim sup(n,k)(|Tnx− Tkx| ∧ w).

Since 0 ≤ v ≤ w, it follows that

lim sup
(n,k)

(
|Tnx− Tkx| ∧ v

)
= lim sup

(n,k)

(
|Tnx− Tkx| ∧ w ∧ v

)

=

(
lim sup

(n,k)

(
|Tnx− Tkx| ∧ w

))
∧ v = v .

Accordingly, supn≥l
k≥l

(|Tnx− Tkx| ∧ v) = v for every l ∈ N.

Taking into consideration that E has property P, we obtain that there exists

z ∈ E′c, z ≥ 0, such that 〈v, z〉 6= 0. Set α = 〈v, z〉.

Let Cv,z be the function described at a), and let ε ∈ R, 0 < ε < 1
2 , be

small enough such that Cv,z(
1
2ε) < α/3. Then, there exists y ∈ F such that

‖x− y‖ < ε2.

By Lemma 16, there exists l0 ∈ N such that 〈P
(
∨t

n=l0
k=l0

|Tny−Tky|−εv)+
v, z〉 <

α/3 for every t ∈ N, t ≥ l0.

Since

〈
P
((
∨t

n=l0
k=l0

|Tn(x−y)−Tk(x−y)|)− 1

ε
‖x−y‖ v)

+v, z
〉
≤

≤
〈
P
(2(
∨t

k=l0
|Tk(x−y)|)− 1

ε
‖x−y‖ v)

+v, z
〉

=
〈
P
((
∨t

k=l0
|Tk(x−y)|)− 1

2ε
‖x−y‖ v)

+v, z
〉
≤ Cv,z

(
1

2ε

)
,

and since

t∨

n=l0
k=l0

|Tnx− Tkx| ≤
t∨

n=l0
k=l0

(∣∣∣Tn(x− y)− Tk(x− y)
∣∣∣+ |Tny − Tky|

)

≤

( t∨

n=l0
k=l0

∣∣∣Tn(x− y)− Tk(x− y)
∣∣∣
)
+
( t∨

n=l0
k=l0

|Tny − Tky|
)

for every t ∈ N, t ≥ l0, it follows that

〈
P
((
∨t

n=l0
k=l0

|Tnx−Tkx|)−2εv)
+v, z

〉
≤



252 R. ZAHAROPOL

≤
〈
P
((
∨t

n=l0
k=l0

|Tn(x−y)−Tk(x−y)|)+(
∨t

n=l0
k=l0

|Tny−Tky|)−2εv)
+v, z

〉

≤
〈
P
((
∨t

n=l0
k=l0

|Tn(x−y)−Tk(x−y)|)−εv)
+

+((
∨t

n=l0
k=l0

|Tny−Tky|)−εv)
+v, z

〉

≤
〈
P
((
∨t

n=l0
k=l0

|Tn(x−y)−Tk(x−y)|)−εv)
+v, z

〉
+
〈
P
((
∨t

n=l0
k=l0

|Tny−Tky|)−εv)
+v, z

〉

≤
〈
P
((
∨t

n=l0
k=l0

|Tn(x−y)−Tk(x−y)|)− 1

ε
‖x−y‖ v)

+v, z
〉
+
〈
P
((
∨t

n=l0
k=l0

|Tny−Tky|)−εv)
+v, z

〉

< Cv,z

(
1

2ε

)
+
α

3
<

2α

3

for every t ∈ N, t ≥ l0.

Thus,

sup
t∈N
t≥l0

〈
P
((
∨t

n=l0
k=l0

|Tnx−Tkx|)−2εv)
+v, z

〉
≤

2α

3
< α .

On the other hand, by Lemma 17, we obtain that

sup
t∈N
t≥l0

〈
P
((
∨t

n=l0
k=l0

|Tnx−Tkx|)−2εv)
+v, z

〉
= 〈v, z〉 = α .

We have obtained a contradiction; accordingly, we conclude that F is a norm

closed set in X.
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