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Holm hierarchies. We discuss some solutions of this hierarchy which are obtained as limits of
algebro-geometric solutions. The initial data of our solutions are (generalized) reflectionless
Sturm–Liouville potentials [Stoch. Dyn. 8 (2008), 413–449].

Key words: Sturm–Liouville problem; m-functions; zero-curvature equation; hierarchy of
evolution equations; recursion system

2010 Mathematics Subject Classification: 37B55; 35Q53; 34A55; 34B24

1 Introduction

It is well-known that the Korteweg–de Vries equation

∂u

∂t
= 6u

∂u

∂x
− ∂3u

∂x3
, u = u(t, x),

u(0, x) = u0(x) (1)

can be solved for various classes of initial data u0(·) by making systematic use of the fact that
it is formally equivalent to the Lax equation

dLt
dt

= [P,Lt],

where Lt is the Schrödinger operator

Lt = − d2

dx2
+ u(t, x), (2)

and P is the antisymmetric operator

P = −4

[
D3 − 3

4
(Du+ uD)

]
, D =

d

dx
.

While this observation does not in and of itself provide a solution of (1), it does imply that,
if u(t, x) is a decent solution of (1), then the spectrum of the operator Lt in L2(R) does not
depend on t.
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There are several interesting sets of initial data {u0} for which the Lax equation and the
isospectral property of the family {Lt} can be used to solve equation (1). Among these are the
set of rapidly decreasing potentials [11, 35], which contains in particular the the class of classical
reflectionless potentials [6, 11, 22, 35]. The latter class gives rise to the soliton solutions of
the KdV equation. Another family of initial data for which the Lax method “works” is that
of the algebro-geometric potentials [7, 39]. The algebro-geometric potentials are quasi-periodic
in x. By passing to appropriate limits, one can solve the KdV equation for more general almost
periodic initial data; see [8, 9, 31, 33] for more information concerning this matter.

In 1985, Lundina [34] introduced the family GR of generalized reflectionless Schrödinger
potentials, which includes both the classical reflectionless potentials and (suitable translations
of) the algebro-geometric potentials. In succeeding years, it was shown that (1) can be solved
for various functions u0 in GR (see, e.g., [14, 31, 35, 36, 37]; also [3, 13, 40]). In 2008, Kotani [27]
proved that every element u0 ∈ GR gives rise to a solution of (1), and indeed of the entire KdV
hierarchy of evolution equations. He used the Sato–Segal–Wilson theory of the KdV hierar-
chy [41, 42]. In fact, he was able to show that GR is contained in the Sato–Segal–Wilson family
of potentials (see also [16] in this regard). In [22], it was shown that if a Sato–Segal–Wilson
potential is suitably translated, then it lies in GR.

It is also well-known that one can determine soliton solutions and algebro-geometric solutions
for various other nonlinear evolution equations and corresponding hierarchies, e.g., the Sine-
Gordon equation and the nonlinear Schrödinger equation. We will not dwell on this matter
here, but will only note that the Camassa–Holm equation [5]

y = 2f − 1

2

∂2f

∂x2
,

∂y

∂t
=
∂y

∂x
f + 2y

∂f

∂x

is related to the Sturm–Liouville operator defined by

−ϕ′′ + ϕ = λy(x)ϕ

in a fashion which is similar to the relation between the KdV equation (1) and the Schrödinger
operator (2) [1, 2, 12, 44]. Motivated by this fact, we introduced in [23, 24] a hierarchy of
evolution equations based on the general Sturm–Liouville spectral problem

−(pϕ′)′ + qϕ = λyϕ (3)

with positive weight y. This so-called Sturm–Liouville hierarchy includes both the KdV and the
Camassa–Holm hierarchies as well as other evolution equations of interest (see Section 3). We
also worked out a theory of algebro-geometric “potentials” a = (p, q, y) for (3) (see [18, 19]),
and showed how one can produce the solutions of the various equations in the Sturm–Liouville
hierarchy which admit a given algebro-geometric potential as an initial condition [23].

Now, one can also define the concept of “generalized reflectionless Sturm–Liouville poten-
tials” (see [20] and Section 2). However, there is as yet no analogue of the Sato–Segal–Wilson
theory for the Sturm–Liouville potentials and the Sturm–Liouville hierarchy. For this and other
reasons, it is of interest to construct solutions of the Sturm–Liouville hierarchy which have ini-
tial values in the class GRSL of generalized reflectionless Sturm–Liouville potentials but are
not of algebro-geometric type. Our goal in this paper is to make a contribution in this direc-
tion. We will in fact consider certain limits of algebro-geometric potentials, and construct the
corresponding solutions of the equations in the Sturm–Liouville hierarchy.

It is time to discuss in more detail the contents of the present paper. Let p, q and y be real
valued functions of x ∈ R such that: p, q and y are all bounded uniformly continuous functions;
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p ∈ C1(R) and has a bounded uniformly continuous derivative p′(x); p and y assume positive
values and are bounded away from zero. The differential expression

La =
1

y
{−DpD + q} D =

d

dx

defines a self-adjoint operator on the weighted space L2(R, y(x)dx). Suppose that this operator
has spectrum Σ = [λ0, λ1] ∪ [λ2, λ3] ∪ · · · ∪ [λ2g,∞). The hypothesis that a ∈ GRSL ensures
that a is of algebro-geometric type, in the sense that information about a = (p, q, y) can be
obtained by introducing the hyperelliptic Riemann surface R determined by the relation w2 =
−(λ−λ0)(λ−λ1) · · · (λ−λ2g), studying the motion of the zeroes of the diagonal Green’s function
by using the holomorphic differentials on R and the Abel map, etc. These matters are discussed
in [18, 19, 20], and part (but not all) of the discussion there is parallel to that found in previous
literature on algebro-geometric solutions of hierarchies of evolution equations.

Let now suppose that the finite sequence λ0 < λ1 < · · · < λ2g is replaced by an infinite

sequence λ0 < λ1 < · · · < λ2g < · · · which tends to a limit λ∗ ≤ ∞. Set Σ =

∞⋃
i=0

[λ2i, λ2i+1] if

λ∗ =∞ and Σ =
∞⋃
i=0

[λ2i, λ2i+1] ∪ [λ∗,∞) if λ∗ <∞. Let a be a generalized reflectionless Sturm–

Liouville potential which has spectrum Σ. It turns out that, under fairly general conditions on
the sequence {λi}, such potentials exist, and moreover they serve as initial conditions giving rise
to solutions of the Sturm–Liouville hierarchy. These facts were proved in [24] when λ∗ = ∞,
and our goal in the present paper is to prove them when λ∗ < ∞. In particular we will obtain
solutions of the Camassa–Holm hierarchy with generalized reflectionless initial data which, so
far as we know, are new.

The proof of the existence of a generalized reflectionless Sturm–Liouville potential with spec-
trum Σ proceeds by algebro-geometric approximation, as does the proof of the existence of
a corresponding solution of the Sturm–Liouville hierarchy. This technique has been applied
in the KdV case by several authors [4, 8, 9, 31, 33, 37, 45]. In the present case we find it
convenient to deal with certain infinite products by using convergence factors similar to those
of Weierstrass–Runge in the classical approximation theory of meromorphic functions [26]. So
far as we know, this method has not been used when working out solutions of hierarchies of
evolution equations by algebro-geometric approximation. We will see that it is quite convenient
in the case of the Sturm–Liouville hierarchy.

The paper is organized as follows. In Section 2 we recall some basic facts concerning the
algebro-geometric Sturm–Liouville potentials [18]. In Section 3 we review the construction of
the Sturm–Liouville hierarchy of evolution equations and its solution for algebro-geometric initial
data. We introduce the Weierstrass–Runge convergence factors [26] which, although unimpor-
tant in the algebro-geometric setting, seem necessary in order to manage the potentials and
solutions which arise as limits when g →∞ and λ2g → λ∗ <∞. Finally, in Section 4 we present
the main results of this paper. Namely, we construct solutions of the Sturm–Liouville hierarchy
whose initial data a = (p, q, y) are of generalized reflectionless type, for which the corresponding

operator has spectrum Σ =

∞⋃
i=0

[λ2i, λ2i+1] ∪ [λ∗,∞) with λ0 < λ1 < · · · < λ2g < · · · → λ∗ <∞.

2 Some results on the Inverse Sturm–Liouville problem

In this Section, we review some material concerning the study of the spectral theory of the
Sturm–Liouville operator. For a detailed discussion concerning this topic, the reader is referred
to [18, 19, 20].
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Let E2 = {b = (p,M) : R → R2 | b is uniformly continuous and p(x) ≥ δ, δ ≤ M(x) ≤ ∆ for
every x ∈ R}. Further, let E3 = {a = (p, q, y) : R→ R3 | a is uniformly continuous and bounded,
p(x) ≥ δ, δ ≤ y(x) ≤ ∆ for every x ∈ R}. Equip both E2 and E3 with the standard topology
of uniform convergence on compact subsets of R. Denote by D the operator of differentiation
with respect to x. If a ∈ E3 the Sturm–Liouville operator

La : D → L2(R, ydx) : ϕ 7→ 1

y
(−DpD + q)ϕ

is defined in its domain D = {ϕ : R → R |ϕ ∈ L2(R, y(x)dx), ϕ′ is absolutely continuous and
ϕ′′ ∈ L2(R, y(x)dx)}. With a slight abuse of terminology, we refer to an element a ∈ E3 as
a potential.

Now, La admits a self-adjoint extension to all L2(R, y(x)dx) (and we will continue to denote
by La this extension as well), hence its spectrum Σa is contained in R, is bounded below and
unbounded above, and its resolvent set Ra = R \ Σa is at most a countable union (possibly
unbounded) of disjoint open intervals. Notice that the operators we are dealing with include
the Schrödinger operator (obtained with a = (1, q, 1)) and the so-called acoustic operator (when
a = (1, 1, y)).

As already remarked in the Introduction, the spectral theory of the Sturm–Liouville operator
is important both for its intrinsic value, and for the connection existing between this kind of
operator and the solutions of some important evolution equations such as the KdV equation,
the Camassa–Holm equation, and other recently discovered evolution equations.

So, we discuss some facts concerning the spectral theory of the Sturm–Liouville operator. It
has turned out that it is convenient to attack this problem by using instruments of the theory
of nonautonomous dynamical systems. To each a ∈ E3 and the corresponding operator La, one
associates the eigenvalue equation

Ea(ϕ, λ) := −(pϕ′)′ + qϕ = λyϕ, λ ∈ C.

This equation can be expressed as follows

X ′ = A(x, λ)X =

(
0 1/p(x)

q(x)− λy(x) 0

)
X, X =

(
ϕ(x)

p(x)ϕ′(x)

)
.

Now, let A : E3×C→M(2,C) : (a, λ) 7→ A(0, λ). Denote by {τs} the Bebutov (or translation)
flow on E3, i.e., if a(·) ∈ E3, we define τs(a) = a(s + ·) ∈ E3. Fix a0 ∈ E3, and let A =
cls{τs(a0) | s ∈ R} (cls denotes the topological closure). One calls A the Hull of a0 and writes
A = Hull(a0). Since a0 is uniformly continuous, then A is a compact subset of E3. Moreover A
is also invariant, in the sense that τs(A) = A for every s ∈ R. This construction (said to be of
Bebutov type) allows one to use the instruments of topological dynamics to study the spectral
theory of the operators. We will not pause to show how this takes place, however, we will briefly
introduce some objects which will be important in the following pages.

It is clear that the construction we made above leaves us with a family of linear systems,
namely(

ϕ
pϕ′

)′
= A(τx(a), λ)

(
ϕ
pϕ′

)
, a ∈ A, λ ∈ C. (4)

The fundamental tool to study the systems (4) is the concept of exponential dichotomy. For
a ∈ A and λ ∈ C, let Φa(x) be the fundamental matrix solution of the corresponding equation
in (4):
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Definition 1. The family (4) is said to have an exponential dichotomy over A if there are
positive constants η, ρ, together with a continuous, projection valued function P : A → M2(C)
such that the following estimates holds:

(i) |Φa(x)P (a)Φa(s)
−1| ≤ ηe−ρ(x−s), x ≥ s,

(ii) |Φa(x)(I − P (a))Φa(s)
−1| ≤ ηeρ(x−s), x ≤ s.

One has the following fundamental result (see [15, 17]).

Theorem 1. Let A be obtained by a Bebutov type construction as above. Consider the family (4).
If a ∈ A has dense orbit, then the spectrum Σa of the operator La equals the set

Σed := {λ ∈ C | the family (4) does not admit an exponential dichotomy over A}.

It is known that, if =λ 6= 0, then the family (4) admits an exponential dichotomy over A
(and indeed Σa ⊂ R). Moreover, if a ∈ E3 and A = Hull(a) then the spectrum of La and that of
all the operators Lτx(a) coincide, i.e., Σa = Στx(a) = Σed for every x ∈ R [10].

Now, let a ∈ E3 and let us fix the Dirichlet boundary condition ϕ(0) = 0. There are well-
defined unbounded self-adjoint operators L±a which are defined in L2(R±, y(x)dx) and which
are determined via the relation

La(ϕ) =
1

y
[−(pϕ′)′ + qϕ]

and the Dirichlet boundary condition at x = 0. If =λ 6= 0, we define the Weyl m-functions
m±(a, λ) as those complex numbers which parametrize KerP (a) and ImP (a), as follows:

ImP (a) = Span

(
1

m+(a, λ)

)
, KerP (a) = Span

(
1

m−(a, λ)

)
.

Note that, since a ∈ A and det Φa(x) = 1 for every x ∈ R, both KerP (a) and ImP (a) are
complex lines in C2. Since τx(a) ∈ A for every x ∈ R, the functions m±(τx(a), λ) := m±(x, λ)
are well defined. They satisfy the Riccati equation

m′ +
1

p
m2 = q − λy, =λ 6= 0. (5)

Next, let a = (p, q, y) ∈ E3 be a Sturm–Liouville potential. Consider the (unbounded, self-
adjoint) operator La = 1

y (−DpD + q) on L2(R, y(x)dx) with domain D. We will define the
Green’s function for the operator La. The Green’s function Ga(x, s, λ) is the kernel of the
resolvent operator (La − λI)−1 acting on L2(R, y(x)dx) (=λ 6= 0). This means that, if one
considers the nonhomogeneous equation −(pψ′)′+qψ = λyψ+yf , where f ∈ L2(R, y(x)dx) and
if =λ 6= 0, one has

ψ(x) =

ˆ
R
Ga(x, s, λ)f(s)ds.

If a ∈ A, the Weylm-functionsm±(x, λ) and the diagonal Green’s function Ga(x, λ) := Ga(x, x, λ)
are connected by the fundamental relation

Ga(x, λ) =
y(x)

m−(x, λ)−m+(x, λ)
, =λ 6= 0.

The above formula implies that

Ga(x, λ) = Gτx(a)(0, 0, λ), x ∈ R, =λ 6= 0.
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It is known that, for every x ∈ R, the non-tangential limit

Ga(x, η) := lim
ε→0
Ga(x, η + iε)

exists for a.a. η ∈ R. In general, it is the behavior of the function Ga(x, λ) which provides
a division of E3 into subsets which we will call spectral classes. Here, we mention only two of the
most important spectral classes which exist, namely the algebro-geometric and the reflectionless
spectral classes.

Definition 2. (I) A potential a ∈ E3 belongs to the algebro-geometric spectral class (briefly, is
algebro-geometric) if it enjoys the following properties:

1) the spectrum Σa of the operator La is a finite union of disjoint compact intervals, plus
a half-line:

Σa = [λ0, λ1] ∪ [λ2, λ3] ∪ · · · ∪ [λ2g,∞).

2) for every x ∈ R, one has <Ga(x, η) = 0, for a.a. η ∈ Σa.

(II) A potential a ∈ E3 belongs to the reflectionless spectral class (or is simply reflection-
less) if:

1) the spectrum Σa has locally positive Lebesgue measure, in the sense that if η ∈ Σa and if
I ⊂ R is an open interval with η ∈ I, then I ∩ Σa has positive Lebesgue measure;

2) for every x ∈ R, there holds <Ga(x, η) = 0 for a.a. η ∈ Σa.

(III) A family of potentials {a}a∈F lies in the isospectral class of a0 ∈ E3 if, for every a ∈ F ,
the spectrum of the operator La equals the spectrum of the operator La0 .

It would perhaps be more appropriate to speak of generalized reflectionless instead of reflec-
tionless potentials, but we prefer the simpler terminology. Our definition follows Craig [6].

The condition (2) in the above definitions has some fundamental consequences: indeed, it
turns out that, for every x ∈ R, both the maps λ 7→ m±(x, λ) (=λ 6= 0) extend holomorphically
through every open set contained in the spectrum Σa. If h±(x, λ) denote these extensions, we
have

h+(x, λ) =

{
m+(x, λ), =λ > 0,

m−(x, λ), =λ < 0
and h−(x, λ) =

{
m−(x, λ), =λ > 0,

m+(x, λ), =λ < 0.

Other fundamental properties of an algebro-geometric potential a ∈ E3 can be summarized
as follows:

1. The spectrum Σa does not contain any isolated eigenvalues.

2. The functions m±(a, ·) extend meromorphically through the resolvent set Ra = R\Σa. Let
Ij = [λ2j−1, λ2j ] be the closure of an interval of the resolvent set (j = 1, . . . , g). It turns
out that in Ij there exists exactly one point Pj(a) with the following property: either
m+(a, Pj(a) + iε) or m−(a, Pj(a) + iε) has a simple pole as ε → 0. The points Pj(a)
correspond to the isolated eigenvalues of the half-line restricted operators L±a with the
boundary condition ϕ(0) = 0.

3. The properties (1) and (2) hold also for every potential τx(a) (x ∈ R), hence we are left
with the functions m±(x, λ) which extend meromorphically through the resolvent set, and
with the poles Pj(x) := Pj(τx(a)).
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The observations made so far have an important consequence. Let a ∈ E3 be algebro-
geometric, with spectrum Σa = [λ0, λ1] ∪ [λ2, λ3],∪ · · · ∪ [λ2g,∞). To such a potential a there
are associated the poles P1(x), . . . , Pg(x) described in the above lines. Let us assume from now
on λ0 > 0 – though of course one can define and discuss algebro-geometric Sturm–Liouville
potentials when λ0 < 0 (see [17]). Let R be the Riemann surface of the relation

w2 = −(λ− λ0)(λ− λ1) · · · (λ− λ2g).

Then R is a torus with g holes which correspond to the spectral gaps Ij = [λ2j−1, λ2j ] (j =
1, . . . , g). It is a standard method now to consider the projection π : R → C∞ (where C∞ is
the Riemann sphere). The projection π is 2-1, except at the points λ0, λ1, . . . , λ2g,∞ where it
is 1-1. We call these points the ramification points of R. If λ ∈ C∞ is not a ramification point,
then there are two points P+ and P− on R such that π(P±) = λ. Define a function k(P ) on R
by setting k2(λ) = −(λ − λ0) · · · (λ − λ2g), then letting k(0±) be the positive/negative square
root of λ0λ1 · · ·λ2g, and then extending via analytic continuation. The result is a well-defined
function P 7→ k(P ) on R.

Further, let us define cj = π−1([λ2j−1, λ2j ]) (j = 1, . . . , g). Then cj are circles corresponding
to the inner boundary of R. For a point Pj ∈ cj , its projection π(Pj) lies in Ij . We agree
that k(Pj) is positive or negative according to the position of Pj on the circle cj . In particular,
if we express Pj as

Pj = (λ2j−1 − λ2j) sin2 θj
2

+ λ2j , θj ∈ [0, 2π],

then k(Pj) > 0 if θj ∈ (0, π), while k(Pj) < 0 if θj ∈ (π, 2π). This convention will exclude every
possible misunderstanding in the future. Also, we will often commit an abuse of notation in
denoting by Pj both the point in cj and its projection in Ij .

The setting we have introduced clarifies the reason of the name algebro-geometric. Indeed,
the spectral properties of the operator La can now be described by moving to the Riemann
surface R. We briefly discuss this (see [18, 19] for details).

Let a = (p, q, y) ∈ E3 be an algebro-geometric potential. Hence its spectrum Σa = [λ0, λ1] ∪
· · · ∪ [λ2g,∞) is given, the Weyl m-functions m±(x, λ) behave properly, together with their
poles P1(x), . . . , Pg(x) (or, equivalently, the isolated eigenvalues of the half-line restricted opera-
tors L±τx(a)). If we concentrate further on the behavior of the Weyl m-functions, we can argue
that, for every x ∈ R, one can define a single meromorphic function M : R → C∞ by setting,
as before, M(x, 0±) = m±(x, 0), and then using analytic continuation on R. Again, for every
fixed x ∈ R, one can define m+(x, P ) = M(x, P ) and m−(x, P ) = M(x, σ(P )), where σ is the
hyperelliptic involution (the map which changes the sheets). Actually, all these maps are jointly
continuous when viewed as defined on R× (C \ R). Now, expanding M at ∞, we obtain

M(x, P ) = m+(x, P ) =
Q(x, λ) +

√
p(x)y(x)k(P )

H(x, λ)
,

m−(x, P ) =
Q(x, λ)−

√
p(x)y(x)k(P )

H(x, λ)
,

where λ = π(P ), Q(x, λ) is a polynomial in λ of degree g, and

H(x, λ) =

g∏
i=1

(λ− π(Pi(x))).

Moreover, it turns out that

Q(x, λ) =
p(x)

2

√
p(x)y(x)

(
1√

p(x)y(x)
H(x, λ)

)
x

.
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Here and throughout all the paper the subscripts (·)s denote the (partial) derivative with respect
to a variable s.

Recall that λ0 > 0. Set M(x) = m−(x, 0) −m+(x, 0). Using the Riccati equation (5), one
can show that

Pi,x(x) =

−M(x)k(Pi(x))
g∏
i=1

Pi(x)

p(x)k(0+)
∏
j 6=i

(Pj(x)− Pi(x))
, i = 1, . . . , g. (6)

The equations in (6) provide a system of g ODE’s. The induced flow is intended to take place
on R, hence we must take care of the value k(P ), according to the observations we made above.
However, it is possible to pass to polar coordinates and write down a system for the angular
coordinate θi(x) of each pole Pi(x), avoiding any type of confusion. Clearly, given an initial
condition P1(0), . . . , Pg(0), the system (6) admits a unique, globally defined solution, which we
call the pole motion. Once the pole motion is determined, we can write down the so-called trace
formulas for the potential a = (p, q, y), namely

y(x) =

M2(x)
g∏
i=1

P 2
i (x)

4p(x)k2(0+)
, (7)

q(x) = y(x)

(
λ0 +

g∑
i=1

λ2i−1 + λ2i − 2Pi(x)

)
+ q̃(x), (8)

where

q̃(x) = −
(

(p(x)y(x))x
4y(x)

)
x

+

(
(p(x)y(x))x

4y(x)

)2

.

It is a recent discovery (to appear in a forthcoming paper [25]) that the function q̃(x) plays
a crucial role in a development of a theory of Gel’fand–Levitan–Marchenko type for the Sturm–
Liouville operator.

We finish this section by establishing the way to reconstruct an algebro-geometric potential
a = (p, q, y) from some given spectral data. Let us fix (p,M) ∈ E2. Choose the spectral
parameters, namely the ordered set{

0 < λ0 < λ1 ≤ P1(0) ≤ λ2 < λ3 ≤ P2(0) ≤ λ4 < · · · < λ2g−1 ≤ Pg(0) ≤ λ2g
}
.

Let P1(x), . . . , Pg(x) be the solution of the system (6) with initial condition P1(0), . . . , Pg(0).
Finally, define y(x) and q(x) as to satisfy the relations (7) and (8). The triple a = (p, q, y) ∈ E3
thus defined is an algebro-geometric potential whose spectrum Σa is given by Σa = [λ0, λ1] ∪
· · · ∪ [λ2g,∞).

3 The Sturm–Liouville hierarchy
of evolution equations revisited

The Sturm–Liouville hierarchy of evolution equations has been introduced and studied in de-
tail in [23, 24]. In those papers, we determined certain solutions of the hierarchy: namely, the
algebro-geometric solutions and some types of solutions whose initial data are related to partic-
ular classes of reflectionless potentials. In this paper, we extend the family of solutions we are
able to describe by enlarging the class of admissible initial conditions. The initial conditions we
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introduce in the following lie in the reflectionless spectral class as well. They are of a type which
generalizes the Schroedinger potentials considered in [4, 8, 9, 32]. Namely, these initial Sturm–
Liouville data have spectrum which clusters at finite points of R. To include these potentials
in the discussion, we will need to slightly modify the structure of the hierarchy. At first sight,
some quantities we will introduce soon will not be significant, but they will be fundamental
when a limit procedure will be carried out.

But let us start by describing what we mean by Sturm–Liouville hierarchy of evolution equa-
tions. For convenience, we will first choose the initial data, then define the evolution equations
which will be solved. Let (p,M) ∈ E2 and choose arbitrarily the spectral parameters, i.e., the set

Λg = {0 < λ0 < λ1 ≤ P1(0) ≤ λ2 < λ3 ≤ P2(0) ≤ λ4 < · · · < λ2g−1 ≤ Pg(0) ≤ λ2g}.

Then an algebro-geometric potential a = (p, q, y) ∈ E3, and the associated Sturm–Liouville
operator La with prescribed spectrum Σg = [λ0, λ1] ∪ · · · ∪ [λ2g,∞) can be determined.

For λ ∈ C, let us set

En(λ) = exp

(
λ+

λ2

2
+ · · ·+ λn

n

)
.

Next, fix a point λ∗ ∈ R+ \ Λg. Define a function

Ug(x, λ) =
−2p(x)k(0+)

M(x)
g∏
i=1

Pi(x)

g∏
i=1

λ− Pi(x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)
. (9)

Clearly Ug(x, ·) is defined in the punctured complex plane C\{λ∗} and has an essential singularity
at λ = λ∗. Further, define

k̃2g(λ) = (λ0 − λ)

g∏
i=1

(
λ− λ2i
λ− λ∗

)(
λ− λ2i−1
λ− λ∗

)
E2
i

(
λ∗ − λ2i
λ∗ − λ

)
. (10)

It is clear that the function k̃2g(λ) is strictly related to the function k(P ) defined in the previous
section.

Let us observe that in [23, 24], we introduced the analogues of the functions k̃g and Ug in
which the terms Ei and 1

λ∗−λ are not present. They are introduced here with an eye to the limit
procedure which will be carried out in Section 4. We state without giving all the details that
the theory of [23, 24] can be developed beginning with Ug and k̃g as given in (9) and (10), as
well as the simpler forms of Ug and k̃g in [23, 24] (which, to repeat, do not have the functions Ei
and 1

λ∗−λ). We proceed to outline this (modified) theory.
Choose an integer 0 ≤ k ≤ g − 1, and define two additional functions Tg(x, λ) and Vg(x, λ)

in such a way that

Tg(x, λ) =
p(x)

2λk

(
Ug(x, λ)

p(x)

)
x

, (11)

and

Tg,x(x, λ) +
1

λkp(x)
(q(x)− λy(x))(Vg(x, λ)− Ug(x, λ)) = 0. (12)

Set

Bg =

(
−Tg λ−kUg/p

λ−k(q − λy)Vg Tg

)
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and, as usual

A =

(
0 1/p

q − λy 0

)
.

It can be shown (see [23, 24]) that the so-called stationary zero-curvature relation holds, namely

−Bg,x + [A,Bg] = 0,

where [A,Bg] = ABg −BgA is the commutator of A and Bg. Moreover, there holds

d

dx
detBg = 0,

which translates into the fundamental relation

p2

4

[(
Ug
p

)
x

]2
+

1

p
(q − λy)UgVg = k̃2g(λ). (13)

Actually, more can be proved. We state the following result; see [23, 24].

Theorem 2. If a potential a = (p, q, y) ∈ E3 is algebro-geometric with spectral parameters

Λg =
{

0 < λ0 < λ1 ≤ P1(0) ≤ λ2 < λ3 ≤ P2(0) ≤ λ4 < · · · < λ2g−1 ≤ Pg(0) ≤ λ2g
}
,

then there exist functions Ug(x, λ), k̃2g(λ), Tg(x, λ) and Vg(x, λ) as in the relations (9)–(12) re-
spectively such that the zero curvature relation −Bg,x + [A,Bg] = 0 holds, together with the
relation (13).

Conversely, let a ∈ E3, and suppose that the left endpoint of the spectrum of La equals λ0 > 0.
Let M(x) = m−(x, 0) −m+(x, 0). Suppose that one can determine Ug(x, λ) together with the
corresponding quantities k̃2g(λ), Tg(x, λ) and Vg(x, λ) so that relations (9)–(12) hold, and so that
the zero curvature relation −Bg,x+[A,Bg] = 0 and (13) are valid. Then a is of algebro-geometric
type.

We are now ready to introduce the Sturm–Liouville hierarchy of evolution equations. It is
here that the integer k becomes significant. We let a parameter t enter into play. One obtains
functions a(t, x) = (p(t, x), q(t, x), y(t, x)) and M(t) producing the poles P1(t, x), . . . , Pg(t, x),
and functions as in (9)–(12) where the variable t is present. For instance, we will have a function

Ug(t, x, λ) =
−2p(t, x)k(0+)

M(t, x)
g∏
i=1

Pi(t, x)

g∏
i=1

λ− Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)
,

and so on. In this way one has matrices Bg(t, x, λ) and A(t, x, λ). If we force a(t, ·) to lie in
the algebro-geometric isospectral class of a(0, ·), then for every t ∈ R one has the stationary
zero-curvature relation

−Bg,x(t, x, λ) + [A(t, x, λ), Bg(t, x, λ)] = 0

together with the relation (13), which now expresses the invariance with respect to t of its r.h.s.
member as well.

However, we must still determine the time evolution of the functions we have introduced. We
do this as follows: fix an integer r such that 0 ≤ k ≤ r < g. Introduce a new matrix Br(t, x, λ)
of the form

Br(t, x, λ) =

(
−Tr(t, x, λ) λ−k Ur(t,x,λ)

p(t,x)

λ−k(q(t, x)− λy(t, x))Vr(t, x, λ) Tr(t, x, λ)

)
,
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where Ur is a polynomial of degree r in λ (whose coefficients depend on t and x), and Tr(t, x, λ)
and Vr(t, x, λ) are defined via the relations(

1

p

)
t

− λ−k
(
Ur
p

)
x

+
2

p
Tr = 0, (14)

Tr,x +
λ−k

p
(q − λy)(Vr − Ur) = 0. (15)

We pose the following basic question [23, 24]

Question 1. Can Ug(t, x, λ) and Ur(t, x, λ) be chosen in such a way that

−Bg,x + [A,Bg] = 0,

At −Br,x + [A,Br] = 0,

d

dx
detBg = 0, and (13) holds (16)

for all (t, x) ∈ R2 and all λ 6= λ∗?

It is understood that Bg satisfies the conditions discussed above, and that Br satisfies certain
auxiliary conditions which will be discussed in due course (see [23]).

The second equation in the system (16) is called the zero-curvature relation, and the sys-
tem (16) determines the Sturm–Liouville evolution equation of order r in a way which we will
explain in a few lines. Before doing so, we point out that the first and the third equations
in (16) force the potentials a(t, x) = (p(t, x), q(t, x), y(t, x)) to lie in the same isospectral class of
a(x) := a(0, x) = (p(0, x), q(0, x), y(0, x)), i.e., if we fix a(0, x) as initial data, the whole motion
t 7→ a(t, x) will take place in its isospectral class. To change the initial data means to change the
matrix Bg(0, x, λ) and the r.h.s. of (13)! This change will have an effect on Br as well because
of the zero-curvature relation!

Before answering the above question, we explain how it translates into a single evolution
equation. Let us set Ũr = Ur/p. It turns out that Ũr must satisfy the relation

2λk(q − λy)t +
pt
p

(q − λy) +

(
p

(
pt
p

)
x

)
x

= 2(p(q − λy))xŨr + 4p(q − λy)Ũr,x − (p(pŨr,x)x)x. (17)

We make the fundamental ansatz that Ũr (and hence Ur) be a polynomial of degree r in λ, i.e.,

Ũr(t, x, λ) =
r∑
j=0

fj(t, x)λj .

If this is true, then the relation (17) provides r + 2 recursion relations: it can be shown that,
once we fix a pair (p(t, x),M(t, x)) ∈ E2, then one of the coefficients of Ũr is determined without
using these recursion relations, hence r of the recursion relations will be used to find all the
coefficients fj(t, x). There remain 2 relations. These 2 relations are compatibility conditions
for (16), and translate into 2 evolution equations, one for the function q(t, x) and the other for
the function y(t, x). It is this pair of equations which we call the Sturm–Liouville hierarchy of
evolution equations. In more detail, these 2 equations correspond to the formulas in (17) when
we try to determine the coefficients of λk and λk+1. They give rise to relations of the type (here
f−1 = fr+1 = 0)

qt = Qr(t, x, fk−1, fk, q, qx, qxx, . . . , y, yx, yxx, p, px, pxx, . . . ),
yt = Yr(t, x, fk, fk+1, q, qx, qxx, . . . , y, yx, yxx, p, px, pxx, . . . ). (18)

Question 1 can now be formulated in the following convenient form
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Question 2. Does there exist a polynomial Ur(t, x, λ) of degree r in λ (and satisfying certain
auxiliary conditions),

Ur(t, x, λ) =
r∑
j=0

p(t, x)fj(t, x)λj

such that, if Ũr = Ur/p and Tr(t, x, λ) and Vr(t, x, λ) are defined as in (14) and (15), then the
system (16) admits a unique solution, once the triple a(0, x) = (p(0, x), q(0, x), y(0, x)) is a given
algebro-geometric potential?

Before giving an answer to Question 2, we give concrete examples of some evolution equations
which can be obtained with this procedure. Let k = 0, and fix p(t, x) = y(t, x) = 1. Then
Ũr = Ur and (17) reads

2qt = 2qxUr + 4(q − λ)Ur,x − Ur,xxx.

This is the standard KdV hierarchy [7]. For r = 1, set U1(t, x, λ) = f1(t, x)λ+ f0(t, x). Then

f1,x(t, x) = 0,

2qx(t, x)f1(t, x)− 4f0,x(t, x) = 0,

2qt(t, x) = 2qx(t, x)f0(t, x) + 4q(t, x)f0,x(t, x)− f0,xxx(t, x).

If f1(t, x) = c1, we obtain c1qx(t, x) = 2f0,x(t, x), which implies f0(t, x) = c1
2 q(t, x) + c2. Hence

the last relation in the system above gives us

qt(t, x) =
3

2
c1q(t, x)qx(t, x)− c1

4
qxxx(t, x) + c2qx(t, x),

which is a generalized version of the classical KdV equation. If c1 = 1 and c2 = 0, we obtain the
classical KdV equation, i.e.,

qt(t, x) =
3

2
q(t, x)qx(t, x)− 1

4
qxxx(t, x).

As another example, let us assume that k = 1 and let p(t, x) = q(t, x) = 1 be fixed. Then (17)
translates to

2λ2yt(t, x) = 2λyx(t, x)Ur(t, x, λ)− 4(1− λy(t, x))Ur,x(t, x, λ) + Ur,xxx(t, x, λ).

This is a version of the Camassa–Holm hierarchy (another one can be obtained by setting k = r
as in [12]). If r = 1, a possible solution is given by

f0 = c1, c1y(t, x) + c2 = 2f1(t, x)− 1

2
f1,xx(t, x),

yt(t, x) = yx(t, x)f1(t, x) + 2y(t, x)f1,x(t, x).

This system is a generalized version of the Camassa–Holm equation. The classical Camassa–
Holm equation is obtained by setting c1 = 1 and c2 = 0 (see [5]).

Again, let us set p(t, x) ≡ ε, y(t, x) ≡ 1, k = 0 and r = 1. Then Ũ1 = U1/ε, and the
equation (17) translates to the system

f1 = c1, c1qx = 2f0, qt =
3

2
c1qqx −

c1ε

4
qxxx + c2qx.
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If c1 = 4 and c2 = 0, then the compatibility condition is given by

qt = 6qqx − εqxxx,

which is a well-known and important generalization of the KdV equation, used in [28, 29, 30,
43] in connection with Burger’s equation, which is indeed the limit as ε → 0 of such a KdV
generalization.

Moreover, if p(t, x) = 1, q(t, x) ≡ ε, k = 1 and g = 1, then the compatibility condition reads
(for suitably chosen constants c1 and c2)

4εu1,t − u1,xxt = 12εu1u1,x − u1u1,xxx − 2u1,xu1,xx.

This equation is a generalization of the CH equation. Its limit (whenever it exists) as ε → 0 is
the Hunter–Saxton equation

u1,xxt = u1u1,xxx + 2u1,xu1,xx.

Note that the constants in all the above constructions can be chosen at will.
Before proceeding with the discussion, we wish to make another observation: the fact that

both the KdV and the Camassa–Holm hierarchies are included in our hierarchy is not surprising
at all. Indeed, they are strictly related as one can use a Liouville transform to move from one
hierarchy to the other [21, 38].

The answer to Question 2 is affirmative. In more detail, at first we choose (at will!!) a family
(p(t, x),M(t, x)) ∈ E2. We then construct a polynomial Ur in the following way: the coefficients
of Ur are determined recursively via the relation

Ũr,x(λ) =
λk

p

[
Mt

M
+ p

(
1

p

)
t

]
− Mx

M
Ũr(λ) +

n∑
i=0

[
λk

P ki
Ũr(Pi)− Ũr(λ)

]
λPi,x

Pi(λ− Pi)
, (19)

where we omitted to write down explicitly the dependence of the functions with respect to t
and x. Note that p andM are known functions of (t, x), while the functions (poles) Pi = Pi(t, x)
remain to be determined.

Once this is done, we determine the poles P1(t, x), . . . , Pg(t, x) by solving the system

Pi,x(t, x) =

−M(t, x)kg(Pi(t, x))
g∏
i=1

Pi(t, x)

p(t, x)kg(0+)
∏
j 6=i

(Pj(t, x)− Pi(t, x))
(as in (6)),

Pi,t(t, x) =
Ur(t, x, Pi(t, x))

P ki (t, x)
Pi,x(t, x) (20)

together with the initial condition P1(0, 0) ∈ [λ1, λ2], . . . , Pg(0, 0) ∈ [λ2g−1, λ2g]. Then it turns
out that the system (20) is consistent, and that the polynomial Ur(t, x, λ) gives rise, via the
corresponding matrix Br, to a solution of (16).

Moreover, one can write down the trace formulas (analogous to those in (7) and (8)):

y(t, x) =

M2(t, x)
g∏
i=1

P 2
i (t, x)

4p(t, x)k2(0+)
,

q(t, x) = y(t, x)

(
λ0 +

g∑
i=1

λ2i−1 + λ2i − 2Pi(t, x)

)
+ q̃(t, x),
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where

q̃(t, x) = −
(

(p(t, x)y(t, x))x
4y(t, x)

)
x

+

(
(p(t, x)y(t, x))x

4y(t, x)

)2

.

The functions q(t, x) and y(t, x) are the solutions of the evolution equations (18), hence we
have solved the Sturm–Liouville evolution equation of order r. Notice that, since the maps
x 7→ Pi(t, x) satisfy the first equation in the system (20), the triple a(t, ·) = (p(t, ·), q(t, ·), y(t, ·))
lies in the isospectral class of the algebro-geometric potential a(0, ·) for every t ∈ R, hence the
map t 7→ a(t, x) is a curve in the isospectral class of a(0, x) starting from a(0, x)!

Let us further repeat that these developments can be carried out both in the case when Ug
contains the factors Ei and 1

λ∗−λ and in the case when these factors are not present.

4 Some solutions of the Sturm–Liouville hierarchy

All the machinery we have discussed in the previous section works well when we take as initial
conditions potentials of algebro-geometric type. What happens if we change the initial condition?
Clearly, we cannot choose an initial condition at will, because the structure of the hierarchy has
to remain consistent. In particular, the structure of the function Ug must be preserved in
some sense. An idea is that of considering as initial data some reflectionless Sturm–Liouville
potentials whose spectra consist of infinitely many intervals clustering at ∞. This has been
done in [24]. In this case Ug translates to an entire function U(t, x) with the infinitely many
zeros P1(t, x), . . . , Pg(t, x), . . . . It is important, however, that instead Ur remain a polynomial
of degree r. The reader can be addressed to [23, 24] for a detailed discussion of these topics.

The purpose of this section is that of enlarging the class of initial conditions for which
the Sturm–Liouville hierarchy can be solved, by including other reflectionless potentials whose
spectra can cluster at a finite real point λ∗. The discussion of these new potentials will require
the introduction of the factors Ei and 1

λ∗−λ seen in the definition of Ug and k̃g given in (9)
and (10) respectively.

Before introducing a suitable hierarchy of evolution equations, or rather a zero-curvature
relation which determines such a hierarchy, we should explain how to construct reflectionless
potentials with some prescribed properties of the spectrum of the associated operator. We will
use a procedure which we call of algebro-geometric approximation. The construction we are
going to illustrate is described in detail in [24] in the case when λ∗ =∞. Let us fix a sequence
of positive real numbers

Λ̃ = {λ0 < λ1 < λ2 < · · · < λ2g < · · · }.

Set Ik = [λ2k−1, λ2k], hij = dist(Ii, Ij), dj = λ2j − λ2j−1 and h0k = λ2k−1 − λ0. We assume that
the sequence Λ̃ satisfies the following assumptions:

(H1) lim
i→∞

λi = λ∗,

(H2)
∞∑
j=1

dj <∞,

(H3) sup
j∈N

∑
k 6=j

√
dk
hjk

<∞.

We will construct a Sturm–Liouville potential a(x) = (p(x), q(x), y(x)) ∈ E3 which is reflec-
tionless and such that the spectrum of the associated operator La is given by

Σ = [λ0, λ1] ∪ [λ2, λ3] ∪ · · · ∪ [λ2g, λ2g+1] ∪ · · · ∪ [λ∗,∞).
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Actually, the method we will describe below can be applied to prove the existence of a re-
flectionless Sturm–Liouville potential such that the spectrum of the associated Sturm–Liouville
operator is given by

Σ =
⋂
g∈N

Σg,

where

Σg = [λ0, λ1] ∪ · · · ∪ [λ2g, λ∗] ∪ [λ,∞),

and λ is any real number strictly greater than λ∗. Also, this method can be applied when there
is more than one cluster point in the sequence {λi}, and in fact when there is an arbitrary finite

number of cluster points
{
λ
(1)
∗ , . . . , λ

(k)
∗
}

.

However, to keep the discussion clearer, we will only deal with the case when

Σ = [λ0, λ1] ∪ [λ2, λ3] ∪ · · · ∪ [λ2g, λ2g+1] ∪ · · · ∪ [λ∗,∞).

The procedure is inspired by the following important proposition [17] (see also [20, 23, 24]).

Proposition 1. Let {an} = {(pn, qn, yn)} ⊂ E3 be a sequence of potentials such that an →
a = (p, q, y) ∈ E3 uniformly on compact subsets of R. Assume that an is reflectionless and that

Σan+1 ⊂ Σan for every n ∈ N. Assume further that the set Σ =
⋂
n∈N

Σan has locally positive

Lebesgue measure. Then a is reflectionless and the spectrum Σa of the operator La equals the
set Σ.

We will not prove this proposition. It uses the Weyl decreasing disc construction and some
additional reasoning concerning the spectral measures and the spectra of the operators Lan .

Inspired by the above proposition, we fix the finite set Λ̃g ⊂ Λ̃ given by

Λ̃g = {λ0, λ1, . . . , λ2g},

then choose points Pj(0)∈ [λ2j−1, λ2j ], j = 1, . . . , g. Moreover, let us fix a pair (p(x),M(x))∈E2.
In correspondence with these choices, one can construct an algebro-geometric potential ag =
(p(x), qg(x), yg(x)) ∈ E3 such that the spectrum of the operator Lag is given by

Σg = [λ0, λ1] ∪ · · · ∪ [λ2g,∞),

and such that the trace formulas (7) and (8) hold, together with the system (6). Now we let g
vary over N. We obtain sequences {ag} = {p, qg, yg} ∈ E3 of algebro-geometric potentials and

corresponding poles {P (g)
j (x)}. Next, we let g → ∞. It can be shown that the sequences

{P (g)
j (x)} → {Pj(x)} for every x ∈ R, and that ag → a = (p, q, y) ∈ E3 uniformly on compact

subsets of R (this convergence, however is not uniform on R [20, 24]). One can show that the
poles Pj(x) satisfy the following system of infinitely many ODE’s (j ∈ N)

Pj,x(x) = ± M(x)√
λ0p(x)

(∏
k∈N

Pk(x)√
λ2k−1λ2k

)√
(λ2j − Pj(x))(Pj(x)− λ2j−1)

×

∏
k 6=j

√
(λ2k−1 − Pj(x))(λ2k − Pj(x))

Pk(x)− Pj(x)

√Pj(x)− λ0. (21)
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The sign ± in the equations (21) comes from the necessity to choose a sign of the square root√
(λ2k−1 − Pj(x))(λ2k − Pj(x)). This ambiguity, however, can be avoided by passing to suitable

angular coordinates θ1(x), . . . , θn(x), . . . . But this is not the place in which to discuss this
matter.

Once we have determined the pole motion, we can write the trace formulas

y(x) =
M2(x)

4p(x)λ0

∏
k∈N

P 2
k (x)

λ2k−1λ2k
,

q(x) = y(x)

(
λ0 +

∑
k∈N

λ2k−1 + λ2k − 2Pk(x)

)
+ q̃(x),

where

q̃(x) = −
(

(p(x)y(x))x
4y(x)

)
x

+

(
(p(x)y(x))x

4y(x)

)2

.

The assumptions (H1)–(H3) are used to show that the appropriate quantities are well defined
and converge properly. See [20, 24] for the above developments.

Now we move to the main question of interest in this paper, namely the solution of the
Sturm–Liouville hierarchy for certain non algebro-geometric reflectionless initial data.

First, we introduce a zero-curvature relation which takes into account the structure of the po-
tential a obtained above. To do this, let the family {(p(t, x),M(t, x))} ∈ E2 (indexed by t ∈ R) be
fixed. Choose the set Λ̃ as above and initial data P1(t, 0) ∈ [λ1, λ2], . . . , Pg(t, 0) ∈ [λ2g−1, λ2g], . . .

in such a way that they vary smoothly with respect to t ∈ R. Let P
(g)
1 (t, x), . . . , P

(g)
g (t, x) be

the solution of the system

P
(g)
i,x (t, x) =

−M(t, x)kg(P
(g)
i (t, x))

g∏
i=1

P
(g)
i (t, x)

p(t, x)kg(0+)
∏
j 6=i

(P
g)
j (t, x)− P (g)

i (t, x))
.

For every fixed t ∈ R, let us construct the sequence {ag(t, x) = (p(t, x), qg(t, x), yg(t, x))} ⊂ E3
as above, and let a(t, x) = (p(t, x), q(t, x), y(t, x)) be its limit in E3 (we emphasize that the
variable here is x, while t is considered as a parameter). Let

Ug(t, x, λ) =
−2p(t, x)kg(0

+)

M(t, x)
g∏
i=1

P
(g)
i (t, x)

g∏
i=1

λ− P (g)
i (t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)
,

where

En(λ) = exp

(
λ+

λ2

2
+ · · ·+ λn

n

)
.

The function λ 7→ Ug(t, x, λ) is defined in the region G = C \ {λ∗}.
We prove the following

Theorem 3. As g →∞ the functions Ug(t, x, λ) converge to a holomorphic function U(t, x, λ),
uniformly on compact subsets of G. This convergence is uniform also with respect to (t, x) ∈ R2.

Proof. For every fixed t ∈ R, the poles P
(g)
j (t, x) converge pointwise to poles Pj(t, x) as g →∞,

where Pj(t, x) satisfy the relation (21) (j ∈ N). Each Pj(t, x) lies in the corresponding interval
Ij = [λ2j−1, λ2j ] for every (t, x) ∈ R2.



The Sturm–Liouville Hierarchy of Evolution Equations 17

Now, if g →∞, the pointwise limit of Ug(t, x, λ) is given by the function

U(t, x, λ) = −2
√
λ0p(t, x)

M(t, x)

∞∏
k=1

√
λ2k−1λ2k
Pk(t, x)

∞∏
i=1

λ− Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)
. (22)

However, the expression (22) has only informal significance at the moment, because we do not
know if it exists (the infinite products must converge properly!).

The infinite product

∞∏
k=1

√
λ2k−1λ2k
Pk(t, x)

is well defined, because

∞∏
k=1

√
λ2k−1λ2k
Pk(t, x)

≤
∞∏
k=1

λ2k
Pk(t, x)

,

and the series

∞∑
k=1

∣∣∣∣1− λ2k
Pk(t, x)

∣∣∣∣ ≤ ∞∑
k=1

∣∣∣∣ dkh0k
∣∣∣∣

converges, using the assumption (H2), uniformly with respect to (t, x) ∈ R2. Hence, the main
problem lies in proving that the infinite product

∞∏
i=1

λ− Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)
exists. Observe that, if the factors Ei and 1

λ∗−λ are absent, the convergence does not hold. Our
use of these factors is motivated by the classical theory of Weierstrass and Runge [26].

To prove this, let K ⊂ G be a compact subset. We claim that the series

∞∑
i=1

∣∣∣∣1− λ− Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)∣∣∣∣
converges uniformly with respect to λ ∈ K and (t, x) ∈ R2. By a well-known result on infinite
products, this will imply that the infinite product under consideration is well defined. Let us
rewrite

∞∑
i=1

∣∣∣∣1− λ− Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)∣∣∣∣ ≤ ∞∑
i=1

∣∣∣∣1− λ− λ2i
λ∗ − λ

Ei

(
λ∗ − λ2i
λ∗ − λ

)∣∣∣∣
+
∞∑
i=1

∣∣∣∣λ2i − Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)∣∣∣∣ . (23)

Let D = dist(C \G,K). If λ ∈ K, then∣∣∣∣λ∗ − λ2iλ∗ − λ

∣∣∣∣ ≤ |λ∗ − λ2i|D
.

Since λ2i → λ∗, for every 0 < ε < 1, there holds∣∣∣∣λ∗ − λ2iλ∗ − λ

∣∣∣∣ ≤ ε
for sufficiently large i ∈ N.
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Now, the factors of the second summand in the r.h.s. of (23) can be estimated as follows:∣∣∣∣λ2i − Pi(t, x)

λ∗ − λ
Ei

(
λ∗ − λ2i
λ∗ − λ

)∣∣∣∣ ≤ di
D

exp

(
ε+

ε

2
+ · · ·+ εi

i

)
for sufficiently large i ∈ N. Since the series

∞∑
i=1

εi

i = D1 <∞, the second summand in the r.h.s.

of (23) is dominated by the uniformly convergent series

eD1

D

∞∑
i=1

di <∞.

We now move our attention to the first summand in the r.h.s. of (23). To prove that it
converges, we can argue as follows. Let us set z = λ∗−λ2i

λ∗−λ . Then

λ− λ2i
λ∗ − λ

Ei

(
λ∗ − λ2i
λ∗ − λ

)
= (z − 1)Ei(z) = Fi(z).

We expand Fi(z) at z = 0, so that

Fi(z) = 1 +
∞∑
k=1

akz
k.

Differentiating Fi(z) with respect to z, we obtain

∞∑
k=1

kakz
k−1 = −ziEi(z).

Also Ei(z) can be expanded at z = 0, being an exponential function. Doing so, one observes
that a1, . . . , ai = 0. Moreover, since the coefficients of the expansion of Ei(z) are all positive,
we must have

|ak| = −ak

for every k > i. This implies that

0 = Fi(1) = 1 +

∞∑
k=i+1

ak,

hence
∞∑

k=i+1

|ak| = 1.

But now we have

|1− Fi(z)| ≤ |z|i+1

( ∞∑
k=i+1

|ak|

)
= |z|i+1,

whenever |z| ≤ 1. Since |z| =
∣∣∣λ∗−λ2iλ∗−λ

∣∣∣ ≤ ε
D < 1 for sufficiently large i ∈ N, we have

∞∑
i=1

∣∣∣∣1− λ− λ2i
λ∗ − λ

Ei

(
λ∗ − λ2i
λ∗ − λ

)∣∣∣∣ ≤ ∞∑
i=1

( ε
D

)i+1
<∞.

We proved that the whole series of the l.h.s. of (23) is dominated by a uniformly convergent
series, whenever λ ∈ K and (t, x) ∈ R2. By standard facts concerning infinite products, the
theorem is proved. �
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Now, we prove the following

Lemma 1. Let K ⊂ G be a compact subset, say K = {λ ∈ G | |λ| < l}. Then the functions
x 7→ Ug,x(t, x, λ) are uniformly bounded in R, for λ ∈ K and uniformly in t ∈ R. Hence the
maps x 7→ Ug(t, x, λ) converge uniformly on compact subsets of R to U(t, x, λ) for λ ∈ K and
t ∈ R.

Proof. The derivative Ug,x(t, x, λ) can be estimated as follows:

|Ug,x| ≤ α|Ug|+
2p

M
kg(0

+)
g∏
j=1

P
(g)
j

 g∑
j=1

|lP (g)
j,x |

(P
(g)
j )2

∏
k 6=j

(
λ− P (g)

k

λ− λ∗

)
Ek

(
λ∗ − λ2k
λ∗ − λ

) ,

where α = sup
x∈R

∣∣∣pxp − Mx
M

∣∣∣. Since Ug is uniformly bounded, the only thing to check is that

∞∑
j=1

|P (g)
j,x |

(P
(g)
j )2

converges, because∣∣∣∣∣∣
∏
k 6=j

(
λ− P (g)

k

λ− λ∗

)
Ek

(
λ∗ − λ2k
λ∗ − λ

)∣∣∣∣∣∣
is bounded uniformly with respect to g ∈ N and (t, x) ∈ R2, whenever λ ∈ K.

It can be shown (see [20, 23, 24]) that∣∣P (g)
j,x (t, x)

∣∣ ≤ C√dj ,
where C does not depend on g ∈ R and (t, x) ∈ R2, hence the series

∞∑
j=1

|P (g)
j,x |

(P
(g)
j )2

≤ C
∞∑
j=1

√
dj

h20j
<∞.

The lemma is proved. �

Define the matrix Bg(t, x, λ) as in Section 3. This matrix has entries depending on Ug and
two more functions Tg and Vg defined so as to satisfy (11) and (12) respectively. Moreover the
equation (13) and the stationary zero-curvature relation −Bg,x + [A,Bg] = 0 hold.

Since {Ug} and {Ug,x} are uniformly bounded on every compact subset of R, it follows
that {Tg} is uniformly bounded on every compact subset of R. Using (12) and (13), one easily
shows that {Vg} is uniformly bounded on each compact subset of R as well. This tells us that:
(1) the matrices Bg converge to a matrix B in every compact subset K ⊂ G and uniformly on
compact subsets of R2; (2) writing the stationary zero-curvature relation as

Bg(t, x, λ)−Bg(t, 0, λ) =

ˆ x

0
[Ag(t, s, λ), Bg(t, s, λ)]ds,

we can use the bounded convergence theorem to conclude that also

B(t, x, λ)−B(t, 0, λ) =

ˆ x

0
[A(t, s, λ), B(t, s, λ)]ds,
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i.e.,

−Bx(t, x, λ) + [A(t, x, λ), B(t, x, λ)] = 0.

Now we specify the t-dependence of a(t, x) = (p(t, x), q(t, x), y(t, x)), as follows. Fix a number
r ∈ N, and introduce a matrix Br as in Section 3. Again, we introduce the polynomial

Ur(t, x, λ) =
r∑
j=0

p(t, x)fj(t, x)λj .

In correspondence with every 0 ≤ r < g, there exists a matrix B
(g)
r (t, x, λ), together with

a polynomial U
(g)
r and functions T

(g)
r and V

(g)
r satisfying the system (16). The polynomial U

(g)
r

can be found recursively using the relation (19). The corresponding poles P
(g)
1 (t, x), . . . , P

(g)
g (t, x)

solve the system

P
(g)
i,x (t, x) =

−M(t, x)kg(P
(g)
i (t, x))

g∏
i=1

P
(g)
i (t, x)

p(t, x)kg(0+)
∏
j 6=i

(P
(g)
j (t, x)− P (g)

i (t, x))
(as in (6)),

P
(g)
i,t (t, x) =

U
(g)
r (t, x, P

(g)
i (t, x))

(P
(g)
i (t, x))k

P
(g)
i,x (t, x).

A direct analysis shows that each coefficient of the polynomial U
(g)
r is well defined, since it

is a linear combination of at most r symmetric functions of the poles P
(g)
1 (t, x), . . . , P

(g)
g (t, x),

plus possibly a uniformly bounded function. To make this clearer, we write down the form of
the first of these coefficients when k = 0 (the case when k 6= 0 is similar). For fixed t ∈ R, set

Hg(t, x) =
M(t, 0)

M(t, x)

g∏
i=1

P
(g)
i (t, 0)

P
(g)
i (t, x)

.

We have

f (g)r = c(g)r Hg(t, x),

f
(g)
r−1 = Hg(t, x)

[
c
(g)
r−1 + c(g)r

(
g∑
i=1

P
(g)
i (t, x)− P (g)

i (t, 0)

)]
,

f
(g)
r−2 = Hg(t, x)

[
c
(g)
r−2 − c

(g)
r−1

(
g∑
i=1

(P
(g)
i (t, x)− P (g)

i (t, 0))

)

+ c(g)r

(
g∑
i<j

(P
(g)
i (t, x)− P (g)

i (t, 0))(P
(g)
j (t, x)− P (g)

j (t, 0))

)]
,

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

These formulas imply that the coefficients f
(g)
j (t, x) converge, as g → ∞, to coefficients

fj(t, x) uniformly on compact subsets of R2 (1 ≤ j ≤ r), hence a polynomial Ur(t, x, λ) is well

defined as the limit, as g → ∞, of the polynomials U
(g)
r (t, x, λ). Using the same arguments as

those applied in the discussion of B(t, x, λ), there is a well defined matrix Br(t, x, λ) which can

be obtained as the limit, as g →∞, of the matrices B
(g)
r (t, x, λ). Using the bounded convergence

theorem again, we conclude that the zero-curvature relation

At(t, x, λ)−Br,x(t, x, λ) + [A(t, x, λ), Br(t, x, λ)] = 0
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holds, i.e., the Sturm–Liouville hierarchy is solved, and has solutions q(t, x) and y(t, x) such that

y(t, x) =
M2(t, x)

4p(t, x)λ0

∏
k∈N

P 2
k (t, x)

λ2k−1λ2k
,

q(t, x) = y(t, x)

(
λ0 +

∑
k∈N

λ2k−1 + λ2k − 2Pk(t, x)

)
+ q̃(t, x),

where

q̃(t, x) = −
(

(p(t, x)y(t, x))x
4y(t, x)

)
x

+

(
(p(t, x)y(t, x))x

4y(t, x)

)2

.

The poles P1(t, x), . . . , Pg(t, x), . . . move according to

Pj,x(t, x) = ± M(t, x)√
λ0p(t, x)

(∏
k∈N

Pk(t, x)√
λ2k−1λ2k

)√
(λ2j − Pj(t, x))(Pj(t, x)− λ2j−1)×

×

∏
k 6=j

√
(λ2k−1 − Pj(t, x))(λ2k − Pj(t, x))

Pk(t, x)− Pj(t, x)

√Pj(x)− λ0

and

Pj,t(t, x) =
Ur(t, x, Pj(t, x))

P kj (t, x)
Pj,x(t, x),

where Ur(t, x, λ) is defined as the (pointwise) limit as g →∞ of the polynomial U
(g)
r (t, x, λ).
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