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Abstract. We study several fundamental harmonic analysis operators in the multi-dimen-
sional context of the Dunkl harmonic oscillator and the underlying group of reflections
isomorphic to Zd

2. Noteworthy, we admit negative values of the multiplicity functions. Our
investigations include maximal operators, g-functions, Lusin area integrals, Riesz transforms
and multipliers of Laplace and Laplace–Stieltjes type. By means of the general Calde-
rón–Zygmund theory we prove that these operators are bounded on weighted Lp spaces,
1 < p <∞, and from weighted L1 to weighted weak L1. We also obtain similar results for
analogous set of operators in the closely related multi-dimensional Laguerre-symmetrized
framework. The latter emerges from a symmetrization procedure proposed recently by the
first two authors. As a by-product of the main developments we get some new results in
the multi-dimensional Laguerre function setting of convolution type.
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1 Introduction

Analysis related to Dunkl operators, that is differential-difference operators associated with
reflection groups, is an important development in modern mathematics. For basic concepts of
this theory see Dunkl’s pioneering work [16] and, for instance, the survey article by Rösler [35].
Harmonic analysis related to the Dunkl harmonic oscillator (DHO in short) has been intensively
studied in recent years by the authors [29, 30, 31, 43, 44] and many other mathematicians,
see, e.g., [3, 6, 7, 12, 13, 26, 46] and references therein. A commonly appearing assumption in
this literature is that the underlying multiplicity function is non-negative. The latter postulate
is critical in several important aspects of the Dunkl theory, like existence of a convolution
structure or existence and uniqueness of the intertwining operator. Nevertheless, there are few
papers like [1, 2] and the very recent paper [33] by the first two authors, where certain harmonic
analysis aspects for the one-dimensional DHO are successfully studied with negative values
of the multiplicity function admitted. This in a large extent motivated our present research
since then the following question naturally arises. Does it make sense to study basic harmonic
analysis operators in the context of the multi-dimensional DHO when the underlying multiplicity
function takes also negative values? The answer we find is definitely affirmative, at least in
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the special case when the associated group of reflections is isomorphic to Zd2. It occurs that
negative multiplicity functions have the same rights in the sense of results obtained, but not
in the sense of the associated analysis which is in this case more sophisticated and requires
more subtle techniques. Similar conclusions were drawn recently in the more elementary Dunkl
Laplacian context and the same group of reflections by Castro and the third-named author [14].
The latter paper was in fact an important inspiration for the present one.

The context of the DHO with the underlying group of reflections isomorphic to Zd2 (written
shortly [DHO,Zd2]) is sometimes called the Laguerre–Dunkl setting. The reason is that this
Dunkl framework is deeply connected with the situation of Laguerre function expansions of
convolution type, in particular the standard eigenfunctions of the [DHO,Zd2] are directly related
to Laguerre functions of convolution type. The results we obtain in the Laguerre–Dunkl context,
see Theorem 3.1, are weighted Lp mapping properties of several fundamental harmonic analysis
operators like the heat semigroup maximal operator, mixed g-functions of arbitrary orders,
mixed Lusin area integrals of arbitrary orders, Riesz transforms of arbitrary order, and spectral
multipliers of Laplace and Laplace–Stieltjes transform type (these multiplier operators cover,
as special cases, imaginary powers of the DHO and fractional integrals related to the DHO,
respectively). This brings a number of new results that extend those existing in the literature
by considering non-positive multiplicity functions and more general operators. This concerns,
in particular, the authors’ papers [29, 30] where heat semigroup maximal operator, first order
Riesz transforms and imaginary powers of the [DHO,Zd2] were studied and [43, 44], where the
Laplace type multipliers of both types and first order g-functions and Lusin area integrals for the
[DHO,Zd2] were investigated. Further, we generalize in the above mentioned directions and, in
addition, by allowing weights, the results of Ben Salem and Samaali [7] and Nefzi [26], where the
Hilbert transform and certain higher-order Riesz transforms for the [DHO,Z1

2] and [DHO,Zd2],
respectively, were studied. We also get a weighted extension of the results by Forzani, Sasso
and Scotto [18] for the heat semigroup maximal operator in the context of [DHO,Zd2]. It is
worth mentioning that recently unweighted Lp-boundedness of first order Riesz transforms and
imaginary powers associated with the DHO and an arbitrary finite group of reflections was
obtained by Amri [3] and Amri and Tayari [6], respectively. See [12, 13] for more results in
the general DHO setting. Our present analysis is a natural, but by no means trivial, first step
towards conjecturing and proving further results for the DHO and a general reflection group,
possibly with non-positive multiplicity functions admitted.

Our general strategy in proving Lp mapping properties of the above mentioned operators
is essentially the same as in our previous papers [29, 30, 43, 44]. Thus, using symmetries
involved, we first reduce the analysis to a number of suitably defined auxiliary operators related
to a smaller measure metric space, which is actually a space of homogeneous type. Then to
treat these auxiliary operators we apply the general vector-valued Calderón–Zygmund theory
for spaces of homogeneous type. Here the most difficult step is to show the so-called standard
estimates for the integral kernels involved. To achieve that, we employ the technique of kernel
estimates that was inspired by Sasso’s article [38] and then developed in the first two authors’
paper [28], and later gradually refined by the first and third authors in [34, 42, 43, 44]. Among
all these references especially [34] is relevant for our purposes since the tools established there
allow to cover non-positive multiplicity functions. It is worth pointing out that there exists
a variant of the Calderón–Zygmund theory suited to the general Dunkl setting with arbitrary
finite group of reflections, see Amri and Sifi [3, 4, 5], but as stated it does not cover the case of
a non-positive multiplicity function and does not provide weighted results.

Another substantial aim of this paper is connected with the first two authors’ papers [27, 32].
The latter article proposes a symmetrization procedure in a context of general discrete orthog-
onal expansions related to a second order differential operator L, a ‘Laplacian’. This proce-
dure, combined with a unified conjugacy scheme established in [27] allows one to associate, via
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a suitable embedding, a differential-difference ‘Laplacian’ L with the initially given orthogonal
system of eigenfunctions of L so that the resulting extended conjugacy scheme has the natu-
ral classical shape. In particular, the related ‘partial derivatives’ decomposing L are formally
skew-adjoint in an appropriate L2 space and they commute with Riesz transforms and conju-
gate Poisson integrals. Thus the symmetrization procedure overcomes the main inconvenience
of the theory postulated in [27], that is the lack of symmetry in the principal objects and re-
lations resulting in essential deviations of the theory from the classical shape. The price is,
however, that the ‘Laplacian’ L and the associated ‘partial derivatives’ are not differential, but
differential-difference operators. It was shown in [32] that the symmetrization is supported by
a good L2 theory. However, it seems to be practically impossible to develop the Lp theory on
the level of generality assumed in [32]. Thus it is of interest and importance to look at the
problem in concrete classical settings where proper tools and techniques are either known or
can be effectively elaborated. Recently Langowski [22, 24, 25] verified that, in case of one-
dimensional Jacobi trigonometric polynomial and function contexts, the symmetrization leads
to an extended setting admitting a good Lp theory. In the present paper we take the opportunity
to investigate another, this time multi-dimensional, concrete realization of the symmetrization
procedure and find out that it admits a good Lp theory as well, giving further support for
the theory in [32]. More precisely, we apply the real variant of the symmetrization procedure
to the multi-dimensional Laguerre function setting of convolution type. This results in the
Laguerre-symmetrized setting, which turns out to be closely related to the Laguerre–Dunkl
context. Consequently, fundamental harmonic analysis operators can be analyzed by means of
essentially the same strategy and technical tools. The outcome of our investigation is contained
in Theorem 3.7.

The aforementioned framework of Laguerre function expansions of convolution type was
widely studied from harmonic analysis perspective in the last decade or two; see, for instance,
the authors’ papers [28, 31, 33, 34, 42, 43, 44] and references given there. The results obtained
in this paper for the Laguerre–Dunkl and the Laguerre-symmetrized situations contribute also
to this line of research. This is because, roughly speaking, the Laguerre setting can be recovered
either from the Laguerre–Dunkl or the Laguerre-symmetrized context via a restriction to sym-
metric functions. Then our present results can be projected suitably to deliver new information
about Lp mapping properties of interesting variants of mixed g-functions, mixed Lusin area in-
tegrals and Riesz transforms (all of them of arbitrary orders) that were not investigated earlier
in the Laguerre setting; see Theorem 3.13. One also gets enhancements of existing results like,
for instance, Lp-boundedness of first order Lusin area integrals valid for a complete range of the
associated parameter of type; see Theorem 3.14.

The paper is organized as follows. In Section 2 we introduce the notation and the three set-
tings considered, that is the Laguerre, Laguerre–Dunkl and Laguerre-symmetrized situations.
In Section 3 we state the main results of the paper, Theorems 3.1 and 3.7. Here we also intro-
duce auxiliary Laguerre-type operators in the Laguerre–Dunkl and the Laguerre-symmetrized
settings, which are related to a smaller space. Then we state Theorems 3.2 and 3.8 which allow
us to reduce the proofs of Theorems 3.1 and 3.7 to a simpler situation involving only the auxi-
liary operators. The ultimate reduction is due to the general Calderón–Zygmund theory, see
Theorems 3.3 and 3.9. We finish this section by stating new results pertaining to the Laguerre
setting, see Theorems 3.13 and 3.14, and indicating further results in all the contexts conside-
red. The most technical part of the paper, Section 4, is devoted to the proofs of Theorems 3.6
and 3.12 that contain standard estimates for kernels associated with the above mentioned aux-
iliary Laguerre-type operators and thus deliver the missing link in the proofs of Theorems 3.3
and 3.9. The paper finishes with two appendices containing, respectively, a minor auxiliary
result and a table summarizing notation of various objects in the three contexts considered in
this paper.
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2 Preliminaries

It this section we introduce notation used throughout the paper and the three settings investi-
gated. Notation of main objects in these settings is summarized in Table 1, which is located at
the end of the paper for easy reference.

2.1 Notation

In the whole paper d ≥ 1 and α ∈ (−1,∞)d will denote the dimension of the underlying space
and the parameter of type appearing in all the contexts considered. These quantities should be
thought of as fixed from now on. We let |α| = α1 + · · · + αd and point out that this sum may
be negative. We denote by µα the measure in Rd given by

dµα(x) =
d∏
i=1

|xi|2αi+1 dxi.

The restriction of µα to Rd+ = (0,∞)d will be written as µ+α .
Throughout the paper we use a fairly standard notation with essentially all symbols referring

to the measure metric spaces (Rd, µα, ‖·‖) and (Rd+, µ+α , ‖·‖), where ‖·‖ stands for the Euclidean

norm. In particular, by 〈f, g〉dµ+α we mean
∫
Rd+
f(x)g(x) dµ+α (x) whenever the integral makes

sense. By Lp(Rd+, Udµ+α ) = Lp(Udµ+α ) we understand the weighted Lp(dµ+α ) space, U being

a non-negative weight on Rd+. Further, for 1 ≤ p <∞ we write Aα,+p for the Muckenhoupt class
of Ap weights connected with the space of homogeneous type (Rd+, µ+α , ‖ · ‖). In an analogous
way we interpret 〈f, g〉dµα , Lp(Rd,Wdµα) = Lp(Wdµα) and Aαp . Furthermore, by C0 we denote
the closed separable subspace of L∞(R+, dt) consisting of all continuous functions on R+ which
have finite limits as t→ 0+ and vanish as t→∞.

Given x, y ∈ Rd+, β ∈ Rd, r > 0 and a multi-index m ∈ Nd, being N = {0, 1, 2, . . .}, we denote:

0 = (0, . . . , 0) ∈ Nd, 1 = (1, . . . , 1) ∈ Nd,
|m| = m1 + · · ·+md (length of m),

‖x‖ =
(
x21 + · · ·+ x2d

)1/2
(Euclidean norm),

B(x, r) =
{
y ∈ Rd+ : ‖y − x‖ < r} (open balls in Rd+),

xy = (x1y1, . . . , xdyd),

x ∨ y = (max{x1, y1}, . . . ,max{xd, yd}),
x ∧ y = (min{x1, y1}, . . . ,min{xd, yd}),

xβ = xβ11 · · ·x
βd
d ,

x ≤ y ≡ xi ≤ yi, i = 1, . . . , d,

bxc = (max{n ∈ Z : n ≤ x1}, . . . ,max{n ∈ Z : n ≤ xd}) (floor function),

m = (m1, . . . ,md), mi = mi − 2bmi/2c = χ{mi is odd},

∂xi = ∂/∂xi, i = 1, . . . , d (classical partial derivatives),

∂mx = ∂m1
x1 ◦ · · · ◦ ∂

md
xd

(classical higher-order partial derivatives).

Moreover, if x, y ∈ Rd and β ∈ Nd we understand the objects xy, xβ, bxc and the relation x ≤ y
in the same way as above whenever it makes sense.

Further, for i = 1, . . . , d, x, y ∈ Rd, s ∈ (−1, 1)d and ζ ∈ (0, 1), we introduce the following
notation and abbreviations:

ei ≡ ith coordinate vector in Rd,
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σi ≡ reflection with respect to the hyperplane {ei}⊥,

q± = q±(x, y, s) = ‖x‖2 + ‖y‖2 ± 2
d∑
i=1

xiyisi,

Exp(ζ, q±) = exp

(
− 1

4ζ
q+ −

ζ

4
q−

)
, Log(ζ) = log

1 + ζ

1− ζ
.

We shall also use the following terminology. Given η ∈ Zd2 = {0, 1}d, we say that a function
f : Rd → C is η-symmetric if for each i = 1, . . . , d, f is either even or odd with respect to the
ith coordinate according to whether ηi = 0 or ηi = 1, respectively. If f is 0-symmetric, then
we simply say that f is symmetric or, alternatively, reflection invariant. Furthermore, if there
exists η ∈ Zd2 such that f is η-symmetric, then we denote by f+ its restriction to Rd+. Finally,
fη denotes the η-symmetric component of f , i.e.,

f =
∑

η∈{0,1}d
fη, fη(x) =

1

2d

∑
ε∈{−1,1}d

εηf(εx).

Conversely, if f : Rd+ 7→ C, then by fη we mean the η-symmetric extension of f to the whole Rd,
namely

fη(x) =

{
εηf(εx), if x ∈ (R \ {0})d and ε ∈ {−1, 1}d is such that εx ∈ Rd+,
0, if x /∈ (R \ {0})d.

When writing estimates, we will frequently use the notation X . Y to indicate that X ≤ CY
with a positive constant C independent of significant quantities. We shall write X ' Y when
simultaneously X . Y and Y . X.

All the notation introduced in this section is essentially consistent with [34].

2.2 Laguerre setting of convolution type

The Laguerre functions of convolution type are given by

`αk (x) = cαk exp
(
−‖x‖2/2

) d∏
i=1

Lαiki
(
x2i
)
, k ∈ Nd,

where cαk > 0 are the normalizing constants, and Lαiki are the classical one-dimensional Laguerre

polynomials. The system {`αk : k ∈ Nd} is an orthonormal basis in L2(dµ+α ).
The `αk are eigenfunctions of the Bessel harmonic oscillator

Lα = −∆−
d∑
i=1

2αi + 1

xi

∂

∂xi
+ ‖x‖2

acting on Rd+. We have Lα`
α
k = λα|k|`

α
k , where

λαn = 4n+ 2|α|+ 2d, n ≥ 0.

We denote by the same symbol Lα the natural self-adjoint extension in L2(dµ+α ) whose spectral
resolution is given by the `αk .

Partial derivatives associated with Lα emerge from the decomposition

Lα = λα0 +
d∑
i=1

δ∗i δi,
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where

δi =
∂

∂xi
+ xi, δ∗i = − ∂

∂xi
+ xi −

2αi + 1

xi
,

δ∗i being the formal adjoint of δi in L2(dµ+α ). Note that the action of δi on `αk is much simpler
comparing to δ∗i , in fact we have (see [28, p. 652] or [27, p. 694])

δi`
α
k (x) = −2

√
kixi`

α+ei
k−ei (x), δ∗i `

α
k (x) = 2

√
kixi`

α+ei
k−ei (x) +

(
2xi −

2αi + 1

xi

)
`αk (x);

here and elsewhere we use the convention that `αk ≡ 0 if k /∈ Nd. Hence it is natural to consider δi,
i = 1, . . . , d, as the first order partial derivatives related to Lα. This choice is further motivated
by mapping properties of fundamental harmonic analysis operators involving derivatives, like
Riesz–Laguerre transforms. On the other hand, the proper choice of higher-order derivatives is
a more complicated matter. Taking into account a fixed ith axis, one can iterate δi or interlace
it with δ∗i . In fact, both possibilities are well motivated and of interest.

The heat semigroup Tαt = exp(−tLα), t > 0, has an integral representation in L2(dµ+α ) and
the heat kernel is explicitly given by

Gαt (x, y) =
1

(sinh 2t)d
exp

(
−1

2
coth(2t)

(
‖x‖2 + ‖y‖2

)) d∏
i=1

(xiyi)
−αiIαi

( xiyi
sinh 2t

)
, t > 0.

Here Iαi denotes the modified Bessel function of the first kind of order αi. As a function on R+,
Iαi is smooth and strictly positive. The following representation of Gαt (x, y), which is crucial in
case α /∈ [−1/2,∞)d, was derived in [34]:

Gαt (x, y) =
∑

ε∈{0,1}d
Cα,ε

(
1− ζ2

2ζ

)d+|α|+2|ε|
(xy)2ε

∫
Exp(ζ, q±)Πα+1+ε(ds), (2.1)

where Cα,ε = [2(α+ 1)]1−ε, t and ζ are related by ζ = tanh t or, equivalently,

t = t(ζ) =
1

2
log

1 + ζ

1− ζ
, ζ ∈ (0, 1),

and Πν is the measure on (−1, 1)d given by

Πν(ds) =
1

πd/22|ν|

d∏
i=1

(
1− s2i

)νi−1/2 dsi
Γ(νi + 1/2)

, ν ∈ (0,∞)d.

Here and elsewhere we omit writing the set of integration with respect to Πν , which is always the
cube (−1, 1)d. Recall that the integrated expression Exp(ζ, q±) depends implicitly also on x, y
and s. We remark that there is a more elementary representation of Gαt (x, y) in the spirit
of (2.1), but it is restricted to α ∈ [−1/2,∞)d, see [28, 34].

In the Laguerre setting objects like `αk , Lα, δi, δ
∗
i , are considered on Rd+. Nevertheless, the

same defining formulas extend them naturally to the whole Rd. In what follows we will use these
extensions with the same notation and without further mention. An analogous remark pertains
to the heat kernel Gαt (x, y) and the above formulas, possibly with a limiting interpretation when
some coordinates of x or y vanish.
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2.3 Laguerre–Dunkl setting

This situation corresponds to the Dunkl harmonic oscillator in Rd and the associated group
of reflections isomorphic to Zd2. The multi-parameter α represents the so-called multiplicity
function, which is non-negative if and only if α ∈ [−1/2,∞)d. For α = −1/2 the setting reduces
to the context of the classical harmonic oscillator in Rd.

The Laguerre–Dunkl functions are defined on Rd by

hαk (x) = (−1)|bk/2c|2−d/2xk`α+kbk/2c(x), k ∈ Nd.

In the terminology of Dunkl theory the hαk are called generalized Hermite functions. The system
{hαk : k ∈ Nd} is an orthonormal basis in L2(dµα). We mention that hαk is η-symmetric if and
only if η = k. The associated Laguerre–Dunkl Laplacian is the differential-difference operator
given by

Lαf(x) = Lαf(x) +

d∑
i=1

(αi + 1/2)
f(x)− f(σix)

x2i
.

We have Lαh
α
k = λα|k|/2h

α
k . The natural in this context self-adjoint extension of Lα in L2(dµα)

will be denoted by the same symbol.

We have the symmetric decomposition

Lα =
1

2

d∑
i=1

(
D∗iDi + DiD

∗
i

)
,

where

Di = Tαi + xi, D∗i = −Tαi + xi,

are the mutual formal adjoints in L2(dµα), being

Tαi f(x) =
∂

∂xi
f(x) + (αi + 1/2)

f(x)− f(σix)

xi

(in the Dunkl theory Tαi , i = 1, . . . , d, are called Dunkl operators). For symmetry reasons,
both Di and D∗i are the natural first order partial derivatives associated with Lα. Their action
on hαk is (see [30, p. 546])

Dih
α
k = m(ki, αi)h

α
k−ei , D∗ih

α
k = m(ki + 1, αi)h

α
k+ei

, (2.2)

where m(ki, αi) =
√

2ki + 2ki(2αi + 1); here and in other places we use the convention that

hαk ≡ 0 when k /∈ Nd.
Higher-order derivatives associated with Lα are formed by arbitrary finite compositions of

Di and D∗i , i = 1, . . . , d. For a given n ∈ Nd and a block multi-index ω = (ω1, . . . , ωd) ∈
{−1, 1}n1 × · · · × {−1, 1}nd = {−1, 1}|n| we denote

Dn,ω = Dd,nd,ωd
◦ · · · ◦D1,n1,ω1 ,

where, for i = 1, . . . , d,

Di,ni,ωi =
(
ωiniT

α
i + xi

)
◦ · · · ◦

(
ωi1T

α
i + xi

)
.
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By convention, Di,0,ωi = Id. The action of Dn,ω on hαk can be exactly described by means
of (2.2), but we will not need this. For our purposes we only need to notice that

Dn,ωhαk = ταω (k)hα
k−

∑d
i=1 |ωi|ei

, (2.3)

where |ωi| = ωi1 + · · ·+ ωini and for a fixed n ∈ Nd the coefficients satisfy

0 ≤ ταω (k) . (|k|+ 1)|n|/2 '
(
λα|k|/2

)|n|/2
, k ∈ Nd, ω ∈ {−1, 1}|n|. (2.4)

It is worth pointing out that ταω (k) vanishes if and only if there exist 1 ≤ i ≤ d and 1 ≤ j ≤ ni
such that ki − (ωi1 + · · · + ωij) < 0. Finally, observe that if f is η-symmetric then Dn,ωf is

(η + n)-symmetric. In particular, Dn,ωhαk is (k + n)-symmetric.
The Laguerre–Dunkl heat semigroup Tαt = exp(−tLα), t > 0, has an integral representation

in L2(dµα), and the integral kernel can be represented as, see, e.g., [33, equation (3)] for the
one-dimensional case,

Gα
t (x, y) =

1

2d

∑
η∈{0,1}d

(xy)ηGα+ηt (x, y), t > 0. (2.5)

This and (2.1) leads to the important representation

Gα
t (x, y) =

1

2d

∑
ε,η∈{0,1}d

Cα+η,ε

(
1− ζ2

2ζ

)d+|α|+|η|+2|ε|
(xy)η+2ε

∫
Exp(ζ, q±)Πα+η+1+ε(ds).

Note that the sum in (2.5) contains some cancellations since all the terms except one may take
negative values when certain coordinates of x and y have opposite signs. Nevertheless, the ker-
nel Gα

t (x, y) is strictly positive when α ∈ [−1/2,∞)d. On the other hand, it may be shown,
see [33], that the kernel takes both positive and negative values if α does not satisfy the latter
condition. Observe the correlation between positivities of the heat kernel and the multiplicity
function.

2.4 Laguerre-symmetrized setting

This framework arises by applying the real variant of the symmetrization procedure proposed
in [32] to the situation of Laguerre function expansions of convolution type, see [32, Example 5.2].

The symmetrized system {Φα
k : k ∈ Nd} is an orthonormal basis in L2(dµα). The Φα

k coincide
with hαk up to signs (in particular, Φα

k is η-symmetric if and only if η = k). More precisely,

Φα
k (x) = (−1)|bk/2c|hαk (x) = 2−d/2xk`α+kbk/2c(x), k ∈ Nd.

However, the Laguerre-symmetrized Laplacian Lα differs slightly from the Laguerre–Dunkl Lap-
lacian. We have

Lαf(x) = Lαf(x) +

d∑
i=1

[
f(x)− f(σix)

]
.

Consequently, LαΦα
k = λα|b(k+1)/2c|Φ

α
k . Accordingly, we consider the natural in this context

self-adjoint extension of Lα in L2(dµα).
Partial derivatives corresponding to Lα are defined by

Dif(x) =
∂

∂xi
f(x) + xif(σix) +

αi + 1/2

xi

[
f(x)− f(σix)

]
.
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This is motivated by the following two facts. Each Di is formally skew-adjoint in L2(dµα) and Lα
decomposes simply as

Lα = λα0 −
d∑
i=1

D2
i .

Observe that there is no ambiguity in defining higher-order derivatives in this context. Note
that (see [32, Lemma 4.2])

DiΦα
k = (−1)ki+12

√
b(ki + 1)/2cΦα

k−(−1)kiei (2.6)

with the convention that Φα
k ≡ 0 if k /∈ Nd. Iteration of (2.6) easily leads to the description of

the action of Dn = Dndd ◦ · · · ◦ D
n1
1 on Φα

k , see [32, Corollary 4.3],

DnΦα
k = ρn(k)Φα

k−(−1)kn, (2.7)

where the coefficients satisfy

|ρn(k)| . (|k|+ 1)|n|/2 '
(
λα|b(k+1)/2c|

)|n|/2
, k ∈ Nd. (2.8)

Notice that ρn(k) vanishes if and only if there exist 1 ≤ i ≤ d such that ki = 0 and ni > 0.
Further, it is easy to see that if f is η-symmetric, then Dnf is (η + n)-symmetric. In particular,
DnΦα

k is (k + n)-symmetric.
The Laguerre-symmetrized heat semigroup Tαt = exp(−tLα), t > 0, is expressed in L2(dµα)

by integrating against the kernel

Gα
t (x, y) =

1

2d

∑
η∈{0,1}d

exp
(
−2|η|t

)
(xy)ηGα+ηt (x, y), t > 0.

It should be pointed out that the Laguerre-symmetrized and the Laguerre–Dunkl settings
reduce essentially to the Laguerre convolution setting after restriction to symmetric (reflection
invariant) functions.

3 Main results

In this section we present the main results of the paper. Of prior importance are Sections 3.1
and 3.2 covering the Laguerre–Dunkl and the Laguerre-symmetrized settings, respectively. As
it was already mentioned, the general strategy of proving Lp mapping properties of operators
considered in both settings relies on reducing the analysis to a number of suitably defined
auxiliary operators related to a smaller measure metric space. This strategy has its roots in
the papers [29, 30] and was then successfully applied in [14, 22, 25, 26, 43, 44]. Accordingly,
the proofs of the two main results, Theorems 3.1 and 3.7, are reduced to two auxiliary results,
Theorems 3.2 and 3.8. The proofs of the two latter results fall under the well-known scope of the
general (vector-valued) Calderón–Zygmund theory for spaces of homogeneous type. Analogous
approach based on the Calderón–Zygmund theory in similar situations can be found in [8, 14,
22, 25, 26, 28, 29, 30, 34, 40, 41, 42, 43, 44], among many others. For the reader’s convenience
we recall the main ingredients of this theory in what follows.

Some complementary results are contained in Sections 3.3 and 3.4. More precisely, in Sec-
tion 3.3 we state some new results concerning Riesz transforms and square functions in the
Laguerre setting. Most of them, see Theorem 3.13, are consequences of the Laguerre–Dunkl and
Laguerre-symmetrized results, but some not, cf. Theorem 3.14. Finally, in Section 3.4 we com-
ment on further results in all the three frameworks considered that can be obtained by means
of the techniques presented in this paper. This concerns, in particular, the Poisson semigroup
based operators such as the maximal operator, Laplace multipliers, g-functions and Lusin area
integrals; see Theorem 3.15.
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3.1 Laguerre–Dunkl setting

The main objects of our study in this subsection are the following operators, which are defined
initially in L2(dµα).

(L-D.I) The Laguerre–Dunkl heat semigroup maximal operator

Tα∗ f =
∥∥Tαt f∥∥L∞(R+,dt)

.

(L-D.II) Riesz–Laguerre–Dunkl transforms of order |n| > 0 and type ω

Rα
n,ωf =

∑
k∈Nd

(
λα|k|/2

)−|n|/2〈f, hαk 〉dµα Dn,ωhαk ,

where n ∈ Nd \ {0} and ω ∈ {−1, 1}|n|.
(L-D.III) Multipliers of Laplace and Laplace–Stieltjes transform types

Mα
mf =

∑
k∈Nd

m(λα|k|/2)〈f, h
α
k 〉dµαhαk ,

where either m(z) = z
∫∞
0 e−tzψ(t) dt with ψ ∈ L∞(R+, dt) or m(z) =

∫
R+
e−tz dν(t) with ν

being a signed or complex Borel measure on R+, with its total variation |ν| satisfying∫
R+

e−tλ
α
0 d|ν|(t) <∞. (3.1)

(L-D.IV) Littlewood–Paley–Stein type mixed g-functions

gαn,m,ω(f) =
∥∥∂mt Dn,ωTαt f

∥∥
L2(R+,t|n|+2m−1dt)

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0, and ω ∈ {−1, 1}|n|.
(L-D.V) Mixed Lusin area integrals

Sα
n,m,ω(f)(x) =

(∫
A(x)

t|n|+2m−1∣∣∂mt Dn,ωTαt f(z)
∣∣2dµα(z) dt

V α√
t
(x)

)1/2

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0, and ω ∈ {−1, 1}|n|. Further, here A(x) is
the parabolic cone with vertex at x,

A(x) = (x, 0) +A, A =
{

(z, t) ∈ Rd × R+ : |z| <
√
t
}

(3.2)

(note that the exact aperture of this cone is meaningless for our developments) and V α
t (x)

is the µα measure of the cube centered at x and of side lengths 2t. More precisely,

V α
t (x) =

d∏
i=1

V αi
t (xi), V αi

t (xi) = µαi
(
(xi − t, xi + t)

)
, x ∈ Rd, t > 0. (3.3)

The series defining Rα
n,ω and Mα

m converge in L2(dµα) and produce L2(dµα)-bounded opera-
tors. This is obvious in case of Mα

m since the values of m stay bounded. For Rα
n,ω it follows

from (2.3) and (2.4), via Parseval’s identity. Moreover, the formulas defining Tα∗ f , gαn,m,ω(f)
and Sα

n,m,ω(f), understood in a pointwise sense, are valid (the series/integral defining Tαt f(x)

converges and produces a smooth function of (x, t) ∈ Rd × R+) for f ∈ Lp(Wdµα), W ∈ Aαp ,
1 ≤ p <∞; see Proposition A.1 in Appendix I.

Our main result in the Laguerre–Dunkl situation reads as follows.
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Theorem 3.1. Assume that α ∈ (−1,∞)d and W is a weight in Rd invariant under the reflec-
tions σ1, . . . , σd. Then the Riesz–Laguerre–Dunkl transforms (L-D.II) and the multipliers of
Laplace and Laplace–Stieltjes transform types (L-D.III) extend to bounded linear operators on
Lp(Wdµα), W ∈ Aαp , 1 < p < ∞, and from L1(Wdµα) to weak L1(Wdµα), W ∈ Aα1 . Further-
more, the Laguerre–Dunkl heat semigroup maximal operator (L-D.I), the mixed g-functions
(L-D.IV) and the mixed Lusin area integrals (L-D.V) are bounded sublinear operators on
Lp(Wdµα), W ∈ Aαp , 1 < p <∞, and from L1(Wdµα) to weak L1(Wdµα), W ∈ Aα1 .

Notice that for symmetric weights the condition W ∈ Aαp is equivalent to saying that

W+ ∈ Aα,+p (recall that W+ is the restriction of W to Rd+). We now relate in detail Theo-
rem 3.1 to earlier results pertaining to the operators (L-D.I)–(L-D.V).

The Laguerre–Dunkl maximal operator (L-D.I) was considered in [30] by the first two authors
and claimed to be bounded on Lp(Wdµα), W ∈ Aαp , 1 < p < ∞, and from L1(Wdµα) to weak

L1(Wdµα), W ∈ Aα1 , provided that α ∈ [−1/2,∞)d; see [30, Theorem 3.1]. Unfortunately,
the argument justifying this in [30, p. 545] works only for symmetric weights. Thus in [30,
Theorem 3.1] it should be assumed that W is reflection invariant. An unweighted version of
this result, but with all α ∈ (−1,∞)d admitted, is due to Forzani, Sasso and Scotto [18, Theo-
rem 1.9(a)]. Theorem 3.1 delivers new weighted results in case α ∈ (−1,∞)d \ [−1/2,∞)d. We
remark that the part of Theorem 3.1 related to (L-D.I) could be obtained in a more elementary
way, essentially by the above mentioned arguments from [30], where instead of Soni’s inequality
one proceeds with the aid of standard Bessel function asymptotics getting the bound (cf. [30,
p. 545, line 9])

|Gα
t (x, y)| . Gαt (x, y), x, y ∈ Rd, t > 0,

for all α ∈ (−1,∞)d and then appealing to [34, Corollary 4.2] rather than [28, Theorem 2.1], since
the former covers all α as above. Nevertheless, the proof of Theorem 3.1 shows, roughly speaking,
that Tα∗ can be “decomposed” into Calderón–Zygmund operators, which potentially provides an
approach to investigating more subtle mapping properties of Tα∗ involving, for instance, Hardy
and BMO spaces.

The Riesz–Laguerre–Dunkl transforms of order 1 defined by means of Di (whereas their
counterparts based on D∗i were not taken into account) were studied by the first two authors
in [30] under the restriction α ∈ [−1/2,∞)d and claimed there to be bounded on Lp(Wdµα),
W ∈ Aαp , 1 < p <∞, and from L1(Wdµα) to weak L1(Wdµα), W ∈ Aα1 ; see [30, Theorem 4.3].
Unfortunately, the arguments given in [30] prove this only for reflection invariant weights W .
We take this opportunity to point out the corrections needed in [30, Section 4]. The weak as-
sociation from [30, Proposition 4.1] should be stated and proved for the operators Rα,εj defined
by the component kernels [30, equation (5.1)]. The standard estimates stated in [30, Theo-
rem 4.2] should be replaced by analogous estimates for the component kernels just mentioned,
see [30, Lemma 5.1]. Finally, [30, Theorem 4.3] should say that the operators Rα,εj (instead
of Rαj ) are Calderón–Zygmund and it should be assumed that the weights W are reflection inva-
riant. Coming back to our bibliographical account, we next mention a paper by Ben Salem and
Samaali [7] where, in dimension 1, Riesz–Laguerre–Dunkl (or rather Hilbert–Laguerre–Dunkl)
transforms of order 1, based both on D1 and D∗1, were studied with the restriction α ≥ −1/2.
For such operators unweighted Lp boundedness was obtained in [7, Theorem 5]. The authors
also claim principal value integral representations for the Hilbert–Laguerre–Dunkl transforms
in [7, Theorem 4], but the corresponding reasoning does not appear to us to be correct. More
recently, assuming α ∈ [−1/2,∞)d, Nefzi [26] considered higher-order Riesz–Laguerre–Dunkl
transforms defined either via Di or via D∗i (but not both of them simultaneously), with at
most 1 differentiation in each coordinate direction allowed (this, in particular, excludes orders
higher than the dimension). The main result of [26] is parallel to that from [30] and, unfortu-
nately, it inherits the error discussed above. Thus the result itself and the arguments justifying
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it should be corrected according to the above given indications. Having this background, we
see that Theorem 3.1 generalizes the earlier results concerning the Riesz–Laguerre–Dunkl trans-
forms in several directions: by admitting all α ∈ (−1,∞)d, all orders of the transforms, and
more general form of derivatives entering the definition, which are arbitrary compositions of Di

and D∗i . It is interesting to observe that with the trivial choice of the multiplicity function
(the case α = −1/2) Theorem 3.1 brings new results even for the higher-order Riesz–Hermite
transforms investigated by Harboure, de Rosa, Segovia and Torrea [20], and the second-named
author and Torrea [41]. More precisely, in [41] the authors prove the mapping properties from
Theorem 3.1 for the Riesz–Hermite transforms without imposing the symmetry of weights, but
with less general derivatives defining these operators (composition of Di and D∗j is not allowed,
even if their action is related to different coordinate directions). On the other hand, in [20]
the derivatives are as general as in our present result, but neither weights are allowed nor the
case p = 1 is treated there (the main objective of [20] are dimension free Lp estimates). Fi-
nally, we note that recently Riesz transforms associated with the DHO and an arbitrary group of
reflections were studied by Amri [3] and Boggarapu and Thangavelu [13], in both cases with only
non-negative multiplicity functions admitted. More precisely, in [3] unweighted Lp-boundedness,
1 < p < ∞, and weak type (1, 1) for Riesz–Dunkl transforms of order 1 (defined by means of
counterparts of Di, but not D∗i ) were obtained. In [13] the authors prove mixed norm estimates
(weighted Lp,2-boundedness, 1 < p <∞) for Riesz–Dunkl transforms of order 1 defined via the
counterparts of both Di and D∗i . Our Theorem 3.1 suggests that the results of [3, 13] can be
substantially generalized.

A particular instance of the Laplace transform type multipliers (L-D.III), imaginary powers
of the DHO, was investigated in [29] by the first two authors. It was shown that these operators
are bounded on Lp(Wdµα), W ∈ Aαp , 1 < p < ∞, and from L1(Wdµα) to weak L1(Wdµα),

W ∈ Aα1 , where W are reflection invariant weights and α ∈ [−1/2,∞)d; see [29, Theorem 1 and
Remark 1]. This result was later generalized by the third-named author to arbitrary Laplace
and also Laplace–Stieltjes transform type multipliers [43, Theorem 2.2], under the assumption
α ∈ [−1/2,∞)d. Theorem 3.1 removes this restriction by admitting all α ∈ (−1,∞)d. It is worth
mentioning that the Laplace–Stieltjes transform type multipliers (L-D.III) cover, as special cases,
potential operators associated with [DHO,Zd2]. The latter operators were studied by the first two
authors in [31, 33]. In [31] the emphasis was put on two weight Lp −Lq inequalities with radial
power weights involved, under the assumption α ∈ [−1/2,∞)d. Nevertheless, in case of p = q > 1
and equal weights, Theorem 3.1 implies further results for the potential operators by covering
α /∈ [−1/2,∞)d and by allowing weights not admitted in [31]. On the other hand, the aim of [33]
was to obtain sharp unweighted Lp − Lq estimates for the potential operators in dimension 1,
but with all α > −1 admitted. Again, Theorem 3.1 brings here some new results in the case
p = q > 1 by allowing weights. Recently Wróbel [46] proved a Marcinkiewicz type multivariate
spectral multiplier theorem in the Laguerre–Dunkl context. Assuming α ∈ [−1/2,∞)d he infers
that multipliers much more general than (L-D.III) are Lp-bounded, 1 < p <∞, with no weights
admitted; see [46, Theorem 4.1]. Finally, also recently, imaginary powers of the DHO related to
an arbitrary group of reflections were investigated by Amri and Tayari [6]. They proved that
for non-negative multiplicity functions the imaginary powers are bounded on Lp, 1 < p < ∞,
and from L1 to weak L1 (with no weights allowed). Clearly, the part of Theorem 3.1 related to
(L-D.III) indicates a natural generalization of this result.

Passing to the Littlewood–Paley–Stein type g-functions (L-D.IV), essentially we can only
invoke the third author’s paper [44], where the first order g-functions were considered and the
special case of Theorem 3.1 related to gαn,m,ω, determined by the restrictions |n| + m = 1 and

α ∈ [−1/2,∞)d, was obtained; see [44, Theorem 2.1]. The special case α = −1/2 (trivial
multiplicity function) deserves additional comments in this context. It seems that so far only

the vertical g-functions g
−1/2
0,m,ω were investigated and mapping properties as in Theorem 3.1 were
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obtained, though without requiring the symmetry of weights; see Thangavelu [45, Section 4.1]
and [40, Section 2] by the second-named author and Torrea. So the part of Theorem 3.1 related
to g-functions provides a meaningful generalization of existing results even in the framework of
the classical harmonic oscillator.

Considering the Lusin area type integrals (L-D.V), again essentially we can only appeal to the
third author’s paper [44] which delivers the special case of the part of Theorem 3.1 pertaining
to Sα

n,m,ω given by the restrictions |n|+m = 1 and α ∈ [−1/2,∞)d; see [44, Theorem 2.1]. No
more seems to have been done in the classical harmonic oscillator context (the case α = −1/2).
We only mention that in this special case [44] extended the results of Betancor, Molina and
Rodŕıguez-Mesa [11], where one-dimensional vertical Lusin area integrals were studied (n = 0,
m = 1), but in a slightly more general form emerging from involving Lr norms, r ≥ 2, rather
than L2 norms in the definition.

This somewhat lengthy account reveals importance and strength of Theorem 3.1. We will
now proceed with proving this result. The proof of Theorem 3.1 can be reduced to showing
analogous mapping properties for certain, suitably defined, auxiliary Laguerre-type operators
emerging from those introduced above and related to the smaller space (Rd+, µ+α , ‖ · ‖). To begin
with, for each η ∈ {0, 1}d we consider an auxiliary semigroup acting initially on L2(dµ+α ) and
given by

Tα,η,+t f =
(
Tαt f

η
)+

=
∑

k∈Nd, k=η

e
−tλα|k|/2〈fη, hαk 〉dµα

(
hαk
)+
, t > 0;

observe that Tαt f
η is η-symmetric, which means that the quantity Tα,η,+t f is well defined. It is

not hard to check that these auxiliary semigroups have the integral representations

Tα,η,+t f(x) =

∫
Rd+

Gα,η,+
t (x, y)f(y) dµ+α (y), x ∈ Rd+, t > 0,

Gα,η,+
t (x, y) = (xy)ηGα+ηt (x, y), x, y ∈ Rd+, t > 0. (3.4)

Further, these series/integral formulas coincide and provide a good definition of Tα,η,+t on
weighted Lp spaces for a large class of weights and produce always smooth functions of (x, t) ∈
Rd+ × R+, see Proposition A.1. Note that choosing η0 = 0 we have Tα,η0,+t = Tαt .

For η ∈ {0, 1}d, n ∈ Nd and ω ∈ {−1, 1}|n| we denote

δη,n,ω = δd,ηd,nd,ωd ◦ · · · ◦ δ1,η1,n1,ω1 ,

where for each i ∈ {1, . . . , d} we put

δi,ηi,ni,ωi =
(
ωini∂i,ηi+ni−1 + xi

)
◦ · · · ◦

(
ωi2∂i,ηi+1 + xi

)
◦
(
ωi1∂i,ηi + xi

)
(by convention, δi,ηi,0,ωi = Id) and

∂i,ηi = ∂xi + ηi
2αi + 1

xi
. (3.5)

Notice that the derivatives ∂i,ηi and δη,n,ω correspond to the action of Tαi and Dn,ω on η-
symmetric functions, respectively. To be more precise, if f is η-symmetric, then Tαi f = ∂i,ηif
and Dn,ωf = δη,n,ωf . Moreover, we may also think that ∂i,ηi and δη,n,ω act on functions defined
on the restricted space Rd+.

Now we are ready to introduce the auxiliary Laguerre-type operators, which are defined
initially in L2(dµ+α ). For each η ∈ {0, 1}d we define the following objects.
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(L-t.I) The Laguerre-type heat semigroup maximal operator

Tα,η,+∗ f =
∥∥Tα,η,+t f

∥∥
L∞(R+,dt)

.

(L-t.II) Laguerre-type Riesz transforms of order |n| > 0 and type ω

Rα,η,+
n,ω f =

∑
k∈Nd, k=η

(
λα|k|/2

)−|n|/2〈fη, hαk 〉dµα (δη,n,ωhαk )+,
where n ∈ Nd \ {0} and ω ∈ {−1, 1}|n|. Observe that if k = η, then δη,n,ωh

α
k = Dn,ωhαk is

(k + n)-symmetric and hence the quantity
(
δη,n,ωh

α
k

)+
is well defined.

(L-t.III) Multipliers of Laplace and Laplace–Stieltjes transform types

Mα,η,+
m f =

∑
k∈Nd, k=η

m(λα|k|/2)〈f
η, hαk 〉dµα

(
hαk
)+
,

where m is as in (L-D.III).

(L-t.IV) Littlewood–Paley–Stein type mixed g-functions

gα,η,+n,m,ω(f) =
∥∥∂mt δη,n,ωTα,η,+t f

∥∥
L2(R+,t|n|+2m−1dt)

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0, and ω ∈ {−1, 1}|n|.
(L-t.V) Mixed Lusin area integrals

Sα,η,+
n,m,ω(f)(x) =

(∫
A(x)∩Rd+1

+

t|n|+2m−1∣∣∂mt δη,n,ωTα,η,+t f(z)
∣∣2dµ+α (z) dt

V α,+√
t

(x)

)1/2

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0, and ω ∈ {−1, 1}|n|. Further, A(x) is the
parabolic cone with vertex at x, see (3.2). Here V α,+

t (x) is the µ+α measure of the cube
centered at x and of side lengths 2t, restricted to Rd+. More precisely,

V α,+
t (x) =

d∏
i=1

V αi,+
t (xi), x ∈ Rd+, t > 0, (3.6)

V αi,+
t (xi) = µ+αi

(
(xi − t, xi + t) ∩ R+

)
, xi > 0, t > 0.

Notice that the Laguerre-type Lusin area integrals can be written as

Sα,η,+
n,m,ω(f)(x) =

∥∥∂mt δη,n,ωTα,η,+t f(x+ z)
√

Ξα(x, z, t)χ{x+z∈Rd+}
∥∥
L2(A,t|n|+2m−1dzdt)

,

where the function Ξα is given by

Ξα(x, z, t) =

d∏
i=1

(xi + zi)
2αi+1

V αi,+√
t

(xi)
, x ∈ Rd+, z ∈ Rd, x+ z ∈ Rd+, t > 0. (3.7)

The series defining Rα,η,+
n,ω and Mα,η,+

m converge in L2(dµ+α ) and produce L2(dµ+α )-bounded
operators. This follows from the analogous properties of Rα

n,ω and Mα
m, for symmetry reasons.

Further, the formulas defining Tα,η,+∗ f , gα,η,+n,m,ω(f) and Sα,η,+
n,m,ω(f) make sense in a pointwise way

for general functions f , see Proposition A.1.
Arguments similar to those given in [29, p. 6] and [44, pp. 1522–1524] allow us to reduce the

proof of Theorem 3.1 to showing the following.
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Theorem 3.2. Assume that α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the Laguerre-type operators
(L-t.II) and (L-t.III) extend to bounded linear operators on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p < ∞,
and from L1(Udµ+α ) to weak L1(Udµ+α ), U ∈ Aα,+1 . Furthermore, the sublinear operators (L-t.I),
(L-t.IV) and (L-t.V) are bounded on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p <∞, and from L1(Udµ+α ) to
weak L1(Udµ+α ), U ∈ Aα,+1 .

To prove Theorem 3.2 we will use the general Calderón–Zygmund theory. In fact, we will
show that the Laguerre-type operators (L-t.I)–(L-t.V) are (vector-valued) Calderón–Zygmund
operators in the sense of the space of homogeneous type (Rd+, µ+α , ‖ · ‖). Then, in particular, the
mapping properties claimed in Theorem 3.2 will follow from the general theory and arguments
similar to those mentioned for instance in the proof of [42, Corollary 2.5]. To treat the Lusin
area integrals we shall need a slightly more general definition of the standard kernel, or rather
standard estimates, than the one used in the papers [29, 30, 43]. More precisely, we will allow
slightly weaker smoothness estimates as indicated below, see for instance [14, 44].

Let B be a Banach space and let K(x, y) be a kernel defined on Rd+ × Rd+\{(x, y) : x = y}
and taking values in B. We say that K(x, y) is a standard kernel in the sense of the space of
homogeneous type (Rd+, µ+α , ‖ · ‖) if it satisfies the growth estimate

‖K(x, y)‖B .
1

µ+α (B(x, ‖x− y‖))
, x 6= y, (3.8)

and the smoothness estimates

‖K(x, y)−K(x′, y)‖B .
(
‖x− x′‖
‖x− y‖

)γ 1

µ+α (B(x, ‖x− y‖))
, ‖x− y‖ > 2‖x− x′‖, (3.9)

‖K(x, y)−K(x, y′)‖B .
(
‖y − y′‖
‖x− y‖

)γ 1

µ+α (B(x, ‖x− y‖))
, ‖x− y‖ > 2‖y − y′‖, (3.10)

for some fixed γ > 0. Notice that the bounds (3.9) and (3.10) imply analogous estimates with
any 0 < γ′ < γ instead of γ. Further, observe that in these formulas, the ball B(x, ‖y − x‖)
can be replaced by B(y, ‖x − y‖), in view of the doubling property of µ+α . Furthermore, when
K(x, y) is scalar-valued (i.e., B = C) and γ = 1, the difference bounds (3.9) and (3.10) are
implied by the more convenient gradient estimate

‖∇x,yK(x, y)‖ . 1

‖x− y‖µ+α (B(x, ‖x− y‖))
, x 6= y. (3.11)

Similar reduction holds also in the vector-valued situations we consider. Here, however, we will
also use (3.9) and (3.10) with γ < 1 and thus it is more convenient to verify the smoothness
estimates rather than (3.11).

A linear operator T assigning to each f ∈ L2(dµ+α ) a measurable B-valued function Tf on Rd+
is a (vector-valued) Calderón–Zygmund operator in the sense of the space (Rd+, µ+α , ‖ · ‖) if

(i) T is bounded from L2(dµ+α ) to L2
B(dµ+α ),

(ii) there exists a standard B-valued kernel K(x, y) such that

Tf(x) =

∫
Rd+
K(x, y)f(y) dµ+α (y), a.a. x /∈ supp f,

for every f ∈ L∞c (Rd+), where L∞c (Rd+) is the subspace of L∞(Rd+) of bounded measurable
functions with compact supports.



16 A. Nowak, K. Stempak and T.Z. Szarek

Here integration of B-valued functions is understood in Bochner’s sense, and L2
B(dµ+α ) is the

Bochner–Lebesgue space of all B-valued µ+α -square integrable functions on Rd+.
Classical theory of Calderón–Zygmund operators, see, e.g., [15, Chapter 6], [17, Chapter 5] or

[19, Chapter 4], is nowadays a standard tool in analysis. Moreover, it is well known that a large
part of this theory remains valid, with appropriate adjustments, when the underlying space is
of homogeneous type and the associated kernels are vector-valued, see for instance [36] and [37].

The following result, together with the arguments discussed above, implies Theorem 3.2 and
thus also Theorem 3.1.

Theorem 3.3. Assume that α ∈ (−1,∞)d and η ∈ {0, 1}d. The Laguerre-type Riesz trans-
forms (L-t.II) and the multipliers of Laplace and Laplace–Stieltjes transform types (L-t.III)
are scalar-valued Calderón–Zygmund operators in the sense of the space (Rd+, µ+α , ‖ · ‖). Fur-
thermore, the Laguerre-type heat semigroup maximal operator (L-t.I), the mixed g-functions
(L-t.IV) and the mixed Lusin area integrals (L-t.V) can be viewed as vector-valued Calderón–
Zygmund operators in the sense of (Rd+, µ+α , ‖ · ‖) associated with the Banach spaces B = C0,
B = L2(R+, t

|n|+2m−1dt) and B = L2(A, t|n|+2m−1dzdt), respectively.

Proving Theorem 3.3 splits naturally into showing the following three results (Propositions 3.4
and 3.5, and Theorem 3.6).

Proposition 3.4. Let α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the Laguerre-type operators from
Theorem 3.3 are bounded on L2(dµ+α ).

Proof. The L2(dµ+α )-boundedness of Rα,η,+
n,ω and Mα,η,+

m is already justified, see the comment
preceding the statement of Theorem 3.2.

Considering Tα,η,+∗ , its L2(dµ+α )-boundedness follows from the L2(dµα)-boundedness of Tα∗
(see the comments following Theorem 3.1) via restricting its action to η-symmetric functions.
Alternatively, one can argue more directly, similarly as it was done in the Bessel–Dunkl setting
[14, p. 953]. Observe that, see (3.4),

Tα,η,+∗ f(x) = xηTα+η∗
(
y−ηf

)
(x), x ∈ Rd+,

where Tα∗ f = ‖Tαt f‖L∞(R+,dt) is the Laguerre heat semigroup maximal operator. Since Tα∗ is
bounded on L2(dµ+α ) (cf. [34, Theorem 4.1] and also references given there), we obtain∥∥Tα,η,+∗ f

∥∥
L2(dµ+α )

=
∥∥Tα+η∗

(
y−ηf

)∥∥
L2(dµ+α+η)

.
∥∥y−ηf∥∥

L2(dµ+α+η)
= ‖f‖L2(dµ+α )

.

Passing to gα,η,+n,m,ω, we first note that the special cases |n|+m = 1 are contained in [44, Propo-
sition 2.4]. Actually, that result is stated under the assumption α ∈ [−1/2,∞)d, nevertheless the
argument given there is valid for all α ∈ (−1,∞)d. To show the L2(dµ+α )-boundedness of gα,η,+n,m,ω

in the general case it is enough to verify the L2(dµα)-boundedness of gαn,m,ω, since then the
desired property will follow via restricting to η-symmetric functions. Differentiating the series
defining Tαt f (this is legitimate, see the proof of Proposition A.1) and using (2.3) we get

∂mt Dn,ωTαt f =
∑
k∈Nd

(
−λα|k|/2

)m
ταω (k)e

−tλα|k|/2〈f, hαk 〉dµαhαk−∑d
i=1 |ωi|ei

.

Now, changing the order of integration and then using Parseval’s identity and (2.4), we arrive
at the bound

∥∥gαn,m,ω(f)
∥∥2
L2(dµα)

.
∫ ∞
0

∑
k∈Nd

(
λα|k|/2

)|n|+2m
e
−2tλα|k|/2

∣∣〈f, hαk 〉dµα∣∣2
 t|n|+2m−1 dt.



On Harmonic Analysis Operators in Laguerre–Dunkl and Laguerre-Symmetrized Settings 17

Changing the order of integration and summation, evaluating the integral and then using once
again Parseval’s identity leads directly to the L2 bound for gαn,m,ω.

Finally, the L2(dµ+α )-boundedness of Sα,η,+
n,m,ω is a consequence of the same property for gα,η,+n,m,ω

which is already justified. Indeed, with the aid of Lemma 4.7(a) below one easily verifies that∥∥Sα,η,+
n,m,ω(f)

∥∥
L2(dµ+α )

'
∥∥gα,η,+n,m,ω(f)

∥∥
L2(dµ+α )

, f ∈ L2(dµ+α ).

This finishes the proof. �

Formal computations and the results from papers [29, 30, 43, 44] suggest that the Laguerre-
type operators are associated with the following kernels related to appropriate Banach spaces B.

(L-t.I) The kernel associated with the Laguerre-type heat semigroup maximal operator,

Uα,η,+(x, y) =
{
Gα,η,+
t (x, y)

}
t>0

, B = C0 ⊂ L∞(R+, dt).

(L-t.II) The kernels associated with the Laguerre-type Riesz transforms,

Rα,η,+
n,ω (x, y) =

1

Γ(|n|/2)

∫ ∞
0

δη,n,ω,xG
α,η,+
t (x, y)t|n|/2−1 dt, B = C,

where n ∈ Nd \ {0} and ω ∈ {−1, 1}|n|.
(L-t.IIIa) The kernels associated with the Laplace transform type multipliers,

Kα,η,+ψ (x, y) = −
∫ ∞
0

ψ(t)∂tG
α,η,+
t (x, y) dt, B = C,

where ψ ∈ L∞(R+, dt).

(L-t.IIIb) The kernels associated with the Laplace–Stieltjes transform type multipliers,

Kα,η,+ν (x, y) =

∫
R+

Gα,η,+
t (x, y) dν(t), B = C,

where ν is a signed or complex Borel measure on R+ with the total variation |ν| satis-
fying (3.1).

(L-t.IV) The kernels associated with the mixed g-functions,

Hα,η,+n,m,ω(x, y) =
{
∂mt δη,n,ω,xG

α,η,+
t (x, y)

}
t>0

, B = L2(R+, t
|n|+2m−1dt),

where n ∈ Nd, m ∈ N are such that |n|+m > 0, and ω ∈ {−1, 1}|n|.
(L-t.V) The kernels associated with the mixed Lusin area integrals

Sα,η,+
n,m,ω(x, y) =

{
∂mt δη,n,ω,xG

α,η,+
t (x, y)

∣∣∣
x=x+z

√
Ξα(x, z, t)χ{x+z∈Rd+}

}
(z,t)∈A

with B = L2(A, t|n|+2m−1dzdt), where n ∈ Nd, m ∈ N are such that |n| + m > 0, and
ω ∈ {−1, 1}|n|.

The next result shows that the associations are indeed true in the Calderón–Zygmund theory
sense.

Proposition 3.5. Assume that α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the Laguerre-type operators
(L-t.I)–(L-t.V) are associated, in the Calderón–Zygmund theory sense, with the corresponding
kernels just listed.
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Proof. The reasoning is fairly standard. In the cases of Uα,η,+ and Rα,η,+
n,ω we can proceed as in

[28, 30] since the arguments given there are actually valid for all α ∈ (−1,∞)d provided that the
same is true about the standard estimates. Similarly, in the cases of Kα,η,+ψ and Kα,η,+ν we can

proceed as in [43] since an analogous remark applies. Finally, in the cases of Hα,η,+n,m,ω and Sα,η,+
n,m,ω

we can proceed as in [42, 44] since, again, the same remark is in force. To be precise, in [44] only
some special cases of the present operators are covered but the arguments used there apply also
in the more general situation of mixed g-functions and mixed Lusin area integrals considered in
this paper. For readers’ convenience we now sketch the proof of the association in case of the
g-functions. Further details and the other cases are left to the reader.

Let B = L2(R+, t
|n|+2m−1dt). By density arguments it is enough to show that〈{

∂mt δη,n,ωT
α,η,+
t f

}
t>0

, h
〉
L2
B(dµ

+
α )

=

〈∫
Rd+

{
∂mt δη,n,ω,xG

α,η,+
t (x, y)

}
t>0

f(y) dµ+α (y), h

〉
L2
B(dµ

+
α )

for every f ∈ C∞c (Rd+) and h(x, t) = h1(x)h2(t) such that h1 ∈ C∞c (Rd+), h2 ∈ C∞c (R+)
and supp f ∩ supph1 = ∅ (notice that the linear span of functions h of this form is dense
in L2

B
(
(supp f)C , dµ+α

)
). We first deal with the left-hand side of the desired identity. Using the

L2(dµ+α )-boundedness of gα,η,+n,m,ω we may change the order of integration and obtain∫ ∞
0

t|n|+2m−1h2(t)

∫
Rd+
∂mt δη,n,ωT

α,η,+
t f(x)h1(x) dµ+α (x) dt.

On the other hand, using Fubini’s theorem (its application is legitimate in view of the growth
condition for the kernel Hα,η,+n,m,ω(x, y)) and changing the order of integration, we see that the
right-hand side in question equals∫ ∞

0
t|n|+2m−1h2(t)

∫
Rd+

∫
Rd+
∂mt δη,n,ω,xG

α,η,+
t (x, y)f(y) dµ+α (y)h1(x) dµ+α (x) dt.

Therefore, to finish the reasoning, it suffices to verify that

∂mt δη,n,ωT
α,η,+
t f(x) =

∫
Rd+
∂mt δη,n,ω,xG

α,η,+
t (x, y)f(y) dµ+α (y), x ∈ Rd+, t > 0,

for each f ∈ C∞c (Rd+). This, however, can be done by using the dominated convergence theorem
and the estimates obtained in Lemma 4.1 below. �

Finally, we state the central technical result of our approach.

Theorem 3.6. Let α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the kernels (L-t.I)–(L-t.V) listed
above satisfy the standard estimates with the relevant Banach spaces B. More precisely, the
kernels (L-t.I)–(L-t.IV) satisfy the smoothness conditions with γ = 1, and the kernel (L-t.V)
satisfies (3.9) and (3.10) with any γ ∈ (0, 1/2] such that γ < min

1≤i≤d
(αi + 1).

The proof of Theorem 3.6, which is the most technical part of the paper, is located in
Section 4.
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3.2 Laguerre-symmetrized setting

The main objects of our interest in this subsection are the following operators, which are defined
initially in L2(dµα).

(L-s.I) The Laguerre-symmetrized heat semigroup maximal operator

Tα∗ f =
∥∥Tαt f∥∥L∞(R+,dt)

.

(L-s.II) Riesz–Laguerre-symmetrized transforms of order |n| > 0

Rαnf =
∑
k∈Nd

(
λα|b(k+1)/2c|

)−|n|/2〈f,Φα
k 〉dµα DnΦα

k ,

where n ∈ Nd \ {0}.
(L-s.III) Multipliers of Laplace and Laplace–Stieltjes transform types

Mα
mf =

∑
k∈Nd

m(λα|b(k+1)/2c|)〈f,Φ
α
k 〉dµα Φα

k ,

where m is as in (L-D.III).

(L-s.IV) Littlewood–Paley–Stein type mixed g-functions

ðαn,m(f) =
∥∥∂mt DnTαt f

∥∥
L2(R+,t|n|+2m−1dt)

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0.

(L-s.V) Mixed Lusin area integrals

Sαn,m(f)(x) =

(∫
A(x)

t|n|+2m−1∣∣∂mt DnTαt f(z)
∣∣2dµα(z) dt

V α√
t
(x)

)1/2

,

where n ∈ Nd and m ∈ N are such that |n|+m > 0, and A(x), V α
t (x) are defined in (3.2)

and (3.3), respectively.

The series defining Rαn and Mα
m converge in L2(dµα) and produce L2(dµα)-bounded operators.

This is immediate in case of Mα
m since the values of m stay bounded. For Rαn it follows from (2.7)

and (2.8). Moreover, the formulas defining Tα∗ f , ðαn,m(f) and Sαn,m(f), understood in a pointwise
way, are valid (the series/integral defining Tαt f(x) converges and produces a smooth function of
(x, t) ∈ Rd × R+) for f ∈ Lp(Wdµα), W ∈ Aαp , 1 ≤ p <∞; see Proposition A.1.

Our main result in the Laguerre-symmetrized framework reads as follows.

Theorem 3.7. Assume that α ∈ (−1,∞)d and W is a weight on Rd invariant under the reflec-
tions σ1, . . . , σd. Then the Riesz–Laguerre-symmetrized transforms (L-s.II) and the multipliers
of Laplace and Laplace–Stieltjes transform types (L-s.III) extend to bounded linear operators
on Lp(Wdµα), W ∈ Aαp , 1 < p < ∞, and from L1(Wdµα) to weak L1(Wdµα), W ∈ Aα1 .
Furthermore, the Laguerre-symmetrized heat semigroup maximal operator (L-s.I), the mixed g-
functions (L-s.IV) and the mixed Lusin area integrals (L-s.V) are bounded sublinear operators
on Lp(Wdµα), W ∈ Aαp , 1 < p <∞, and from L1(Wdµα) to weak L1(Wdµα), W ∈ Aα1 .

It is worth mentioning that an analogue of Theorem 3.7 in the one-dimensional framework of
Jacobi trigonometric polynomial expansions was proved recently by Langowski [22, 25], though
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without including Lusin area integrals; see [22, Theorem 2.1] and [25, Theorem 3.1]. Apart from
that, no other symmetrized settings seem to have been studied earlier from a similar perspective.

The proof of Theorem 3.7 can be reduced to showing analogous mapping properties for
certain, suitably defined, auxiliary Laguerre-type operators emerging from those introduced
above and related to the smaller space (Rd+, µ+α , ‖ · ‖). To proceed, for each η ∈ {0, 1}d we
consider an auxiliary semigroup of operators acting initially on L2(dµ+α ) and given by

Tα,η,+t f =
(
Tαt fη

)+
=

∑
k∈Nd, k=η

e
−tλα|b(k+1)/2c|〈fη,Φα

k 〉dµα
(
Φα
k

)+
, t > 0;

observe that Tαt fη is η-symmetric, which means that the quantity Tα,η,+t f is well defined. It is
straightforward to show that these auxiliary semigroups have the integral representations

Tα,η,+t f(x) =

∫
Rd+

Gα,η,+
t (x, y)f(y) dµ+α (y), x ∈ Rd+, t > 0,

Gα,η,+
t (x, y) = exp

(
− 2|η|t

)
(xy)ηGα+ηt (x, y), x, y ∈ Rd+, t > 0.

Further, these series/integral formulas provide a good definition of Tα,η,+t on weighted Lp spaces
for a large class of weights and produce always smooth functions of (x, t) ∈ Rd+ × R+, see

Proposition A.1. Again, note that choosing η0 = 0 we have Tα,η0,+t = Tαt .
For η ∈ {0, 1}d and n ∈ Nd we denote

δsymη,n = δsymd,ηd,nd
◦ · · · ◦ δsym1,η1,n1

, δsymi,ηi,ni
= δsym

i,ηi+ni−1
◦ · · · ◦ δsym

i,ηi+1
◦ δsymi,ηi

,

(by convention, δsymi,ηi,0
= Id), where for i ∈ {1, . . . , d} and ηi ∈ {0, 1} we put, see (3.5),

δsymi,ηi
= ∂i,ηi + (−1)ηixi.

Notice that the derivative δsymη,n corresponds to the action of Dn on η-symmetric functions. Pre-
cisely, if f is η-symmetric, then Dnf = δsymη,n f . Further, we may also think that δsymη,n acts on
functions defined on the smaller space Rd+.

Now we are ready to introduce the auxiliary Laguerre-type operators, which are defined
initially in L2(dµ+α ). For each η ∈ {0, 1}d we define the following objects.

(L-t′.I) The Laguerre-type heat semigroup maximal operator

Tα,η,+∗ f =
∥∥Tα,η,+t f

∥∥
L∞(R+,dt)

.

(L-t′.II) Laguerre-type Riesz transforms of order |n| > 0

Rα,η,+n f =
∑

k∈Nd, k=η

(
λα|b(k+1)/2c|

)−|n|/2〈fη,Φα
k 〉dµα

(
δsymη,n Φα

k

)+
,

where n ∈ Nd \ {0}. Observe that if k = η, then δsymη,n Φα
k = Dnhαk is (k + n)-symmetric and

hence the quantity
(
δsymη,n Φα

k

)+
is well defined.

(L-t′.III) Multipliers of Laplace and Laplace–Stieltjes transform types

Mα,η,+
m f =

∑
k∈Nd, k=η

m
(
λα|b(k+1)/2c|

)
〈fη,Φα

k 〉dµα
(
Φα
k

)+
,

where m is as in (L-D.III).
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(L-t′.IV) Littlewood–Paley–Stein type mixed g-functions

ðα,η,+n,m (f) =
∥∥∂mt δsymη,n Tα,η,+t f

∥∥
L2(R+,t|n|+2m−1dt)

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0.

(L-t′.V) Mixed Lusin area integrals

Sα,η,+n,m (f)(x) =

(∫
A(x)∩Rd+1

+

t|n|+2m−1∣∣∂mt δsymη,n Tα,η,+t f(z)
∣∣2dµ+α (z) dt

V α,+√
t

(x)

)1/2

,

where n ∈ Nd, m ∈ N are such that |n| + m > 0, and A(x), V α,+
t (x) are defined in (3.2)

and (3.6), respectively.

Notice that the Laguerre-type Lusin area integrals can be written as

Sα,η,+n,m (f)(x) =
∥∥∂mt δsymη,n Tα,η,+t f(x+ z)

√
Ξα(x, z, t)χ{x+z∈Rd+}

∥∥
L2(A,t|n|+2m−1dzdt)

,

where Ξα is defined in (3.7). We note that the series defining Rα,η,+n and Mα,η,+
m converge in

L2(dµ+α ) and produce L2(dµ+α )-bounded operators. This follows from the L2(dµα)-boundedness
of Rαn and Mα

m, for symmetry reasons. Further, the formulas defining Tα,η,+∗ f , ðα,η,+n,m (f) and
Sα,η,+n,m (f) make a pointwise sense for general functions f , see Proposition A.1.

Arguments similar to those given in [29, p. 6] and [44, pp. 1522–1524] allow us to reduce the
proof of Theorem 3.7 to showing the following.

Theorem 3.8. Assume that α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the Laguerre-type operators
(L-t′.II), (L-t′.III) extend to bounded linear operators on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p <∞, and
from L1(Udµ+α ) to weak L1(Udµ+α ), U ∈ Aα,+1 . Furthermore, the sublinear operators (L-t′.I),
(L-t′.IV) and (L-t′.V) are bounded on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p < ∞, and from L1(Udµ+α )
to weak L1(Udµ+α ), U ∈ Aα,+1 .

To prove Theorem 3.8 we will use the general Calderón–Zygmund theory. We will just
show that the Laguerre-type operators (L-t′.I)–(L-t′.V) are (vector-valued) Calderón–Zygmund
operators in the sense of the space of homogeneous type (Rd+, µ+α , ‖·‖), see the comment following
the statement of Theorem 3.2. The result below implies Theorem 3.8 and thus also Theorem 3.7.

Theorem 3.9. Assume that α ∈ (−1,∞)d and η ∈ {0, 1}d. The Laguerre-type Riesz trans-
forms (L-t′.II) and the multipliers of Laplace and Laplace–Stieltjes transform types (L-t′.III)
are scalar-valued Calderón–Zygmund operators in the sense of the space (Rd+, µ+α , ‖ · ‖). Fur-
thermore, the Laguerre-type heat semigroup maximal operator (L-t’.I), the mixed g-functions
(L-t′.IV) and the mixed Lusin area integrals (L-t′.V) can be viewed as vector-valued Calderón–
Zygmund operators in the sense of (Rd+, µ+α , ‖ · ‖) associated with the Banach spaces B = C0,
B = L2(R+, t

|n|+2m−1dt) and B = L2(A, t|n|+2m−1dzdt), respectively.

Proving Theorem 3.9 splits into showing the following three results.

Proposition 3.10. Let α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the Laguerre-type operators from
Theorem 3.9 are bounded on L2(dµ+α ).

Proof. The L2(dµ+α )-boundedness of Rα,η,+n and Mα,η,+
m is already justified, see the comments

preceding Theorem 3.8. Since Tα,η,+∗ f is controlled pointwise by Tα,η,+∗ |f | (this is immediately
seen by comparing the associated integral kernels), the L2(dµ+α )-boundedness of Tα,η,+∗ follows
from Proposition 3.4. The square functions are dealt with similarly as their Laguerre–Dunkl
counterparts in the proof of Proposition 3.4. More precisely, the case of Sα,η,+n,m is reduced
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to ðα,η,+n,m with the aid of Lemma 4.7(a). On the other hand, the L2(dµ+α )-boundedness of ðα,η,+n,m

is a consequence of the L2(dµα)-boundedness of ðαn,m (via restricting to η-symmetric functions).
The latter property is verified in an analogous way to the same for gαn,m,ω, see the proof of
Proposition 3.4, where now one should use (2.7) and (2.8) instead of (2.3) and (2.4). �

Formal computations suggest that the Laguerre-type operators in question are associated
with the following kernels related to appropriate Banach spaces B.

(L-t′.I) The kernel associated with the Laguerre-type heat semigroup maximal operator,

Uα,η,+(x, y) =
{
Gα,η,+
t (x, y)

}
t>0

, B = C0 ⊂ L∞(R+, dt).

(L-t′.II) The kernels associated with the Laguerre-type Riesz transforms,

Rα,η,+n (x, y) =
1

Γ(|n|/2)

∫ ∞
0

δsymη,n,xG
α,η,+
t (x, y)t|n|/2−1 dt, B = C,

where n ∈ Nd \ {0}.
(L-t′.IIIa) The kernels associated with the Laplace transform type multipliers,

Kα,η,+
ψ (x, y) = −

∫ ∞
0

ψ(t)∂tGα,η,+
t (x, y) dt, B = C,

where ψ ∈ L∞(R+, dt).

(L-t′.IIIb) The kernels associated with the Laplace–Stieltjes transform type multipliers,

Kα,η,+
ν (x, y) =

∫
R+

Gα,η,+
t (x, y) dν(t), B = C,

where ν is a signed or complex Borel measure on R+ with the total variation |ν| satis-
fying (3.1).

(L-t′.IV) The kernels associated with the mixed g-functions,

Hα,η,+
n,m (x, y) =

{
∂mt δ

sym
η,n,xG

α,η,+
t (x, y)

}
t>0

, B = L2(R+, t
|n|+2m−1dt),

where n ∈ Nd, m ∈ N are such that |n|+m > 0.

(L-t′.V) The kernels associated with the mixed Lusin area integrals

Sα,η,+n,m (x, y) =

{
∂mt δ

sym
η,n,xG

α,η,+
t (x, y)

∣∣∣
x=x+z

√
Ξα(x, z, t)χ{x+z∈Rd+}

}
(z,t)∈A

with B = L2(A, t|n|+2m−1dzdt), where n ∈ Nd, m ∈ N are such that |n|+m > 0.

Proposition 3.11. Assume that α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the Laguerre-type op-
erators (L-t′.I)–(L-t′.V) are associated, in the Calderón–Zygmund theory sense, with the corre-
sponding kernels listed above.

Proof. Here the reasoning is similar to that in the Laguerre–Dunkl setting, see the proof of
Proposition 3.5 where the case of g-functions is explained. We leave details to the reader. �

Theorem 3.12. Let α ∈ (−1,∞)d and η ∈ {0, 1}d. Then the kernels (L-t′.I)–(L-t′.V) listed
above satisfy the standard estimates with the relevant Banach spaces B. More precisely, the
kernels (L-t′.I)–(L-t′.IV) satisfy the smoothness conditions with γ = 1, and the kernel (L-t′.V)
satisfies (3.9) and (3.10) with any γ ∈ (0, 1/2] such that γ < min

1≤i≤d
(αi + 1).

For the proof of Theorem 3.12 see the end of Section 4.
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3.3 Laguerre setting

In this subsection we state new results in the Laguerre setting that are mostly implied by our
Laguerre–Dunkl and Laguerre-symmetrized results. Recall that δi, i = 1, . . . , d (but not δ∗i ), are
the appropriate first order derivatives in the Laguerre context. Thus, at first glance, a natural
choice of higher-order derivatives is simply

δn = δndd ◦ · · · ◦ δ
n1
1 , n ∈ Nd.

Higher-order Riesz–Laguerre transforms and mixed g-functions involving δn were investigated
by the authors in [28, 34]. However, as it was pointed out in [32] by the first and second
authors, seemingly even more natural higher-order derivatives in this situation are the interlaced
derivatives

Dn =
(
· · · δdδ∗dδdδ∗dδd︸ ︷︷ ︸
nd components

)
◦ · · · ◦

(
· · · δ2δ∗2δ2δ∗2δ2︸ ︷︷ ︸
n2 components

)
◦
(
· · · δ1δ∗1δ1δ∗1δ1︸ ︷︷ ︸
n1 components

)
.

Therefore we now consider the following operators defined via Dn and given initially in L2(dµ+α ).

(L.II) Riesz–Laguerre transforms of order |n| > 0

Rαnf =
∑
k∈Nd

(
λα|k|
)−|n|/2〈f, `αk 〉dµ+α Dn`αk ,

where n ∈ Nd \ {0}.
(L.IV) Littlewood–Paley–Stein type mixed g-functions

gαn,m(f) =
∥∥∂mt DnTαt f

∥∥
L2(R+,t|n|+2m−1dt)

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0.

(L.V) Mixed Lusin area integrals

Sαn,m(f)(x) =

(∫
A(x)∩Rd+1

+

t|n|+2m−1∣∣∂mt DnTαt f(z)
∣∣2dµ+α (z) dt

V α,+√
t

(x)

)1/2

,

where n ∈ Nd, m ∈ N are such that |n| + m > 0, and A(x), V α,+
t (x) are defined in (3.2)

and (3.6), respectively.

Observe that the operators (L.II), (L.IV) and (L.V) coincide (up to the sign (−1)|bn/2c| in case
of (L.II)) with the Laguerre-type operators (L-t′.II), (L-t′.IV) and (L-t′.V) with η = 0 investi-
gated in Section 3.2. Furthermore, they also coincide with the Laguerre-type operators (L-t.II),
(L-t.IV) and (L-t.V) with η = 0 and ω = ω0 ∈ N|n| such that ωij = (−1)j+1, i ∈ {1, . . . , d},
j ∈ {1, . . . , ni} studied in Section 3.1. Thus we know that the series defining Rαn converges
in L2(dµ+α ), and the formulas defining gαn,m(f) and Sαn,m(f) can be understood pointwise for

f ∈ Lp(Udµ+α ), U ∈ Aα,+p , 1 ≤ p < ∞. Moreover, the following result holds (see Theorems 3.8
and 3.2).

Theorem 3.13. Assume that α ∈ (−1,∞)d. Then the Riesz–Laguerre transforms (L.II) extend
to bounded linear operators on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p < ∞, and from L1(Udµ+α ) to weak
L1(Udµ+α ), U ∈ Aα,+1 . Furthermore, the square functions (L.IV) and (L.V) are bounded sublinear
operators on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p < ∞, and from L1(Udµ+α ) to weak L1(Udµ+α ),
U ∈ Aα,+1 .
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Concerning the Riesz–Laguerre transforms, Theorem 3.13 complements the analogous result
for the above mentioned other variant of higher-order Riesz–Laguerre transforms obtained in
[34, Corollary 4.2] and earlier in [28, Theorem 3.8] under the restriction α ∈ [−1/2,∞)d.

The Laguerre g-functions gαn,m and the Lusin area integrals Sαn,m of order 1 (i.e., in the cases
when |n| + m = 1) were studied earlier first by the third-named author under the restriction
α ∈ [−1/2,∞)d; see [42, Corollary 2.5] and [44, Theorem 2.8], which cover the just indicated
special cases of Theorem 3.13. An analogue of Theorem 3.13 for the variant of higher-order
Laguerre g-functions defined via δn rather than Dn is contained in [34, Corollary 4.2].

We point out that the results of Sections 3.1 and 3.2 readily imply further generalizations of
known results in the Laguerre setting. For instance, choosing η = ei, i = 1, . . . , d, in Theorem 3.8
one recovers and generalizes the results pertaining to Riesz transforms and square functions
related to the so-called modified Laguerre semigroups found in [28, p. 664], [42, Corollary 2.5]
and [44, Theorem 2.8]. We leave further details to interested readers.

It is worth mentioning that Theorem 3.13 can be seen as a direct consequence of either Theo-
rem 3.1 or Theorem 3.7. Indeed, it suffices to restrict the operators in the latter two theorems
to reflection invariant functions and choose ω = ω0 appearing implicitly in Theorem 3.1.

Finally, we take this opportunity to complement the results of [34, 42, 44] by providing an
analogue of Theorem 3.13 for the Laguerre mixed Lusin area integrals defined via δn rather
than Dn. Thus we consider

(L.VI) Mixed Lusin area integrals

sαn,m(f)(x) =

(∫
A(x)∩Rd+1

+

t|n|+2m−1∣∣∂mt δnTαt f(z)
∣∣2dµ+α (z) dt

V α,+√
t

(x)

)1/2

,

where n ∈ Nd, m ∈ N are such that |n| + m > 0, and A(x), V α,+
t (x) are defined in (3.2)

and (3.6), respectively.

Since Tαt f(z) is a smooth function of (z, t) ∈ Rd+ × R+ whenever f ∈ Lp(Udµ+α ), U ∈ Aα,+p ,
1 ≤ p <∞ (see [34, p. 811]), this definition makes pointwise sense for the general f as above.

Theorem 3.14. Assume that α ∈ (−1,∞)d. The Lusin area integrals (L.VI) are bounded sub-
linear operators on Lp(Udµ+α ), U ∈ Aα,+p , 1 < p <∞, and from L1(Udµ+α ) to weak L1(Udµ+α ),
U ∈ Aα,+1 .

The proof of Theorem 3.14 goes along yet familiar lines of the Calderón–Zygmund theory.
One views sαn,m as vector-valued linear operators associated with

(L.VI) The kernels associated with mixed Lusin area integrals

sαn,m(x, y) =

{
∂mt δ

n
xG

α
t (x, y)

∣∣∣
x=x+z

√
Ξα(x, z, t)χ{x+z∈Rd+}

}
(z,t)∈A

taking values in the Banach space B = L2(A, t|n|+2m−1dzdt). Such operators are bounded from
L2(dµ+α ) to L2

B(dµ+α ), which by means of Lemma 4.7(a) below is a consequence of the L2(dµ+α )-
boundedness of mixed g-functions defined via δn; see the proof of [34, Theorem 4.1]. The
fact that sαn,m is indeed associated with the kernel sαn,m(x, y) is verified in a similar manner
as for the Laguerre-type Lusin area integrals considered in Sections 3.1 and 3.2. Finally, the
standard estimates for sαn,m(x, y) follow from estimates obtained in [34] by means of the strategy

established in Section 4. More precisely, observe that with the aid of [34, Lemma 2.4] for l, r ∈ Nd
such that |l| + |r| ≤ 1 the quantity

∣∣∂ry∂lx∂mt δnxGαt (x, y)
∣∣ is controlled by the right-hand side of

the bound appearing in the statement of Lemma 4.1 with η = 0 and the exponent of Exp(ζ, q±)
replaced by 1/4 there (the exact value of this exponent is meaningless for our developments).
Then, proceeding as in the proof of Theorem 3.6 (the case of Sα,η,+

n,m,ω(x, y)) we obtain the standard
estimates for sαn,m(x, y); see also the proof of Theorem 3.12 in Section 4.
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3.4 Further results and comments

For the sake of brevity, we shall focus here on the Laguerre–Dunkl setting. Nevertheless, eve-
rything what follows in this subsection, in particular the forthcoming theorem, after suitable
and quite obvious modifications pertains also to the Laguerre-symmetrized and the Laguerre
contexts.

The Laguerre–Dunkl Poisson semigroup Pα
t = exp(−t

√
Lα), t > 0, is related to the Laguerre–

Dunkl heat semigroup via the subordination formula

Pα
t f(x) =

∫ ∞
0

Tαt2/(4u)f(x)
e−u du√
πu

(3.12)

valid pointwise for f ∈ Lp(Wdµα), W ∈ Aαp , 1 ≤ p < ∞. It is of interest and importance
to investigate counterparts of the operators (L-D.I) and (L-D.III)–(L-D.V) associated with the
Poisson semigroup. More precisely, these are the following.

(L-D.P.I) The Laguerre–Dunkl Poisson semigroup maximal operator

Pα
∗ f =

∥∥Pα
t f
∥∥
L∞(R+,dt)

.

(L-D.P.III) Multipliers of Laplace and Laplace–Stieltjes transform types

Mα,P
m f =

∑
k∈Nd

m
(√

λα|k|/2

)
〈f, hαk 〉dµα hαk ,

where either m(z) = z
∫∞
0 e−tzψ(t) dt with ψ ∈ L∞(R+, dt) or m(z) =

∫
R+
e−tz dν(t) with ν

being a signed or complex Borel measure on R+, with its total variation |ν| satisfying∫
R+

e−t
√
λα0 d|ν|(t) <∞.

(L-D.P.IV) Littlewood–Paley–Stein type mixed g-functions

gα,Pn,m,ω(f) =
∥∥∂mt Dn,ωPα

t f
∥∥
L2(R+,t2|n|+2m−1dt)

,

where n ∈ Nd, m ∈ N are such that |n|+m > 0, and ω ∈ {−1, 1}|n|.
(L-D.P.V) Mixed Lusin area integrals

Sα,P
n,m,ω(f)(x) =

(∫
C(x)

t2|n|+2m−1∣∣∂mt Dn,ωPα
t f(z)

∣∣2dµα(z) dt

V α
t (x)

)1/2

,

where n ∈ Nd, m ∈ N are such that |n| + m > 0, and ω ∈ {−1, 1}|n|. Further, V α
t is as

in (3.3), and C(x) is the standard cone with vertex at x,

C(x) = (x, 0) + C, C =
{

(z, t) ∈ Rd × R+ : |z| < t
}
.

The exact aperture of C is of course irrelevant for our considerations. It is easily seen that
the series defining Mα,P

m converges in L2(dµα) and produces L2(dµα)-bounded operator. The
remaining operators are well defined pointwise for f ∈ Lp(Wdµα), W ∈ Aαp , 1 ≤ p <∞.

The techniques presented in this paper combined with the subordination formula (3.12) allow
one to show the following result.
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Theorem 3.15. Assume that α ∈ (−1,∞)d and W is a weight on Rd invariant under the
reflections σ1, . . . , σd. Then the multipliers of Laplace and Laplace–Stieltjes transform types
(L-D.P.III) extend to bounded linear operators on Lp(Wdµα), W ∈ Aαp , 1 < p < ∞, and from
L1(Wdµα) to weak L1(Wdµα), W ∈ Aα1 . Furthermore, the Laguerre–Dunkl Poisson semigroup
maximal operator (L-D.P.I), the mixed g-functions (L-D.P.IV) and the mixed Lusin area integrals
(L-D.P.V) are bounded on Lp(Wdµα), W ∈ Aαp , 1 < p < ∞, and from L1(Wdµα) to weak
L1(Wdµα), W ∈ Aα1 .

Actually, the part of Theorem 3.15 concerning the maximal operator and g-functions is
a direct consequence of the subordination formula and Theorem 3.1. To prove the remaining
part one has to combine the Calderón–Zygmund operator theory approach with (3.12). We leave
the details to interested readers. For more hints on the way of reasoning in case of the Lusin area
integrals we refer to the proof of [14, Proposition 2.8]. Here we just note that instead of using
Lemma 4.6 (see [14, p. 963, line 7]) it is convenient to use the fact that there exist constants
c1, c2 > 0 such that the estimate(

1− ζ2
(
t

4u

))(d+|α|)/2(
Exp

(
ζ

(
t

4u

)
, q±(x+ z, y, s)

))1/2

.

(
Exp

(
ζ

(
t

4u

)
, q±(x, y, s)

))c1
eu/2 + χ{t≥4u} exp

(
−c2
|x|2 + |y|2

u+ 1

)
holds uniformly in u > 0, x, y ∈ Rd+, (z, t) ∈ A and s ∈ (−1, 1)d.

Theorem 3.15 extends, in particular, [43, Corollary 2.8] where the Laplace multipliers
(L-D.P.III) were treated under the assumption α ∈ [−1/2,∞)d. Further, it generalizes [44,
Theorem 2.7] dealing with the g-functions (L-D.P.IV) of order 1, i.e., with |n| + m = 1, and
under the restriction α ∈ [−1/2,∞)d. The Hermite case α = −1/2 was treated earlier in [20, 40]
(but only order 1, no weights and 1 < p <∞ in case of [20]). The Lusin area integrals (L-D.P.V)
were not studied earlier, except for the one-dimensional Hermite case investigated in [11] (only
order 1 with n = 0 and m = 1).

Next, we comment on further operators to which the methods of this paper apply. Here
we focus only on square functions, since more general variants of these seem to be of greatest
importance. Consider then the following operators.

(L-D.IV.gen) Fractional Littlewood–Paley–Stein type mixed g-functions

gαn,γ,ω,r(f) =
∥∥∂γt Dn,ωTαt f

∥∥
Lr(R+,t(|n|/2+γ)r−1dt)

,

where n ∈ Nd, γ ≥ 0, |n|+ γ > 0, ω ∈ {−1, 1}|n| and 2 ≤ r <∞.

(L-D.V.gen) Fractional mixed Lusin area integrals

Sα
n,γ,ω,r(f)(x) =

(∫
A(x)

t(|n|/2+γ)r−1
∣∣∂γt Dn,ωTαt f(z)

∣∣r dµα(z) dt

V α√
t
(x)

)1/r

,

where n ∈ Nd, γ ≥ 0, |n|+ γ > 0, ω ∈ {−1, 1}|n|, 2 ≤ r <∞, and A(x) and V α
t (x) are as

in (3.2) and (3.3), respectively.

Here γ may not be integer, and ∂γt denotes the Caputo type fractional derivative given by

∂γt F (t) =
1

Γ(m− γ)

∫ ∞
0

∂mt F (t+ s)sm−γ−1 ds, t > 0,
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for suitable F , with integer m = bγc+1. Natural counterparts of (L-D.IV.gen) and (L-D.V.gen)
based on the Laguerre–Dunkl Poisson semigroup also come into play. For all these operators
a result analogous to Theorem 3.1 can be shown, though it requires further analysis that is
beyond the scope of this paper.

The study of g-functions involving fractional derivatives goes back to Segovia and Whee-
den [39]. More recently square functions defined via fractional derivatives were investigated
in [9, 10, 23] in connection with potential spaces in various settings. On the other hand, exten-
sions relying on taking any r ≥ 2 rather than the standard r = 2 are quite natural and well
known in the literature; see, for instance, [8, 11].

Finally, we point out that the general Calderón–Zygmund theory covers also more subtle
mapping properties comparing to Lp-boundedness and weak type (1, 1) entering the main results
of this paper. This remark concerns, in particular, H1−L1 and L∞−BMO boundedness. Such
results can also be concluded from the analysis constituting this paper, but we leave the details
to interested readers. Useful hints in this direction can be found, e.g., in [8].

4 Kernel estimates and the proofs of Theorems 3.6 and 3.12

In this section we gather various facts, some of them proved earlier elsewhere, which finally
allow us to show Theorems 3.6 and 3.12, i.e., the standard estimates for all the relevant kernels.
Our approach is based on the technique of proving standard estimates in the context of Laguerre
function expansions of convolution type established in [28] for the restricted range of the type
parameter α ∈ [−1/2,∞)d and then generalized in [34] to all admissible α ∈ (−1,∞)d. Moreover,
to treat Lusin area integrals, which are the most complex operators in this paper, we will use an
adaptation of the method elaborated in the context of the Dunkl Laplacian in [14] and having
roots in [44]. We emphasize that in this section all α ∈ (−1,∞)d are treated in a unified way,
however the restriction α ∈ [−1/2,∞)d would allow to simplify and shorten the analysis.

4.1 Preparatory results

To begin with we prove the following result that allows us to control various derivatives of the
auxiliary heat kernels under consideration.

Lemma 4.1. Let d ≥ 1, α ∈ (−1,∞)d, n, l, r ∈ Nd, m ∈ N, η ∈ {0, 1}d, ω ∈ {−1, 1}|n|. Then∣∣∂ry∂lx∂mt δη,n,ω,xGα,η,+
t (x, y)

∣∣+
∣∣∂ry∂lx∂mt δsymη,n,xG

α,η,+
t (x, y)

∣∣
.

∑
ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

xη−ρη+2ε−aεyη−ξη+2ε−bε(1− ζ2)d+|α|+|η|+2|ε|

× ζ−d−|α|−|η|−2|ε|−m−(|r|+|l|+|n|)/2+(|ρη|+|aε|+|ξη|+|bε|)/2

×
∫ √

Exp(ζ, q±)Πα+η+1+ε(ds),

uniformly in ζ ∈ (0, 1), s ∈ (−1, 1)d and x, y ∈ Rd+; here ζ = ζ(t) = tanh t.

To prove Lemma 4.1 we will use Faà di Bruno’s formula for the Nth derivative, N ≥ 1, of
the composition of two functions, see [21],

∂Nx (g ◦ f)(x) =
∑ N !

p1! · · · pN !
∂p1+···+pN g ◦ f(x)

(
∂1xf(x)

1!

)p1
· · ·
(
∂Nx f(x)

N !

)pN
, (4.1)

where the summation runs over all p1, . . . , pN ≥ 0 such that p1 + 2p2 + · · ·+NpN = N .
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Proof of Lemma 4.1. Since Gα,η,+
t (x, y) and Gα,η,+

t (x, y) have a product structure, an appli-
cation of Leibniz’ rule produces

∂ry∂
l
x∂

m
t δη,n,ω,xG

α,η,+
t (x, y) =

∑
M∈Nd, |M |=m

cM

d∏
i=1

∂riyi∂
li
xi∂

Mi
t δi,ηi,ni,ωi,xiG

αi,ηi,+
t (xi, yi)

and a similar identity related to Gα,η,+
t (x, y). Hence we see that to prove Lemma 4.1 it suffices

to consider the one-dimensional situation. Therefore from now on we assume that d = 1. We
treat each of the two terms in the left-hand side in question separately.

Notice that the Laguerre–Dunkl heat semigroup Tαt = exp(−tLα), t > 0, satisfies the heat
equation ∂tT

α
t f(x) = −LαTαt f(x). Thus the Laguerre–Dunkl heat kernel Gα

t (x, y) also satisfies
this equation with respect to x, i.e., we have

∂tG
α
t (x, y) = (Tαx )2Gα

t (x, y)− x2Gα
t (x, y),

as can be easily checked by using the identity Lα = −(Tα)2+x2. Denote for brevity ∂η,x = ∂1,η,x
(see (3.5)) and observe that for each η ∈ {0, 1} the functions

∂tG
α,η,+
t (x, y) and ∂η+1,x∂η,xG

α,η,+
t (x, y)− x2Gα,η,+

t (x, y)

are η-symmetric with respect to x, and with the aid of decomposition (2.5) they are both η-
symmetric components of 2∂tG

α
t (x, y). By the uniqueness of η-symmetric component we get

∂η+1,x∂η,xG
α,η,+
t (x, y) = ∂tG

α,η,+
t (x, y) + x2Gα,η,+

t (x, y).

Using this identity and proceeding inductively we infer that

δη,n,ω,xG
α,η,+
t (x, y) =

∑
q=0,1

2p+q≤n

Pn,p,q,η,ω(x)∂pt ∂
q
η,xG

α,η,+
t (x, y),

where Pn,p,q,η,ω is a (n− q)-symmetric polynomial of degree at most n− 2p− q; here and later
on we use the natural convention that ∂qη,x = Id for q = 0. Combining this with Leibniz’ rule
and [34, Lemma A.3(d)] we see that our task reduces to showing the estimate∣∣∂Ry ∂Lx ∂Mt ∂qη,xGα,η,+

t (x, y)
∣∣ . ∑

ε,ρ,ξ=0,1
a,b=0,1,2

xη−ρη+2ε−aεyη−ξη+2ε−bε(1− ζ2)1+α+η+2ε
(4.2)

× ζ−1−α−η−2ε−M−(R+L+q)/2+(ρη+aε+ξη+bε)/2

×
∫ (

Exp(ζ, q±)
)3/4

Πα+η+1+ε(ds),

uniformly in ζ ∈ (0, 1), s ∈ (−1, 1) and x, y ∈ R+; here R,L,M ∈ N, η, q ∈ {0, 1} are fixed and
ζ = ζ(t) = tanh t. Combining (3.4) with the representation formula (2.1) of Gαt (x, y) our task
can be further reduced to proving that∣∣∂Ry ∂Lx ∂Mt [(1− ζ2)W1ζW2xη1+2εyη2+2ε Exp(ζ, q±)

]∣∣
.

∑
ρ,ξ=0,1
a,b=0,1,2

xη1−ρη1+2ε−aεyη2−ξη2+2ε−bε(1− ζ2)W1 (4.3)

× ζW2−M−(R+L)/2+(ρη1+aε+ξη2+bε)/2
(
Exp(ζ, q±)

)3/4
,
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uniformly in ζ ∈ (0, 1), s ∈ (−1, 1) and x, y ∈ R+; here R,L,M ∈ N, W1,W2 ∈ R and
η1, η2, ε ∈ {0, 1} are fixed, and ζ = ζ(t) = tanh t. We now focus on proving (4.3).

By Leibniz’ rule for every L ∈ N and η1, ε ∈ {0, 1} we have

∂Lx
[
xη1+2εf

]
=

∑
ρ=0,1
a=0,1,2

cL,η1,ε,ρ,a χ{L≥ρη1+aε}x
η1−ρη1+2ε−aε∂L−ρη1−aεx f,

where cL,η1,ε,ρ,a ∈ R are constants. This leads to the equation

∂Ry ∂
L
x

[
xη1+2εyη2+2εf

]
=

∑
ρ,ξ=0,1
a,b=0,1,2

cL,R,η1,η2,ε,ρ,ξ,a,bχ{L≥ρη1+aε,R≥ξη2+bε}

× xη1−ρη1+2ε−aεyη2−ξη2+2ε−bε∂R−ξη2−bεy ∂L−ρη1−aεx f,

where cL,R,η1,η2,ε,ρ,ξ,a,b ∈ R are constants; here R,L ∈ N and η1, η2, ε ∈ {0, 1} are fixed. Further,
denoting

F = F (ζ, q±) = logExp(ζ, q±) = − 1

4ζ
q+ −

ζ

4
q−,

and using Faà di Bruno’s formula (4.1) (notice that ∂3xF = ∂4xF = · · · = 0) we arrive at

∂Lx Exp(ζ, q±) =
∑

L1+2L2=L

cL1,L2(∂xF )L1(∂2xF )L2 Exp(ζ, q±),

where cL1,L2 ∈ R are constants; observe that this formula works also for L = 0. By Leibniz’ rule
and another application of (4.1) we obtain

∂Ry ∂
L
x Exp(ζ, q±)

=
∑

p1+p2+2p3+2p4=L+R

cL,R,p1,...,p4(∂xF )p1(∂yF )p2(∂2xF )p3(∂x∂yF )p4 Exp(ζ, q±),

where cL,R,p1,...,p4 ∈ R are constants, possibly zero; here we used the identities ∂2xF = ∂2yF and

∂Ry [(∂xF )L1 ] = χ{L1≥R}cL1,R(∂xF )L1−R(∂x∂yF )R for some constants cL1,R ∈ R. These facts
altogether give the identity

∂Ry ∂
L
x ∂

M
t

[(
1− ζ2

)W1ζW2xη1+2εyη2+2ε Exp(ζ, q±)
]

=
∑

ρ,ξ=0,1
a,b=0,1,2

χ{L≥ρη1+aε,R≥ξη2+bε}

(
xη1−ρη1+2ε−aεyη2−ξη2+2ε−bε

×
∑

p1+p2+2p3+2p4=L+R−ρη1−aε−ξη2−bε
cL,R,η1,η2,ε,ρ,ξ,a,b,p1,...,p4

× ∂Mt
[(

1− ζ2
)W1ζW2(∂xF )p1(∂yF )p2(∂2xF )p3(∂x∂yF )p4 Exp(ζ, q±)

])
,

where cL,R,η1,η2,ε,ρ,ξ,a,b,p1,...,p4 ∈ R are constants. Hence to prove (4.3) it is enough to check that∣∣∂Mt [(1− ζ2)W1ζW2(∂xF )p1(∂yF )p2(∂2xF )p3(∂x∂yF )p4 Exp(ζ, q±)
]∣∣

.
(
1− ζ2

)W1ζW2−M−p1/2−p2/2−p3−p4(Exp(ζ, q±)
)3/4

, (4.4)

uniformly in ζ ∈ (0, 1), s ∈ (−1, 1) and x, y ∈ R+; here M,p1, . . . , p4 ∈ N and W1,W2 ∈ R are
fixed, and ζ = ζ(t) = tanh t. We now justify this estimate.
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Using [34, equation (A.3)] and [34, Lemma A.3(a)] we see that for M ∈ N and S1, S2 ∈ R
fixed we have∣∣∂Mζ [(1− ζ2)S1ζS2 Exp(ζ, q±)

]∣∣ . (1− ζ2)S1−MζS2−M(Exp(ζ, q±)
)7/8

, (4.5)

uniformly in ζ ∈ (0, 1), s ∈ (−1, 1) and x, y ∈ R+. Further, since

∂xF = − 1

2ζ
Ψ+ −

ζ

2
Ψ−, ∂2xF = − 1

2ζ
− ζ

2
, Ψ± = Ψ±(x, y, s) = x± ys,

∂yF = − 1

2ζ
Φ+ −

ζ

2
Φ−, ∂x∂yF = s

(
− 1

2ζ
+
ζ

2

)
, Φ± = Φ±(x, y, s) = y ± xs,

by Newton’s formula we get

(∂xF )p1(∂yF )p2(∂2xF )p3(∂x∂yF )p4

= sp4
p3+p4∑

j=−p3−p4

p1∑
k1=0

p2∑
k2=0

cp1,...,p4,j,k1,k2ζ
j

(
Ψ+

ζ

)k1
(ζΨ−)p1−k1

(
Φ+

ζ

)k2
(ζΦ−)p2−k2 .

Consequently, using (4.5) (with S1 = W1, S2 = W2+j+p1−2k1+p2−2k2) and [34, Lemma A.3(b)
and (c)] we arrive at∣∣∂Mζ [(1− ζ2)W1ζW2(∂xF )p1(∂yF )p2(∂2xF )p3(∂x∂yF )p4 Exp(ζ, q±)

]∣∣
.
(
1− ζ2

)W1−MζW2−M−p1/2−p2/2−p3−p4(Exp(ζ, q±)
)3/4

,

uniformly in ζ ∈ (0, 1), s ∈ (−1, 1) and x, y ∈ R+; here M,p1, . . . , p4 ∈ N and W1,W2 ∈ R are
fixed. Finally, an application of Faà di Bruno’s formula (4.1) and the identity [34, equation (A.2)]
leads us to (4.4), and the desired estimate connected with Gα,η,+

t (x, y) follows.
It remains to deal with the estimate in question for the kernel Gα,η,+

t (x, y). Proceeding
in an analogous way as at the beginning of the proof we obtain the formula ∂tGα

t (x, y) =
(D2

x − λα0 )Gα
t (x, y) and, consequently, for symmetry reasons,

δsymη,2,xG
α,η,+
t (x, y) = (∂t + λα0 )Gα,η,+

t (x, y).

Iterating the latter identity we infer that

δsymη,n,xG
α,η,+
t (x, y) = (∂t + λα0 )bn/2cδsymη,n,xG

α,η,+
t (x, y).

Since δsymη,n,x = ∂nη,x + n(−1)ηx and Gα,η,+
t (x, y) = e−2ηtGα,η,+

t (x, y), it is easy to check that

δsymη,n,xG
α,η,+
t (x, y) = e−2ηt

∑
q=0,1

2p+q≤n

Pn,p,q,η(x)∂pt ∂
q
η,xG

α,η,+
t (x, y),

where Pn,p,q,η is a (n− q)-symmetric polynomial of degree at most n − 2p − q. Now applying
Leibniz’ rule (to the variables x and t) and then using sequently (4.2) and [34, Lemma A.3(d)]
we obtain the required bound for the quantity related to Gα,η,+

t (x, y).
This finishes the whole reasoning justifying Lemma 4.1. �

The next lemma is an essence of the method of proving standard estimates presented in this
paper. It provides a link from the estimates obtained in Lemma 4.1 to the standard estimates
for the space (Rd+, µ+α , ‖ · ‖). We note that only the values p ∈ {1, 2,∞} will be needed for our
purposes. However, other values of p are also important, for instance in connection with more
general square functions introduced in Section 3.4. The lemma below is proved in much the
same fashion as [34, Lemma 2.6], hence we omit the details.
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Lemma 4.2. Assume that α ∈ (−1,∞)d, 1 ≤ p ≤ ∞, W ∈ R, C > 0, ε, η, ρ, ξ ∈ {0, 1}d and
a, b ∈ {0, 1, 2}d are fixed. Further, let τ ∈ Nd be such that τ ≤ η−ρη+2ε−aε and let D be a fixed
constant satisfying D < d+|α|. Given u ≥ 0, we consider the function Υu : Rd+×Rd+×(0, 1)→ R
defined by

Υu(x, y, ζ(t)) = xη−ρη+2ε−aε−τyη−ξη+2ε−bε(Log(ζ)
)|τ |/2(

1− ζ2
)d+|α|+|η|+2|ε|−D

× ζ−d−|α|−|η|−2|ε|+(|ρη|+|aε|+|ξη|+|bε|)/2−W/p−u/2

×
∫ (

Exp(ζ, q±)
)C

Πα+η+1+ε(ds),

where W/p = 0 for p =∞. Then Υu satisfies the integral estimate∥∥Υu

(
x, y, ζ(t)

)∥∥
Lp(R+,tW−1dt)

.
1

||x− y||u
1

µ+α (B(x, ||y − x||))
,

uniformly in x, y ∈ Rd+, x 6= y.

The following remark will be useful when estimating the kernels associated with multipliers
of Laplace–Stieltjes type.

Remark 4.3. The norm estimate in Lemma 4.2 still holds true if D = d + |α|, p = ∞ and
τ = 0.

Lemma 4.4 ([44, Lemma 4.3]). Let x, y, z ∈ Rd+ and s ∈ (−1, 1)d. Then

1

4
q±(x, y, s) ≤ q±(z, y, s) ≤ 4q±(x, y, s),

provided that ‖x− y‖ > 2‖x− z‖. Similarly, if ‖x− y‖ > 2‖y − z‖ then

1

4
q±(x, y, s) ≤ q±(x, z, s) ≤ 4q±(x, y, s).

Lemma 4.5 ([44, Lemma 4.5], [14, Lemma 4.4]). Let α ∈ (−1,∞)d and γ ∈ R be fixed. We
have (

1

‖z − y‖

)γ 1

µ+α (B(z, ‖z − y‖))
'
(

1

‖x− y‖

)γ 1

µ+α (B(x, ‖x− y‖))

on the set {(x, y, z) ∈ Rd+ × Rd+ × Rd+ : ‖x− y‖ > 2‖x− z‖}.

The next two lemmas will be crucial when dealing with the kernels associated with the Lusin
area integrals.

Lemma 4.6 ([44, Lemma 4.7]). Let x, y ∈ Rd+, z ∈ Rd, s ∈ (−1, 1)d. Then

q±(x+ z, y, s) ≥ 1

2
q±(x, y, s)− ‖z‖2.

The result below is a combination of [14, Lemmas 4.6–4.8].

Lemma 4.7 ([14, Lemmas 4.6–4.8]). Let α ∈ (−1,∞)d be fixed. Then there exists γ = γ(α) ∈
(0, 1/2] such that

(a) ∫
‖z‖<

√
t
Ξα(x, z, t)χ{x+z∈Rd+}

dz ' 1, x ∈ Rd+, t > 0.
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(b) ∫
‖z‖<

√
t
χ{x+z, x′+z∈Rd+}

∣∣√Ξα(x, z, t)−
√

Ξα(x′, z, t)
∣∣2 dz

.

(
‖x− x′‖2

t

)γ
.

(
‖x− x′‖2

ζ

)γ
,

uniformly in x, x′ ∈ Rd+ and t > 0; here ζ = ζ(t) = tanh t.

(c) ∫
‖z‖<

√
t
χ{x+z∈Rd+, x′+z /∈Rd+}

Ξα(x, z, t) dz .

(
‖x− x′‖2

t

)γ
.

(
‖x− x′‖2

ζ

)γ
,

uniformly in x, x′ ∈ Rd+ and t > 0; here ζ = ζ(t) = tanh t.

Moreover, in items (b) and (c) one can take any γ ∈ (0, 1/2] satisfying γ < min
1≤i≤d

(αi + 1).

4.2 Proofs of the standard estimates

In the proof of Theorem 3.6 we tacitly assume that passing with the differentiation in xi and yi
under integrals against dt and dν(t) is legitimate. Actually, such manipulations can easily be
justified with the aid of the dominated convergence theorem and the estimates obtained in
Lemma 4.1 and along the proof of Theorem 3.6.

Proof of Theorem 3.6. We will treat each of the kernels separately.
The case of Uα,η,+(x, y). The growth condition (3.8) is a direct consequence of Lemma 4.1

(applied with r = l = n = 0 and m = 0) and Lemma 4.2 (specified to p =∞, W = 1, C = 1/2,
τ = 0, D = u = 0).

To verify the smoothness estimates, for symmetry reasons, it suffices to show only (3.9). By
the mean value theorem we have

|Gα,η,+
t (x, y)−Gα,η,+

t (x′, y)| ≤ ‖x− x′‖
∥∥∥∇xGα,η,+

t (x, y)
∣∣
x=θ

∥∥∥ ,
where θ = θ(t, x, x′, y) is a convex combination of x and x′. Now, applying sequently Lemma 4.1
(with r = n = 0, m = 0 and l = ei, i = 1, . . . , d), the inequalities

θ ≤ x ∨ x′, ‖x− θ‖ ≤ ‖x− x′‖, ‖x− x ∨ x′‖ ≤ ‖x− x′‖, (4.6)

and Lemma 4.4 twice (first with z = θ and then with z = x ∨ x′), we obtain

|Gα,η,+
t (x, y)−Gα,η,+

t (x′, y)|

. ‖x− x′‖
∑

ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

(x ∨ x′)η−ρη+2ε−aεyη−ξη+2ε−bε(1− ζ2)d+|α|+|η|+2|ε|

× ζ−d−|α|−|η|−2|ε|−1/2+(|ρη|+|aε|+|ξη|+|bε|)/2

×
∫ (

Exp(ζ, q±(x ∨ x′, y, s))
)1/32

Πα+η+1+ε(ds),

provided that ‖x − y‖ > 2‖x − x′‖. This, together with Lemma 4.2 (with p = ∞, W = 1,
C = 1/32, τ = 0, D = 0 and u = 1) and Lemma 4.5 (taken with γ = 1 and z = x∨x′), produces
the required estimate.
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The case of Rα,η,+
n,ω (x, y). The growth bound is an easy consequence of Lemma 4.1 (specified

to r = l = 0, m = 0) and Lemma 4.2 (with p = 1, W = |n|/2, C = 1/2, τ = 0, D = u = 0).
To prove the gradient bound (3.11) it is enough to check that∥∥∥∥∥∇x,yδη,n,ω,xGα,η,+

t (x, y)
∥∥∥∥∥

L1(R+,t|n|/2−1dt)

.
1

‖x− y‖µ+α (B(x, ‖x− y‖))
, x, y ∈ Rd+, x 6= y.

This, however, follows by combining Lemma 4.1 (taken with m = 0 and either r = ei, l = 0 or
r = 0, l = ei, i = 1, . . . , d) with Lemma 4.2 (specified to p = 1, W = |n|/2, C = 1/2, τ = 0,
D = 0 and u = 1).

The case of Kα,η,+ψ (x, y). Since ψ is bounded, the growth condition is a straightforward
consequence of Lemma 4.1 (with r = l = n = 0 and m = 1) and Lemma 4.2 (selecting p = 1,
W = 1, C = 1/2, τ = 0, D = u = 0).

Next we pass to proving the gradient estimate (3.11). Once again, using the boundedness
of ψ and for symmetry reasons, it is enough to verify that∥∥∥∥∥∇x∂tGα,η,+

t (x, y)
∥∥∥∥∥

L1(R+,dt)
.

1

‖x− y‖µ+α (B(x, ‖x− y‖))
, x, y ∈ Rd+, x 6= y.

Applying Lemma 4.1 (with r = n = 0, m = 1 and l = ei, i = 1, . . . , d) together with Lemma 4.2
(choosing p = 1, W = 1, C = 1/2, τ = 0, D = 0 and u = 1) we get the asserted estimate.

The case of Kα,η,+ν (x, y). By the assumption (3.1) the growth bound is reduced to showing
that ∥∥etλα0 Gα,η,+

t (x, y)
∥∥
L∞(R+,dt)

.
1

µ+α (B(x, ‖x− y‖))
, x, y ∈ Rd+, x 6= y.

This, however, follows from Lemma 4.1 (applied with r = l = n = 0, m = 0) and Remark 4.3
(with W = 1, C = 1/2, u = 0).

In order to prove the gradient estimate (3.11), for symmetry reasons, it suffices to verify that∥∥∥etλα0 ∥∥∇xGα,η,+
t (x, y)

∥∥∥∥∥
L∞(R+,dt)

.
1

‖x− y‖µ+α (B(x, ‖x− y‖))
, x, y ∈ Rd+, x 6= y.

Combining Lemma 4.1 (taken with r = n = 0, m = 0 and l = ei, i = 1, . . . , d) with Remark 4.3
(with W = 1, C = 1/2, u = 1) we get the required bound.

The case of Hα,η,+n,m,ω(x, y). The growth condition is a direct consequence of Lemma 4.1
(specified to r = l = 0) and Lemma 4.2 (taken with p = 2, W = |n| + 2m, C = 1/2, τ = 0,
D = u = 0).

We pass to proving the smoothness estimates. We focus on showing (3.9), the other bound
can be justified in a similar way. Using sequently the mean value theorem, Lemma 4.1 (with
either r = ei, l = 0 or r = 0, l = ei, i = 1, . . . , d), the inequalities (4.6) and Lemma 4.4 twice
(first with z = θ and then with z = x ∨ x′) we see that∣∣∣∂mt δη,n,ω,xGα,η,+

t (x, y)− ∂mt δη,n,ω,xG
α,η,+
t (x, y)

∣∣
x=x′

∣∣∣
≤ ‖x− x′‖

∥∥∥∇x,y∂mt δη,n,ω,xGα,η,+
t (x, y)

∣∣
x=θ

∥∥∥
. ‖x− x′‖

∑
ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

(x ∨ x′)η−ρη+2ε−aεyη−ξη+2ε−bε(1− ζ2)d+|α|+|η|+2|ε|
ζ−d−|α|−|η|−2|ε|

× ζ−m−|n|/2−1/2+(|ρη|+|aε|+|ξη|+|bε|)/2
∫ (

Exp(ζ, q±(x ∨ x′, y, s))
)1/32

Πα+η+1+ε(ds),
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provided that ‖x − y‖ > 2‖x − x′‖; here θ = θ(t, x, x′, y) is a convex combination of x and x′.
Now an application of Lemma 4.2 (choosing p = 2, W = |n| + 2m, C = 1/32, τ = 0, D = 0,
u = 1) and then Lemma 4.5 (with γ = 1 and z = x ∨ x′) produces the required bound.

The case of Sα,η,+
n,m,ω(x, y). We first deal with the growth estimate. Fix a constant 0 < D ≤

1/4 such that D < d+ |α|. We show that(
Exp(ζ, q±(x+ z, y, s))

)1/2
.
(
1− ζ2

)−D(Exp(ζ, q±(x, y, s))
)D
, (4.7)

uniformly in x, y ∈ Rd+, s ∈ (−1, 1)d and (z, t) ∈ A; here and later on ζ = ζ(t) = tanh t. Indeed,
using Lemma 4.6 we obtain(

Exp(ζ, q±(x+ z, y, s))
)1/2 ≤ (Exp(ζ, q±(x+ z, y, s))

)2D
≤
(
Exp(ζ, q±(x, y, s))

)D
exp

(
D

(
1

4ζ
+
ζ

4

)
Log(ζ)

)
,

provided that x, y ∈ Rd+, s ∈ (−1, 1)d and (z, t) ∈ A. Now a simple analysis of the second factor
in the last expression above gives us (4.7).

Taking into account Lemma 4.1 (specified to r = l = 0), (4.7) and the estimate

|(x+ z)κ| ≤ (x+
√
t1)κ .

∑
0≤τ≤κ

xκ−τ
(
Log(ζ)

)|τ |/2
, x ∈ Rd+, (z, t) ∈ A, (4.8)

where κ ∈ Nd is fixed, we get∣∣∣∂mt δη,n,ω,xGα,η,+
t (x, y)

∣∣
x=x+z

∣∣∣
.

∑
ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

∑
0≤τ≤η−ρη+2ε−aε

xη−ρη+2ε−aε−τyη−ξη+2ε−bε(Log(ζ)
)|τ |/2

(4.9)

×
(
1− ζ2

)d+|α|+|η|+2|ε|−D
ζ−d−|α|−|η|−2|ε|−m−|n|/2+(|ρη|+|aε|+|ξη|+|bε|)/2

×
∫ (

Exp(ζ, q±(x, y, s))
)D

Πα+η+1+ε(ds),

for x, y ∈ Rd+ and (z, t) ∈ A such that x+z ∈ Rd+. Since the right-hand side above is independent
of z, an application of Lemma 4.7(a) and then Lemma 4.2 (specified to p = 2, W = |n| + 2m,
C = D and u = 0) leads to the desired conclusion.

Next we verify the first smoothness condition. Precisely, we will show (3.9) with any fixed
γ ∈ (0, 1/2] satisfying γ < min

1≤i≤d
(αi + 1). In what follows it is natural to split the region of

integration A into four subsets, depending on whether x+ z, x′ + z belong to Rd+ or not. Let

A1 =
{

(z, t) ∈ A : x+ z ∈ Rd+, x′ + z ∈ Rd+
}
,

A2 =
{

(z, t) ∈ A : x+ z ∈ Rd+, x′ + z /∈ Rd+
}
,

A3 =
{

(z, t) ∈ A : x+ z /∈ Rd+, x′ + z ∈ Rd+
}
,

A4 =
{

(z, t) ∈ A : x+ z /∈ Rd+, x′ + z /∈ Rd+
}
.

Since in case of A4 there is nothing to do and the case of A3 is analogous to A2 (the only
difference is that at the end of reasoning related to A3 one should use Lemma 4.5), we analyze
only the two essential cases.
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Case 1: The norm related to L2(A1, t
|n|+2m−1dzdt). By the triangle inequality∣∣∣∂mt δη,n,ω,xGα,η,+

t (x, y)
∣∣
x=x+z

√
Ξα(x, z, t)− ∂mt δη,n,ω,xG

α,η,+
t (x, y)

∣∣
x=x′+z

√
Ξα(x′, z, t)

∣∣∣
≤
∣∣∣∂mt δη,n,ω,xGα,η,+

t (x, y)
∣∣
x=x+z

− ∂mt δη,n,ω,xG
α,η,+
t (x, y)

∣∣
x=x′+z

∣∣∣√Ξα(x′, z, t)

+
∣∣∣∂mt δη,n,ω,xGα,η,+

t (x, y)
∣∣
x=x+z

∣∣∣ ∣∣∣√Ξα(x, z, t)−
√

Ξα(x′, z, t)
∣∣∣

≡ I1(x, x′, y, z, t) + I2(x, x
′, y, z, t).

We treat I1 and I2 separately. Using successively the mean value theorem, Lemma 4.1 (with
r = 0 and l = ei, i = 1, . . . , d), (4.8), (4.6), (4.7) and finally Lemma 4.4 twice (first with z = θ
and then with z = x ∨ x′) we arrive at

I1(x, x
′, y, z, t)

. ‖x− x′‖
∑

ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

∑
0≤τ≤η−ρη+2ε−aε

(x ∨ x′)η−ρη+2ε−aε−τyη−ξη+2ε−bε(Log(ζ)
)|τ |/2

×
(
1− ζ2

)d+|α|+|η|+2|ε|−D
ζ−d−|α|−|η|−2|ε|−m−|n|/2−1/2+(|ρη|+|aε|+|ξη|+|bε|)/2

×
∫ (

Exp(ζ, q±(x ∨ x′, y, s))
)D/16

Πα+η+1+ε(ds)
√

Ξα(x′, z, t),

provided that (z, t) ∈ A1 and ‖x − y‖ > 2‖x − x′‖. Now the conclusion for I1 follows from
Lemma 4.7(a), Lemma 4.2 (specified to p = 2, W = |n| + 2m, C = D/16 and u = 1) and
Lemma 4.5 (applied with γ = 1 and z = x ∨ x′).

To estimate the norm of I2 we use (4.9) and Lemma 4.7(b) to obtain∥∥I2(x, x′, y, z, t)∥∥L2(A1,t|n|+2m−1dzdt)

. ‖x− x′‖γ
∑

ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

∑
0≤τ≤η−ρη+2ε−aε

∥∥∥xη−ρη+2ε−aε−τyη−ξη+2ε−bε(Log(ζ)
)|τ |/2

(4.10)

×
(
1− ζ2

)d+|α|+|η|+2|ε|−D
ζ−d−|α|−|η|−2|ε|−m−|n|/2+(|ρη|+|aε|+|ξη|+|bε|)/2−γ/2

×
∫ (

Exp(ζ, q±(x, y, s))
)D

Πα+η+1+ε(ds)
∥∥∥
L2(R+,t|n|+2m−1dt)

, x, x′, y ∈ Rd+.

This, however, in view of Lemma 4.2 (taken with p = 2, W = |n|+ 2m, C = D and u = γ) gives
the desired estimate for I2 and therefore finishes the analysis related to A1.

Case 2: The norm related to L2(A2, t
|n|+2m−1dzdt). Since Sα,η,+

n,m,ω(x′, y) = 0, our aim is
to prove that

‖Sα,η,+
n,m,ω(x, y)‖L2(A2,t|n|+2m−1dzdt) .

(
‖x− x′‖
‖x− y‖

)γ 1

µ+α (B(x, ‖x− y‖))
, (4.11)

for ‖x− y‖ > 2‖x− x′‖. Taking into account (4.9) and then applying Lemma 4.7(c) we get

‖Sα,η,+
n,m,ω(x, y)‖L2(A2,t|n|+2m−1dzdt)

. ‖x− x′‖γ
∑

ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

∑
0≤τ≤η−ρη+2ε−aε

∥∥∥xη−ρη+2ε−aε−τyη−ξη+2ε−bε(Log(ζ)
)|τ |/2

×
(
1− ζ2

)d+|α|+|η|+2|ε|−D
ζ−d−|α|−|η|−2|ε|−m−|n|/2+(|ρη|+|aε|+|ξη|+|bε|)/2−γ/2

×
∫ (

Exp(ζ, q±(x, y, s))
)D

Πα+η+1+ε(ds)
∥∥∥
L2(R+,t|n|+2m−1dt)

, x, x′, y ∈ Rd+.

The right-hand side here coincides with the right-hand side of (4.10), and (4.11) follows.
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Finally, we focus on the second smoothness condition (3.10). We will prove it with γ = 1.
Applying sequently the mean value theorem, Lemma 4.1 (choosing r = ei, l = 0, i = 1, . . . , d),
(4.8), (4.7) and then Lemma 4.4 twice (first with z = θ and then with z = y ∨ y′) we obtain∣∣∣∂mt δη,n,ω,xGα,η,+

t (x, y)
∣∣
x=x+z

− ∂mt δη,n,ω,xG
α,η,+
t (x, y′)

∣∣
x=x+z

∣∣∣√Ξα(x, z, t)χ{x+z∈Rd+}

. ‖y − y′‖
∑

ε,ρ,ξ∈{0,1}d
a,b∈{0,1,2}d

∑
0≤τ≤η−ρη+2ε−aε

xη−ρη+2ε−aε−τ (y ∨ y′)η−ξη+2ε−bε(Log(ζ)
)|τ |/2

×
(
1− ζ2

)d+|α|+|η|+2|ε|−D
ζ−d−|α|−|η|−2|ε|−m−|n|/2−1/2+(|ρη|+|aε|+|ξη|+|bε|)/2

×
∫ (

Exp(ζ, q±(x, y ∨ y′, s))
)D/16

Πα+η+1+ε(ds)
√

Ξα(x, z, t)χ{x+z∈Rd+}
,

provided that (z, t) ∈ A and ‖x − y‖ > 2‖y − y′‖. The required estimate follows by using
Lemma 4.7(a), Lemma 4.2 (specified to p = 2, W = |n|+ 2m, C = D/16 and u = 1) and finally
Lemma 4.5.

The proof of Theorem 3.6 is complete. �

Proof of Theorem 3.12. Since the estimates of various derivatives of the heat kernels in the
Laguerre–Dunkl and the Laguerre-symmetrized settings established in Lemma 4.1 are the same,
the proof of Theorem 3.12 is just a repetition of the arguments given in the proof of Theorem 3.6
above. Therefore we omit the details. �

A Appendix I

In this short section we shall prove the following useful result.

Proposition A.1. Let 1 ≤ p < ∞. If W ∈ Aαp and f ∈ Lp(Wdµα), then the series/integrals

defining Tαt f(x) and Tαt f(x) converge for every x ∈ Rd and t > 0 and produce smooth functions
of (x, t) ∈ Rd×R+. Similarly, if U ∈ Aα,+p and f ∈ Lp(Udµ+α ), then the series/integrals defining
Tα,η,+t f(x) and Tα,η,+t f(x), η ∈ {0, 1}d, converge for every x ∈ Rd+ and t > 0 and produce smooth
functions of (x, t) ∈ Rd+ × R+.

Proof. Recall that the definition of Tαt g for g ∈ L2(dµα) is

Tαt g(x) =
∑
k∈Nd

e
−tλα|k|/2〈g, hαk 〉dµαhαk (x), (A.1)

(convergence in L2(dµα)) and this easily leads to the integral representation

Tαt g(x) =

∫
Rd+

Gα
t (x, y)g(y) dµα(y), g ∈ L2(dµα), x ∈ Rd, t > 0. (A.2)

To prove the claim for Tαt f(x) we use the following two auxiliary results. Firstly, given 1 ≤ p <
∞, W ∈ Aαp and f ∈ Lp(Wdµα), the coefficients 〈f, hαk 〉dµα , k ∈ Nd, exist and satisfy

|〈f, hαk 〉dµα | . (|k|+ 1)cd,α,p,W ‖f‖Lp(Wdµα), (A.3)

uniformly in k ∈ Nd and f ∈ Lp(Wdµα). Secondly,

|hαk (x)| . (|k|+ 1)cd,α,p , (A.4)
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uniformly in k ∈ Nd and x ∈ Rd. Then, following the argument from [28, pp. 647–648] one
checks that after replacing g ∈ L2(dµα) by f ∈ Lp(Wdµα) in the right-hand side of (A.1) the
series converges absolutely for any x ∈ Rd, t > 0, and thus defines Tαt f(x). Moreover, with
this definition of Tαt f(x) the integral representation (A.2) remains valid for f replacing g (in
particular, the relevant integral converges for any x ∈ Rd and t > 0) and Tαt f(x) is a C∞

function of (x, t) ∈ Rd × R+.
Coming back to (A.3) and (A.4), these are simple consequences of [44, equations (2.3)

and (2.4)]. The assumption α ∈ [−1/2,∞)d which was imposed in [44] is not essential for
[44, equations (2.3) and (2.4)] to hold since the classical estimates for the standard Laguerre
functions due to Askey, Wainger and Muckenhoupt, invoked in [44, p. 1521], are valid for any
Laguerre type parameter greater than −1, thus α ∈ (−1,∞)d is admitted.

The claim for Tα,η,+t f(x) follows due to the connection Tα,η,+t f(x) =
(
Tαt f

η
)+

(x), x ∈ Rd+,

which holds for any f ∈ Lp(Udµ+α ), U ∈ Aα,+p , 1 ≤ p < ∞ (note that then fη ∈ Lp(Wdµα),
where W = U0 ∈ Aαp ). Finally, the claims for Tαt f(x) and Tα,η,+t f(x) are verified by arguments
analogous to those just presented. �

B Appendix II

For reader’s convenience, in Table 1 below we summarize the notation of various objects in the
three contexts appearing in this paper.

Table 1. Summary of notation.

Laguerre–Dunkl Laguerre-symmetrized Laguerre

Harmonic oscillator Lα Lα Lα

Eigenfunctions hαk Φα
k `αk

Reference measure µα µα µ+α
Derivatives Di, D

∗
i , D

n,ω Di, Dn δi, δ
∗
i , δ

n, Dn

Heat semigroup Tαt Tαt Tαt
Heat kernel Gα

t (x, y) Gα
t (x, y) Gαt (x, y)

Maximal operator Tα∗ Tα∗
Riesz transforms Rα

n,ω Rαn Rαn
Multipliers Mα

m Mα
m

g-functions gαn,m,ω ðαn,m gαn,m
Lusin area integrals Sα

n,m,ω Sαn,m Sαn,m, sαn,m
Main results Theorems 3.1, 3.15 Theorem 3.7 Theorems 3.13, 3.14
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[1] Álvarez López J.A., Calaza M., Embedding theorems for the Dunkl harmonic oscillator on the line, SIGMA
10 (2014), 004, 16 pages, arXiv:1301.4196.
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